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Abstract 
The design and development of large and complex systems, such as System of Systems (SoS) with autonomous 

constituent systems is gaining increasing importance in many application domains (e.g., medical, aerospace, 

military and transportation). The wide scale and huge number of interactions involved in SoS makes it difficult 

to model and analyse the SoS architecture through state-of-the-art techniques for modelling, architecture devel-

opment and analysis of monolithic systems. SoS are large-scale concurrent and distributed systems that are com-

prised of autonomous constituent systems with operational and managerial independence. The characteristics of 

SoS result in various challenges during the system design. It is necessary to consider emergent behaviour, an 

evolutionary development process, and an increased state space. In particular, these challenges are unsolved 

when moving form directed SoS, where the system has central control, towards virtual SoS with no central man-

agement and no common purpose ascribed to the constituent systems. 

In addition to meeting functional requirements, a major challenge is the design space exploration and optimisa-

tion of non-functional properties among heterogeneous constituent systems such as reliability, timeliness, safety 

and security. Many SoS are real-time systems where timing requirements are central to the development process. 

The failure in meeting these requirements in the late stages of the SoS development can be avoided by introduc-

ing them already in the architecture development. Likewise, many SoS represent critical infrastructures that pro-

vide safety-relevant services to the users and the environment. Therefore, the specified reliability of the SoS 

must be guaranteed despite failures of individual constituent systems using fault-tolerance mechanisms. 

The state-of-the-art modelling approaches describe the SoS using architecture frameworks such as the US De-

partment of Defence Architecture Framework (DoDAF), British Ministry of Defence Architecture Framework 

(MODAF) and NATO Architecture Framework (NAF). However, these frameworks do not offer a precise con-

nection between the different views of the SoS, which is needed to enable design exploration technologies, reus-

ability and design automation using integrated tool chains. In addition, significant non-functional system proper-

ties (e.g., real time, reliability) are not addressed in the state-of-the-art modelling frameworks. 

This thesis addresses the research gap by establishing a modelling framework that extends the current SoS 

frameworks to link the different views, and to satisfy real-time and reliability requirements. We provide a meth-

odology that uses design exploration techniques and tools for SoS architecture optimization. The use of architec-

ture patterns is introduced to enhance the model re-usability and facilitate the model evolution.  

Scientific contributions beyond the state-of-the-art include a Model Based System Engineering (MBSE) meth-

odology for SoS architecting based on the Unified Profile for DoDAF and MODAF (UPDM) with extensions to 

support significant SoS properties such as timing requirements and reliability. The methodology supports an 

architecture optimisation process based on Mixed Integer Linear Programming (MILP) connected to architecture 

patterns that enhance the model reusability. The developed modelling language and design methods are evaluat-

ed using simulations and example scenarios. 
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Kurzfassung  
Systems-of-Systems (SoS) stellen große, komplexe Systeme dar, die in zahlreichen Anwendungsgebieten zu-

nehmend an Bedeutung gewinnen (z.B. Medizin, Raumfahrt, Militär, Transportsysteme). Der große Umfang 

sowie die hohe Anzahl an Interaktionen in SoS erschweren deren Modellierung und die Analyse mit Verfahren 

des Stands der Technik aus monolithischen Systemen. SoS sind großangelegte, parallele verteilte Systeme, deren 

autonome Teilsysteme operativ und administrativ unabhängig sind. Diese Besonderheit führt zu vielfältigen 

Herausforderungen beim Entwurf dieser Systeme. Emergentes Verhalten, ein evolutionärer Entwicklungsprozess 

sowie ein vergrößerter Zustandsraum müssen berücksichtigt werden. Diese Herausforderungen sind insbesonde-

re in virtuellen SoS ungelöst, bei denen für die Teilsysteme kein zentrales Management und kein gemeinsames 

Ziel vorgesehen ist.  

Zusätzlich zur Erfüllung funktionaler Anforderungen besteht eine große Herausforderung bei der Optimierung 

des Entwurfsraums bezüglich der nichtfunktionalen Eigenschaften der heterogenen Teilsysteme (z.B. Zuverläs-

sigkeit, Echtzeitfähigkeit und Sicherheit). Viele SoS sind Echtzeitsysteme, bei denen die zeitlichen Anforderun-

gen ein zentraler Bestandteil des Entwicklungsprozesses sind. Die kostspielige Nichterfüllung dieser Anforde-

rungen in späten Phasen der Entwicklung kann durch die frühzeitige Einbeziehung der Echtzeitanforderungen in 

die Architekturentwicklung vermieden werden. Häufig sind SoS auch kritische Infrastrukturen für sicherheitsre-

levante Dienste. Daher muss die spezifizierte Zuverlässigkeit des SoS unabhängig von der Zuverlässigkeit der 

einzelnen Teilsysteme durch Fehlertoleranzmechanismen gewährleistet werden. 

Bei den Modellierungsansätzen im Stand der Technik werden SoS durch Architekturframeworks wie das US 

Department of Defence Architecture Framework (DoDAF), das British Ministry of Defence Architecture 

Framework (MODAF) und das NATO Architecture Framework (NAF) beschrieben. Diese Frameworks bieten 

jedoch keine präzise Verbindungen zwischen verschiedenen Ansichten eines SoS, welche notwendig wären um 

Techniken für Design-Exploration, Wiederverwendbarkeit und Designautomatisierung durch integrierte Werk-

zeugketten zu ermöglichen. Des Weiteren werden wesentliche nichtfunktionale Systemeigenschaften wie Echt-

zeitfähigkeit und Zuverlässigkeit nicht adressiert. 

Diese Doktorarbeit adressiert jene Forschungslücke durch die Entwicklung eines Modellierungsframeworks, 

welches die derzeitigen SoS-Frameworks erweitert. Das Framework stellt eine Verbindung zwischen verschie-

denen Ansichten her und unterstützt Echtzeit- und Zuverlässigkeitsanforderungen. Zudem werden Techniken für 

Design-Exploration und Werkzeuge für die Optimierung von SoS-Architekturen eingeführt. Architekturmuster 

erleichtern die Wiederverwendbarkeit der Modelle und verbessern die Evolution der Modelle. 

Die wissenschaftlichen Beiträge über den Stand der Technik hinaus beinhalten modellbasierte Systems-

Engineering Methoden für die Erstellung von SoS-Architekturen basierend auf dem Unified Profile für DoDAF 

und MODAF (UPDM) mit Erweiterungen zur Unterstützung von Echtzeitfähigkeit und Zuverlässigkeit. Die 

Methodik unterstützt einen Architekturoptimierungsprozess basierend auf Mixed Integer Linear Programming 

(MILP) in Verbindung mit Architekturmustern. Die entwickelte Modellierungssprache und die Designmethoden 

wurden mithilfe von Simulationen und Beispielsszenarien evaluiert. 
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1 Introduction 

1.1 Overview 

The system development process becomes more complex at the level of large-scale systems such as System of 

Systems (SoS). A SoS is a large-scale concurrent and distributed systems that is comprised of autonomous con-

stituent systems with operational and managerial independence. The characteristics of SoS result in challenges 

during the system design where emergent behaviour, an evolutionary development process, and an increased 

state space need to be considered. In particular, these challenges are unsolved when moving form directed SoS, 

where the system has central control, towards virtual SoS with no central management and no common purpose 

of the constituent systems. 

Due to the complexity of SoS, it is infeasible to model all system aspects in a single model. Past research has 

focused on managing the design complexity by expressing the SoS within modelling frameworks. Such frame-

works reduce SoS modelling complexity by using multiple layers called architecture views that depict the system 

from different perspectives (e.g. operational, functional, system). US Department of Defence Architecture 

Framework (DoDAF) [1], British Ministry of Defence Architecture Framework (MODAF) [2] and NATO Ar-

chitecture Framework (NAF) [3] are the mainly used architecture frameworks for modelling SoS. To support 

these frameworks the Object Management Group (OMG) [4] developed a new modelling language, namely the 

Unified Profile for DoDAF and MODAF (UPDM) [4]. This profile is based on UML and SysML with profile 

extensions containing specialised stereotypes that support architecture-framework elements and parts. However, 

these frameworks and the respective profiles do not offer a precise connection between the different views of the 

SoS, which would be required for design exploration technologies and integrated tool chains. In addition, signif-

icant system properties (e.g., real time, reliability) are not addressed in the state-of-the-art modelling frame-

works. 

Many SoS are real-time systems and temporal correctness needs to be considered in the development pro-

cess. Introducing a temporal specification and timing analysis in early development phases of the SoS architect-

ing process avoids costly redesign in later phases when the SoS fails to meet its timing requirements. The same 

applies to SoS reliability where the resulting system architecture fails to meet the system’s reliability require-

ments. 

1.2 Thesis Contents 

Chapter 1: is an introduction to the thesis and its subject. It starts with an overview of SoS and the contents of 

the thesis. It also contains multiple examples of different applications of SoS in different disciplines. The last 

section of the chapter presents the research gap and the research contribution.  

Chapter 2: covers the terms and concepts that are used in the thesis. It defines systems and SoS concepts and 

their characteristics, and presents a comparison between both domains. It investigates the real-time properties of 

the system and provides a definition of dependability with its attributes. At the end of the chapter, the model-

based system engineering approach is discussed.  
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Chapter 3: discusses the state of the art in SoS engineering and modelling. It gives a detailed presentation of the 

SoS engineering process and activities. The chapter lists the main modelling frameworks which are used in SoS 

engineering, compares their capabilities, and presents different modelling languages that are used for system and 

SoS modelling. Furthermore, the chapter discusses the design space exploration and its application to the SoS 

architecture domain. The rest of the chapter illustrates the research gaps in the state of the art.  

Chapter 4: this chapter presents our development methodology for SoS. The first part of the chapter describes 

the re-usability of the models using architecture patterns. The chapter continues with architecture optimisation 

and the combination between architecture patterns and architecture optimisation in SoS architecture modelling. 

At the end of the chapter the modelling methodology is described in details. 

Chapter 5: the chapter describes the application of our methodology for SoS with real-time requirements. At the 

beginning the timing analysis of SoS is presented. Next, the chapter discusses how to integrate the timing analy-

sis in the architecture development methodology and ends with describing the optimisation process.  

Chapter 6: in this chapter the reliability analysis of SoS is presented. The chapter defines the SoS reliability 

block diagram and shows the connection between the diagram and the architecture development methodology. 

Chapter 7: introduces three examples for applying the methodology. The first example is an architecture opti-

misation problem with geographical allocation of the constituent systems and communication coverage optimisa-

tion. The second example shows how to include the real-time requirements in the architecture methodology. The 

last example is about satisfying reliability requirements in the architecture methodology as optimisation objec-

tives or constraints.  

Chapter 8: the chapter presents the conclusion of the thesis and a future outlook for applying the methodology. 

1.3 SoS Examples  

SoS applications can be found in different domains including military, aerospace, space, health, manufacturing, 

transportation, environmental systems, and many others. In the following subsections different examples of SoS 

are discussed and applications for different domains are presented.  

1.3.1 SoS in Defence Applications 

Many military applications are examples of SoS where the integration of capabilities from various constituent 

systems is required for accomplishing the military missions. The highly precise weapons that are recently used in 

military are based on information systems that analyse information received from other systems (e.g. surveil-

lance and radars) to define the target and plan the mission. In order to manage and integrate the capabilities of 

the involved constituent systems, and to achieve the best use of technological development, some governments 

(e.g. UK and USA) moved towards SoS concepts in understanding the defence systems, especially in planning 

and designing mission capabilities [5]. 

An example of a SoS in the defence area is Integrated Air Defence [6]. An integrated air defence system consists 

of multiple autonomous constituent systems that include surveillance radars, passive surveillance systems, mis-

sile launch batteries, missile tracking and control sites, airborne surveillance and tracking radars, fighter aircraft, 

and anti-aircraft artillery. The systems exchange data and information using a communication network with lo-
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cal, regional, and national command and control centres. The systems collaborate with each other to realise an 

emergent behaviour to achieve specific missions, e.g. targeting a tank of an enemy at a battle requires the collab-

oration between surveillance systems that determine the tank’s location and the fighter aircraft that fires the mis-

siles. In this example there are two levels of services: the SoS global services, where the integrated air defence 

performs the military mission, and the constituent systems’ local services, where the surveillance systems offer 

their services to other constituent systems. Each of the involved constituent systems has its commander who is 

controlling its processes, but they also offer their services to each other and work together to achieve the ap-

pointed mission according to the defined plan. Each of the constituent systems is independent in its existence and 

can perform limited operations. The fighter aircraft can perform the mission of destroying the target without 

using the services offered from the other constituent systems but at a low level of accuracy and precision and it 

will be under the threat of attack by enemy weapons. An accurate mission requires the emerging capabilities of 

the SoS that provides the fighter aircraft with the required data to hit the target and avoid the threats. 

1.3.2 SoS in Emergency Response  

Another example of an SoS application is an Emergency Response SoS (ER SoS) [7]. Figure 1-1 depicts the 

overall operational concept and mission of the ER SoS. The ER SoS consists of a number of individual constitu-

ent systems, all having their own life cycle, partially with managerial independence distributed over multiple 

geographical places. The constituent systems are connected to each other through a communication network. 

They exchange information and distribute their resources based on the required mission.  

 

Figure 1-1 Emergency response SoS operational concept [7] 

The fire brigades are distributed across the city and work jointly with the police stations. Each of them may be 

controlled by individual Command and Control Centres (CCC) in order to mitigate the emergency or incident. A 
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lot of other ER Resources are also involved. For example, the hospitals provide ambulances that try to evacuate 

and rescue injured people, the Water Command and Control controls the local water resources, the surveillance 

systems send information about the emergency area and overall situation to the CCCs, mobile nodes such as a 

Threat Detection and Alert System detect further information or possible danger close to the emergency scene 

and finally different types of communication systems are involved to facilitate the communication between dif-

ferent operational nodes in the ER SoS. 

The emergency response mission cannot be achieved with one system alone; it obviously requires joint capabili-

ties of the mentioned constituent systems. Depending on the assigned mission, the rescue operations are as-

signed. The fire brigades require the support of the police stations at different stages, the surveillance systems 

provide the information about the site to the involved partners, and they all exchange data through the communi-

cation systems. The same applies to the other constituent systems such as water command and control, medical 

systems, and external organisations. 

1.3.3 SoS in Transportation Applications 

Recently, the transportation system development and management has been investigated in the SoS context for 

better understanding of transportation systems and to provide enhanced solutions. In [8], the author introduces 

the transportation system as a SoS with heterogeneous systems serving in different domains (e.g. aircraft, trains). 

These systems are geographically distributed at a national and an international scope. 

Most of the transportation systems are operationally independent but coordinate themselves with each other. For 

example, commercial aircraft operate independently but are coordinated with other aircraft while they are flying. 

As in most SoS, a communications network is required for exchanging the information between these systems. 

Transportation systems keep evolving over the time. Dynamic developments and investigations are required to 

adapt to the population growth, to new technologies, and new systems in the transportation domain. Transporta-

tion systems are characterised by their dynamicity where new constituent systems are introduced and old ones 

leave. 

The constituent systems in many transportation systems are affected by each other. The traffic depends on the 

coordination and collaboration between the involved constituent systems. In some cases a command and control 

centre keeps monitoring and organising the movements of different transportations systems. However, the emer-

gent behaviour is the most important characteristic for this kind of systems where the constituent systems exhibit 

a high degree of autonomy. The emergent behaviour becomes problematic when it results in undesired emer-

gence that leads to accidents and delays in the traffic. For example, in managing and organising the traffic with 

several trains that are using the same track, many constituent systems are concerned in monitoring the track, 

providing the location information of the trains, controlling the traffic on the track, and facilitating the data ex-

change between the involved constituent systems. If the desired emergent behaviour for organising the traffic is 

not achieved, trains will be exposed to accidents. 

1.3.4 SoS in Space 

Gianni et al. presented in their work a SoS space methodology [9] with two examples of SoS space applications: 

Galileo-COSPAS/SARSAT and the Global Monitoring for Environment and Security (GMES).  
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Galileo is a European Global Navigation Satellite System that supports global timing and navigation capabilities 

[10]. One of its applications is an international satellite system for search and rescue called COSPAS/SARSAT 

[11]. Figure 1-2 illustrates a typical search and rescue scenario. The SoS consists of diverse constituent systems 

in different disciplines: surveillance systems that provide information about the investigated target, satellite sys-

tems that offer the communication services, operational systems like helicopters and other rescue tools.  

The constituent systems that are part of the SoS, can also be part of other SoS. The satellite system is a part of 

the rescue SoS but it is also offering other services for civil or military communications. The wireless communi-

cation between the constituent systems enables them to be geographically distributed over a wide area. The con-

stituent systems often have different life cycles. The satellites are usually developed to serve for a long period to 

be cost effective, while local controllers that are used for communication like the hand-sets can have shorter life 

cycles to integrate new technologies and provide opportunities for having new capabilities. 

 

Figure 1-2 Search and rescue high level operational scenario [9] 

Another example of a SoS in space is the Global Monitoring for Environment and Security Program (GEMS) 

[12]. It is a European program that aims to establish a European Earth Observation capability. The GEMOS SoS 

collects data from different assets (e.g. satellites, air and ground stations) and offers services for constituent sys-

tems that are responsible for monitoring and forecasting the environment resources and changes. GEMS is in-

trinsically a SoS configuration [9], which comprises multiple constituent systems and assets that provide infor-

mation and support to deliver earth observation services, such as oil spill tracking, farming and air quality. 

1.3.5 SoS in Health  

SoS are also used in different health and medical applications. The National Healthcare Information Network 

(NHIN) [13] is an example of a complex SoS where a large community of health systems is involved. The de-

sign and development of the NHIN was launched in 2006 by the US Department of Health and Human Services 

and aims to create a technical framework that allows sharing of medical data between care providers and to cre-

ate an electronic health record for US citizens [14].  

The NHIN integrates heterogeneous care data from care providers (e.g. hospitals, physician, and patient care) 

and presents it to its users (e.g. hospitals). It is based on a health network that communicates with a large number 

of medical information systems used in hospitals and physician care offices. 
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1.4 Industrial Needs 

In industry two types of SoS can be distinguished: new SoS are developed from scratch according to the custom-

er requirements and needs, whereas legacy SoS are extended by adding new functionality and new constituent 

systems. The development process can also be differentiated according to the geographical distribution of the 

SoS, where policies, protocols and standards are considered based on the scope of the deployment (i.e. global, 

national, urban, regional) and the operational domain where the SoS provides services.  

The SoS development process is challenged by the needs of the customers who are always concerned with cost-

effective optimized solutions in order to increase the SoS capabilities and performance. The design of an SoS 

requires a large degree of trade-offs between different SoS architectures and ensuing properties, while showing 

the level of confidence in such trade-offs.  

In industry, the customer needs for the SoS are first described at an operational level, where operational scenari-

os are created to depict these needs. The operational level is then reflected on the established SoS architecture. In 

order to keep the development process consistent between different development stages, it is important to main-

tain the communication between development teams and establish a common picture of the developed SoS. The 

absence of a common picture between the developments teams leads to an inconsistent understanding of the 

required solution and different interpretations of the customer requirements.  

The state of the art of SoS modelling lacks executable models that are required for the design, verification and 

analysis (e.g. simulation). Existing models also miss the mapping from the SoS requirements to the constituent 

system requirements. The combination of constituent systems from different disciplines leads to a large numbers 

of interfaces and data flows that are prone to problems and errors at later stages of the SoS development. It is 

required to develop methodologies that adapt these models to the dynamic evolution of the SoS and the constitu-

ent systems as well as new technologies and environmental changes. 

SoS models must facilitate the information exchange and interaction between customers and developers during 

the requirements analysis. Due to the complexity of the SoS, customers are typically not involved in later stages 

of the development process. Developing SoS models is a costly and time consuming process. Therefore the 

modelling process should be simplified and the established models should be re-usable for new similar projects.  

In the state-of-the-art of SoS frameworks, there are no common methodologies and guidelines between develop-

ers for modelling SoS and establishing the SoS architecture. The methodologies must ensure interoperability 

when integrating constituent systems in pre-existing SoS and maximize the SoS capabilities. The SoS capabili-

ties result from the combination and integration of different constituent systems. The SoS development process 

must optimize the architecture to connect the constituent systems with regards to functional and non-functional 

requirements to deliver efficient SoS capabilities that enable the SoS to provide its services.  

1.5 Scientific Contribution and Research Problem 

In the previous section, the industrial needs for the SoS development process were discussed. There is a signifi-

cant research gap between the state-of-the-art techniques for SoS development and the industrial needs. The 

developed SoS models are not connected to executable models, thus preventing testing and simulation of the SoS 

architecture prior to the actual implementation. There are no SoS development methodologies that would con-
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nect different stages of the SoS development and map those to the constituent systems’ executable models that 

are used in simulation, testing and model checking. Furthermore, the available architecture frameworks do not 

offer optimization techniques that consider optimizing the SoS architecture for functional and non-functional 

requirements, because of the poor mapping between the SoS models and the constituent-system properties. 

In addition, the re-usability of the models is a critical factor in reducing cost and time for developing new SoS 

that are similar to previously developed ones. In the state-of-the-art, the SoS models are not suited for reuse and 

are not consistent.  

The scientific contributions of this thesis beyond the state of the art are as follows:  

1. A Model Based System Engineering (MBSE) methodology for SoS architecting based on the UPDM 

profile: We introduce a SoS architecture modelling methodology that organises the SoS engineering 

activities for building the SoS architecture based on the operational analysis of the SoS requirements. 

The methodology is based on existing SoS modelling frameworks and extends the UPDM modelling 

language. It connects the different SoS architecture development steps and enables architecture explo-

ration and architecture generation with the required functional and non-functional properties. 

2. Extension of SoS modelling languages and processes for reliability and real time: the state of the art 

of the architecture frameworks and modelling languages lacks the support for real-time and reliability 

requirements. We extend the UPDM profile and the architecture frameworks by introducing stereo-

types, diagrams and tool support for real-time and reliability analysis of the SoS architecture.  

3. Architecture optimisation process for SoS architecture generation: the introduced methodology sup-

ports the automatic generation of an optimized SoS architecture with regards to functional and non-

functional requirements (e.g., real time, reliability, cost) based on Mixed Integer Linear Programming 

(MILP) connected to architecture patterns that enhance the model reusability. 

These contributions enhance the SoS development by delivering a consistent methodology with a step-by-step 

process. The produced SoS models enable developers to analyse the functional and non-functional requirements, 

thereby reducing the risk of SoS architecture design faults at early development stages before the actual imple-

mentation. The impact is a significant reduction of time and cost in SoS development.  



A Modelling Framework for Systems-of-Systems with Real-Time and Reliability Requirements 
 
 

12 | P a g e  
 

 



A Modelling Framework for Systems-of-Systems with Real-Time and Reliability Requirements 

 
 

13 |P a g e  
 

2 Concepts and Terms 
This chapter offers definitions of the main concepts and terms used in this thesis. It starts by defining fundamen-

tal concepts of monolithic systems in section 2.1. In section 2.2, the SoS definition is illustrated and characteris-

tics of SoS are discussed. In section 2.3, a comparison between SoS and monolithic systems is given based on 

different perspectives.  

The second part of the chapter defines the functional and non-functional requirements that are considered in this 

thesis. In section 2.4 real-time systems, their classifications and properties are presented, while dependability and 

its attributes as well as reliability concepts are defined in section 2.5.  

The rest of the chapter provides an overview of the model-based systems engineering approach and the princi-

ples of modelling. This is presented in section 2.6. 

2.1 Monolithic Systems 

2.1.1 Definition  

The standard definition of a system is a combination of interacting elements organised to achieve one or more 

stated purposes [15]. A system consists of inter-related elements called components. They are connected to each 

other within the system’s structure and are organised to achieve a function or a set of functions. The components 

of a system form a unified whole that is delineated by the system’s boundaries. These boundaries identify the 

system and separate it from its surroundings. The relation between a system and its surroundings is governed by 

interfaces that organise the system’s interactions with its environment through inputs and outputs as shown in 

Figure 2-1. 

 

Figure 2-1 System definition 

In the ISO/IEC 15288 standard a system is considered as ‘man-made, created and utilised to provide products 

and/or services in defined environments for the benefit of users and other stakeholders. These systems may be 

configured with one or more of the following system elements: hardware, software, data, humans, processes 

(e.g., processes for providing service to users), procedures (e.g., operator instructions), facilities, materials and 

naturally occurring entities. In practice, they are thought of as products or services’ [15]. 
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2.1.2 Characteristics 

The aim of characterising monolithic systems is to facilitate the development of these systems and to share a 

common understanding of what represents a monolithic system. The following characteristics of systems are the 

most common ones:  

2.1.2.1 Inter-related Components 

The components of a system are discrete parts of the system that are composed to perform the system’s tasks. 

They are elements that can be classified into hardware, software and humans. They are designed according to the 

system’s requirements and they may be independent or dependant on each other for accomplishing the required 

task.  

2.1.2.2 Structure  

The structure of a system includes a set of components and their relations to fulfil the system’s requirements (see 

Figure 2-2). These components are related directly or indirectly to each other and their role is defined in the sys-

tem’s structure. The structure of the system may be represented in a hierarchy or any other representation de-

pending on the system’s size and complexity. The definition of the components within the system’s structure 

depends on the abstraction level. Some systems are decomposed into subsystems that consist of further compo-

nents.  

 

Figure 2-2 System structure 

2.1.2.3 Boundaries  

The boundaries of the system encapsulate its components and separate them from the external entities (as shown 

in Figure 2-2). These boundaries can be physical or virtual according to the type of the system. For example, 

hardware systems have clear physical boundaries, while systems with software components have virtual bounda-

ries. It is important to define the boundaries of the systems to determine the scope of the system and the system’s 

interaction with the surroundings and other systems and to realise the inputs and outputs of the system. The sys-

tem interacts with other systems and its environment through interfaces that control the system’s interactions 

with the external world outside the system’s boundaries. 
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2.1.2.4 Specifications 

Systems are designed to fulfil specific user requirements by delivering services to their environment. The speci-

fications of the system define the service [16]. The system fails when its behaviour violates its specifications. 

Thus, every system must have specifications that determine its behaviour and shape its interactions with the sur-

roundings. In a correct system, components are working together to achieve its expected behaviour for which it 

was designed for. 

2.2 System of Systems  

New technological developments and growing human needs impose challenging requirements to the system 

developers. These requirements increase the system complexity and direct the developers’ interest towards hier-

archical systems whose components are complex systems themselves. Such a large complex system consisting of 

heterogeneous, large scaled and geographically distributed systems is a System of Systems (SoS).  

 

Figure 2-3 System of Systems (SoS) 

The SoS perspective was presented in 1991 [17] in order to reduce complexity and manage complex systems that 

were integrated to achieve emergent purposes. The main idea behind the SoS is to obtain higher capabilities and 

emergent services that would not be achievable by a monolithic system [18]. The SoS perspective is a way of 

structuring and conceptualizing complex systems by decomposing them through different viewpoints, abstrac-

tion levels and hierarchies to bounded and controllable models that help in design, implementation and analysis.  

2.2.1 Definition of SoS 

In the literature and previous studies on SoS there is no universal definition in the system engineering communi-

ty [18]. All definitions that were presented consider different aspects and properties of SoS according to the pur-

poses and the applications that the SoS are used for.  

In [18] several definitions of SoS are listed, each of them concerns different perspectives. The SoS is defined as 

an enterprise that joins the activities of monolithic systems with enterprise activities. Another definition is based 
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on viewing the SoS as an integration and interoperability of constituent systems that enhances the overall per-

formance. SoS can be viewed as synergism of diverse constituent systems.  

Maier [6] defined the SoS by distinguishing it from very large and complex but monolithic systems. He present-

ed five principles for characterizing the SoS: 

1. Operational Independence of Elements: The SoS consists of constituent systems that are able to operate 

independently when they are disassembled and detached from the SoS. The constituent systems are ex-

isting systems that deliver useful services even if they work independently of the SoS. 

2. Managerial Independence of Elements: The constituent systems keep operating independently even af-

ter joining the SoS. They perform their managerial operations on their own after joining the SoS.  

3. Evolutionary Development: The SoS always changes over time according to the added, removed and 

modified constituent systems. There are two inter-related dimensions of evolution: (1) the SoS evolu-

tion with new functions and purposes and (2) the constituent systems evolution with new technological 

developments. 

4. Emergent Behaviour: Emergent behaviour best distinguishes SoS from monolithic systems [19]. The 

combinations of the constituent systems result in emerging services that do not reside in any constituent 

system. 

5. Geographic Distribution: The constituent systems of an SoS are geographically distributed. They are 

connected to each other by communication networks that allow them to exchange information.  

Sahin defines SoS as ‘large-scale concurrent and distributed systems that are comprised of complex systems’ 

[18]. 

A combination of the above definitions can best describe the SoS and its constituent systems: Systems of Sys-

tems are large-scale concurrent emergent and evolutionary systems that are comprised of operationally and man-

agerially independent, geographically distributed complex systems that are networked together to achieve a 

common goal. 

2.2.2 Characteristics 

[20] lists five main characteristics of SoS derived from different SoS definitions: autonomy, belonging, connec-

tivity, diversity and emergence.  

2.2.2.1 Autonomy  

The autonomy combines two of Maier’s principles, namely operational independence and managerial independ-

ence. In the SoS context autonomy denotes ‘the ability to complete one’s own goal within limits and without the 

control of another entity’ [21]. In other words each entity can exercise independent actions or decision making 

[19].  

Autonomy is related to the constituent systems of the SoS which are utilised to fulfil the purpose of the SoS [22]. 

Each of the constituent systems is self-controlled and can take its own decision. However this autonomy must 
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not affect the linkage between the constituent systems of the SoS that is needed in order to achieve the overall 

goal. 

2.2.2.2 Belonging  

In monolithic systems, a component is chosen to be an integral part of the whole system. If the component is 

separated from the system, it will not be active or useful anymore. However, in SoS each constituent system is 

an autonomous system and can chose to belong to the SoS or not according to its goals and cost/benefit bases  

[22] to cooperate and connect to other constituent systems of the SoS to achieve common goals.  

In order to belong to a SoS, the constituent system must be able to extend its goals to the holistic goals of the 

whole SoS or of a network of constituents systems [17]. This implies that new connections and communication 

channels will be established.  

2.2.2.3 Connectivity  

The connectivity property is required to achieve interoperability between constituent systems. Connectivity can 

be defined according to [21] as the ‘capability to form connections as needed to benefit the entity’. Thus, the 

connectivity enhances the capabilities of the SoS [22] and provides a prerequisite for establishing the emergence 

of SoS services especially in the case of geographically distributed systems. Connectivity refers to the system 

ability to efficiently exchange information or materials between constituent systems to achieve a specific func-

tion.  

2.2.2.4 Diversity  

The SoS joins the capabilities of different constituent systems to accomplish the overall SoS goals. As described 

in [22], SoS diversity increases the overall capabilities that can be achieved by autonomy, committed belonging, 

and open connectivity. SoS are designed to fulfil the requirements that cannot be reached by one monolithic 

system in isolation. [20] indicates the importance of SoS diversity by stating that ‘a SoS should, out of necessity, 

be incredibly diverse in its capability as a system compared to rather limited functionality of a constituent sys-

tem, limited by design’. 

2.2.2.5 Emergence 

The purpose of constructing SoS is to provide emergent services that could not be achieved by one constituent 

system alone. The emergent services result from the cross interaction between the constituent systems that be-

long to the SoS and offer their services to each other. For example, in a military mission the air force system, 

surveillance systems, and communications systems work together in order to destroy the enemy’s tanks, thereby 

constructing a SoS with clearly defined goals. Another example of emergence [5] is the symphony produced by 

an orchestra. The symphony is produced due to the interaction between different instruments and music players, 

where none of the music players can produce the symphony in isolation. 

While integrating the capabilities of heterogeneous systems brings new desired services, it may also lead to un-

desired emergent behaviour because of the autonomy of constituent systems and their unexpected interactions. 

According to [17] the emergence of SoS cannot be foreseen through analysis because it comes from collabora-

tion and autonomy of constituent systems’. In [5] the author presents the preferred definition of emergence as 
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‘something unexpected in the collective behaviour of an entity within its environment, not attributed to any sub-

set of its parts, that is present (and observed) in a given view and not present (and observed) in any other view’. 

As emergent behaviour is unexpected, frameworks facilitating the emergence of desired behaviour and mecha-

nisms for the early detection of undesired emergent behaviour are required [22].  

Emergent behaviour can be classified into two categories according to its effect on the behaviour of the SoS: 

desired and undesired emergent behaviour. A desired emergent behaviour represents an opportunity to the sys-

tem and it is the purpose of building the SoS in the first place, where a monolithic system cannot fulfil the re-

quirements. Uncontrolled undesired emergent behaviour forms a risk for the SoS and should be avoided. 

Since the number of potential interactions increases significantly with the number of constituent systems, emer-

gent behaviour cannot be predicted in the current state-of-the-art. At present, the choice of the constituent sys-

tems for constructing the SoS typically depends on their capabilities, communication characteristics and their 

individual constraints, without considering the behaviour of these systems when they are working together. The 

problem with undesired emergent behaviour is its consequence on the environment, the SoS, and the constituent 

systems. For example, undesired behaviour of water controllers in a national water management SoS can be 

caused by unexpected high climate temperature. The result is improper pressure of the pumped water that may 

cause a damage of water pumps and disturbances of water supply for the inhabitants. Unexpected behaviour can 

prevent the SoS from offering its services, which can even imply the loss of lives in safety-critical systems such 

as military or emergency cases.  

2.2.3 Classification  

Based on the construction purpose and managerial aspects, SoS can be classified according to four categories: 

directed, acknowledged, collaborative and virtual SoS. 

 Directed: a directed SoS has specific purposes and is designed and built to achieve particular goals. In 

this case, the SoS is managed and owned by an announced owner (i.e. a controlling authority or a pri-

mary stakeholder) who identifies the purposes that he targets by forming the SoS. The operations of the 

SoS are centrally managed to fulfil the SoS objectives without affecting the individual properties of the 

constituent systems. An example of a directed SoS is a military system which is built to achieve a spe-

cific mission. Each of the involved constituent systems provides its functions and services to the SoS in 

order to achieve the planned mission. 

 Acknowledged: it is a type of SoS where the constituent systems have their independent ownership and 

their own goals and budgets while at the same time belonging to a SoS with a designated manager and 

declared objectives [23]. 

 Collaborative: the constituent systems voluntarily collaborate to achieve the agreed purposes without a 

coercive power from a central management organisation. All the involved systems benefit from joining 

the SoS which keeps improving and developing over time. An example of a collaborative SoS is the In-

ternet [6], where all the systems involved join the network and exchange information without central 

management. 
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 Virtual: a virtual SoS has no agreed common purpose and lack of central management. The constituent 

systems realise a benefit by developing a SoS and interact with each other within a complex network. 

An example of such a system is the national economy [6].  

2.2.4 Classification of Constituent Systems 

SoS can be constructed from different types of constituent systems, depending on the role that each constituent 

system plays and its contribution to the overall goals of the SoS. The constituent systems can be classified as 

human systems, technical systems and third party systems:  

 Human systems: they include all human activities and efforts used to manage, organise, control, and 

operate the operational activities of the SoS. 

 Technical systems: these are constituent systems that are fully owned and controlled by the SoS owners. 

 Third Party systems: constituent systems that offer services to the SoS according to the specifications. 

The third party systems are owned and controlled by different owners. 

As examples of constituent systems according to this classification, consider an emergency Command and Con-

trol Center (CCC) SoS. It contains technical constituent systems that are owned by the CCC, e.g. the internal 

communication network that is fully controlled by the CCC information department. The CCC uses external 

constituent systems to support the communication with its employees, e.g. Tetra and LTE. These constituent 

systems are third party systems that offer communication services which are controlled by the local owner of the 

network. The employees of the CCC are an example of the human constituent systems.  

This kind of classification is required for modelling SoS, where different diagrams are used to describe the be-

haviour of the constituent systems according to their types. It is also important to understand the different types 

of interfaces (e.g., communication buses) of these constituent systems to represent the interactions between 

them.  

2.3 Systems of Systems vs. Monolithic Systems  

While SoS consists of autonomous constituent systems, a traditional monolithic system is composed of interde-

pendent components. The literature compares monolithic systems and SoS from different perspectives. Table 1 

summaries the differences between SoS and monolithic systems based on fundamental system concepts such as 

boundaries, components, structure, stakeholders, management and purpose. 

It is difficult to define SoS boundaries due to the huge numbers of interaction points between the constituent 

systems and their environment. The environment of the SoS is the union of the environments of the constituent 

systems. The SoS consists of integrated constituent systems that are diverse and autonomous. The structure of 

the SoS includes a network of connections. In contrast, monolithic systems consist of interrelated components 

that do not provide meaningful services in isolation. An SoS typically has a large community of stakeholders due 

to the large number of involved constituent systems and in most cases the SoS has no designated manager. In 

monolithic systems there is one manager of the system and its stakeholders are committed directly to the system.  

Further characteristics to distinguish SoS from monolithic systems include autonomy, connectivity, belonging, 
diversity, and emergence as explained in section 2.2.2.  
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Table 2 summarizes this comparison [20]. 

Another differentiation between monolithic systems and SoS can be done by considering the system engineering 

view as discussed in section 3.2.1. 

Table 1 Fundamental system concepts in monolithic systems and SoS [24] [25] 

Fundamental System Concept Monolithic Systems System of Systems 

Boundary   Delineated by clear external 

boundaries 

 Can be open, closed, and dy-

namic. 

 Difficult to define the system 

boundaries  

 Diverse constituent systems 

interact with the environment  

Parts and Relationships Interdependent components com-

prise a unified whole.  

Autonomous and diverse constitu-

ent systems contribute to the over-

all objectives.  

Structure, Function, Process   Well-defined structure with 

clear component interactions 

 Designated functions and op-

erations 

 Product of multiple constituent 

systems 

 Network-centric 

 Overlapping levels of interac-

tions and connections.  

 Shared operations in addition 

to designated functions 

Stakeholder Involvement  Stakeholders committed to one 

system. 

 Stakeholders more diverse. 

 Cross-stakeholders who are 

involved in more than one con-

stituent system. 

 Dynamic involvement due to 

constituent systems dynamici-

ty.  

Governance  One project manager and funding. Depends on the type of the SoS 

whether it has a designated manag-

er or not. 

Mission Environment  A predefined and stable mission. Multiple missions.  
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Table 2 Differentiation between monolithic systems and SoS 

Element Monolithic System System of Systems 

Autonomy  The components are fully con-

trolled and owned by the system. 

Constituent systems are operation-

ally and managerially independent. 

Belonging The components belong to the 

system in their nature. 

Constituent systems chose to be-

long to a SoS according to their 

cost, benefits, and purposes. 

Connectivity  High connectivity between compo-

nents and low connectivity among 

major subsystems.  

Important to enhance SoS capabil-

ity with many communication 

possibilities between constituent 

systems. 

Diversity  Components are chosen according 

to their functionality and their con-

tribution to the system objectives.  

Heterogeneous constituent systems 

are geographically distributed with 

distinct capabilities. 

Emergence Foreseen and designed as appro-

priate. 

Can be facilitated but not always 

foreseen.  

 

2.4 Real-Time Systems 

In section 2.1 we defined a system as a set of interacting components that represent a whole. In this section we 

consider another perspective for viewing systems. Here we view the system as it receives inputs, processes these 

inputs and converts them to output [26] as illustrated in Figure 2-4. 

 

Figure 2-4 System with inputs and outputs 

Different timing models and control paradigms can be distinguished for inputs and outputs such as periodic, 

sporadic and aperiodic messages. 

Time-triggered activities are periodically initiated based on the progression of time at specific points in time with 

respect to a global time base. Event-triggered activities are initiated upon the occurrence of a significant event. 

Event-triggered activities can be sporadic in case a minimum inter-arrival time between subsequent events is 

known. Otherwise, event-triggered activities are aperiodic. 



A Modelling Framework for Systems-of-Systems with Real-Time and Reliability Requirements 
 
 

22 | P a g e  
 

For example, in a traffic management system, the command and control system receives regular information 

from traffic surveillance systems at a specific period. However, in case of accidents it is required that the com-

mand and control system establishes a rapid event-triggered reaction to an alarm.  

In real-time systems, the correctness of outputs depends on time. For example, consider the dynamic readings of 

radar systems at the airports, where the position of the aircraft depends on the time of the readings. The timely 

reaction of other systems, which depend on the position of aircraft, must also consider the changes of the posi-

tion during the processing of the readings. 

Nowadays, real time systems are invading our everyday life in numerous applications such as manufacturing, 

transportation, emergency systems, traffic systems, medical systems and many other applications where the sys-

tem’s services must meet temporal specifications and deadlines. 

2.4.1 Definition  

The German industry standard DIN 44 300 defines real-time operation as ‘the operating mode of computer sys-

tems in which the programs for the processing of data arriving from the outside are permanently ready, so that 

their results will be available within predetermined periods of time; the arrival times of the data can be randomly 

distributed or be already a priori determined depending on the different applications’ [27].  

In real-time systems correctness depends not only on the results of the logical computation of the processing 

operation, but also on the time at which these results are produced. Real-time systems satisfy timing constraints 

and requirements in processing their operations. 

A real-time system can be decomposed into a computational cluster and an environment (i.e. operator and con-

trolled object) as shown in Figure 2-5. 

The computational cluster reacts to stimuli that are initiated from its environment and received as inputs through 

the cluster interfaces within a specific time interval. It processes the inputs and produces the results within a 

response time constraint called deadline. The deadline is called firm when the output has no utility after passing 

the deadline, while it is called soft if the results have utility even if the system fails to meet the deadline. 

In distributed real-time systems the computational cluster consists of a set of nodes interacting with each other 

through a real-time communication network. 

 

Figure 2-5 Real-time system example 

In real-time systems there are three fundamental concepts [28]: 

 Time: from an engineering perspective, time is an independent variable that describes the continuum of 

real-time. In Newtonian based models, time is modelled as a directed timeline divided into an infinite set of 

instants. Time in the system is realised by physical clock, which partitions the time into micro granules of 
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the clock. The micro granules are the duration between two consecutive micro-ticks. They can be recorded 

by an observer that indicates the timestamp of an occurrence. 

 State: the state of the system is a data structure that contains the accumulation of the history of the system at 

a given instant, which is relevant to the future processing. 

 Event: an event is an occurrence that changes the system state at an instant.  

2.4.2 Classification  

2.4.2.1 Hard Real-Time System versus Soft Real-Time System 

Based on the characteristics of applications, real-time systems are classified into hard and soft-real-time systems. 

In hard real-time systems the failure in meeting the deadline can cause a catastrophe, while in soft real-time sys-

tems the occasional missing of deadlines is tolerable. This type of classification significantly affects the system 

design decisions including the provisioning of resources and the fault-tolerance mechanisms. If the system is a 

hard real-time system, the system must deliver correct results at the specified times even under all considered 

load and fault conditions, otherwise a catastrophe can happen. 

2.4.2.2 Fail-Safe versus Fail-Operational Systems 

A fail-safe system can reach a previously identified safe state in the case of a fault. For example, failure detec-

tion can be provided with an external device called a watch-dog. A watch-dog is an independent device that 

monitors the system operations to ensure high error-detection coverage. Once the watchdog detects a component 

failure, it will force the system to a safe state to avoid a catastrophe as a result of the failure. 

Systems which cannot identify a safe state are fail-operational systems. In the case of faults, the fail-operational 

system must be able to provide a minimal level of service to avoid a critical system failure. There are two levels 

of failures, component failures and system failures. A fault causes a component failure and the component fail-

ure may subsequently cause a system failure, if it is not detected and masked. The component failure can be 

masked by fault tolerance including redundancy of components.  

2.4.2.3 Event-Triggered versus Time-Triggered Systems 

Systems initiate a process in response to external or internal stimuli. Depending on the control signal that initi-

ates an activity in the system (also called a trigger [29]) one can distinguish event-triggered and time-triggered 

systems.  

In event-triggered systems the control signal is created by an event. It can be an internal event resulting from the 

system operation (e.g. termination of a computation), or an external event coming from the system environment 

(e.g. an input or a service request from a sensor).  

However, in time-triggered systems the trigger event is always a change in the state of the global time. The trig-

ger is generated at a particular point in time of a synchronized global time base [28]. Thus the main difference 

between time-triggered and event-triggered systems is the type of control. The event-triggered systems respond 

to actions occurring in the system environment as they occur, whereas time-triggered systems preserve their 

autonomous control and react to the environment according of their internal plans. 
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2.4.2.4 Asynchronous and Synchronous Systems 

The design and implementation process of asynchronous systems is more complex than in synchronous systems. 

In [30] the author listed five attributes of the system that must be bounded and known in fully synchronous sys-

tems, namely the processing speed, the message delivery delay, the local clock drift rate, the load patterns and 

the difference of local clocks. 

In fully asynchronous systems, the mentioned properties are unbounded or unknown. Furthermore it is impossi-

ble for distributed asynchronous systems to tolerate even a single crash failure when solving agreement problems 

[31]. This result is known as the FLP impossibility result. 

However, many existing applications are based on intermediate levels of synchrony where the synchrony condi-

tions are partially satisfied.  

2.4.3 Temporal Parameters 

Real-time systems execute a set of tasks to provide the required services in response to external or internal 

stimuli. These tasks are characterised by a set of temporal parameters such as:  

- Release time: It is the instant of time at which the task becomes eligible for execution [32].  

- Execution time: The execution time depends on the inputs, the interference with other tasks, and the 

properties of the available system resources (e.g. processor speed). The execution time is typically de-

fined as the amount of time required to complete the execution of a task when it executes alone and 

has all the resources it requires [32]. 

- Timing model of tasks: Based on the timing model, tasks are classified into periodic, sporadic, and 

aperiodic tasks. In the periodic task model tasks are executed at regular time intervals. A periodic task 

is a task that has a constant time interval between successive task requests [33]. In sporadic tasks the 

arrival time of the tasks is unknown but a minimum inter-arrival time between two successive tasks is 

known. The aperiodic task has an unknown arrival time with an undefined inter-arrival time between 

tasks. Most of the hard real-time applications are characterised by a periodic task model where the sys-

tem has a deterministic work load, in particular in digital control and real-time monitoring applica-

tions. 

- Period: The period is the exact time between two successive release times of a periodic task. 

 

Figure 2-6 Temporal parameters 

- Worst-case Execution Time (WCET) and Best Case Execution Time (BCET): The term WCET is de-

fined as the maximum latency required by the task between receiving a service request and delivering 

the required output. The BCET is the minimum latency required by the task between receiving a service 
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request and delivering the required output. The WCET and BCET depend on the tasks themselves, their 

inputs, the properties of the underling computational platform and the interference between tasks [34].  

2.4.4 Requirements of Real-Time Systems  

The design of real-time systems must satisfy specific requirements including functional requirements, temporal 

requirements and dependability requirements [33]. In this section we discuss the functional requirements and 

temporal requirements. The dependability requirements are discussed later in section 2.5 

2.4.4.1 Functional Requirements  

The functional requirements characterise the behaviour of the real-time system and the activities that the system 

performs. One can distinguish three main categories:  

- Data collection: In real-time systems, the state variables that are used to describe the current state of the 

system and are significant to a given purpose are called real-time entities. The real-time system must be 

able to observe the real-time entities with their changes and to collect these observations. It must be 

able to monitor these entities and detect abnormal behaviours. 

- Direct digital control: Many real-time systems are used in control applications where the system direct-

ly provides outputs to the controlled object. In this case the system must be able calculate the set values 

and to deliver the required output within specified deadlines to ensure the stability of control. 

- Man-machine interaction: Man-machine interfaces are used for applications where the system requires 

inputs from operators and provides output to operators. The real-time system must be able to display in-

formation about its state to its operators. Meanwhile it must be able to receive instructions from its op-

erators that may include human systems. 

2.4.4.2 Temporal Requirements  

There are two important temporal requirements coming from the nature of real-time systems: minimum latency 

jitter and latency boundaries. Depending on the real-time application and the rate at which the system environ-

ment changes, the stringency of these requirements is determined. 

It is always required that the delay jitter is a small fraction of the delay to avoid errors in the value of the ob-

served real-time entities. However, it is very important to the real-times system to be able to detect and/or mask 

errors within a minimal latency and with high probability especially in hard real-time systems. 

2.4.5 Examples of Real-Time Systems  

In this section we present two examples of real-time systems. The first example represents a typical real-time 

application consisting of a controlled object and a computer. The second example is a navigation system that is 

connected to other systems within a SoS.  

2.4.5.1 Monolithic System: Process Control  

In Figure 2-7, a fluid control system is shown. The purpose of the system is to control the flow of a fluid inside a 

pipe. The flow is controlled through the valve angel that is manipulated by a computer system. At the end of the 
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pipe a flow meter is mounted. The flow meter measures the actual flow rate and sends the flow readings to the 

computer system.  

The system is required to maintain the flow rate in the pipe at an optimum rate according to the user needs. The 

system variables are changing over time, e.g. the fluid flow rate.  

 

Figure 2-7 Fluid control system 

There are two types of information needed by the computer system to control the process:  

1. The angel of the valve is measured by an angel sensor mounted in the valve.  

2. The fluid flow rate is measured by the flow meter. 

The system is in a dynamic change; therefore the computer system must consider the following time delays with-

in the computational process:  

a) Computer system computation time of the required valve angle  

b) The time required to change the angle of the valve.  

c) Sensor delays in reading and delivering the required information 

d) Actuator delay 

2.4.5.2 SoS: Aircraft Navigation System 

An example of a complex and safety-critical SoS is an Air Traffic Management (ATM) system. The ATM sys-

tem consists of diverse constituent systems distributed over different geographical places (e.g. airports, airplanes, 

radars). The aircraft navigation system is one of the constituent systems, which is a real-time system that pro-

vides data about the aircraft such as velocity and position. The information is distributed over the ATM using 

communication networks based on Aeronautical Radio, Incorporated (ARINC) standards [35].  

In order to measure the velocity of the aircraft, the computational part of the system collects information from 

different sensors distributed over the aircraft: 
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1. x, y and z coordinates provided by accelerometers  

2. Roll, pitch and yaw angels measured by gyros as shown in Figure 2-8.  

3. Environment conditions that may affect the sensor readings, e.g. temperature 

Each of the sensors delivers its information at different sampling rates according to the sensitivity and the physi-

cal properties of the sensors. 

 

Figure 2-8 Measurements of aircraft navigation system 

The navigation system interacts with other controlling systems in the aircraft that require the velocity and posi-

tion information and meanwhile it displays the readings for the pilot. In parallel, the system interacts with other 

constituent systems at the ground in the traffic management control center to send them information about the 

position and status of the aircraft. Figure 2-9 illustrates the concept of the air-traffic navigation system.  

 
Figure 2-9 Aircraft navigation systems 
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2.5 Dependability 

Dependability is a measure of the ability of a system to operate properly during a specified mission given the 

starting conditions of the mission. The dependability concept includes three parts according to the dependability 

tree [36] in Figure 2-10. 

 

Figure 2-10 Dependability tree 

2.5.1 Threats  

The dependability threats are failures, errors and faults. A failure occurs when the system stops performing its 

intended function [37] resulting in the deviation of the behaviour from the specified services. An error is an unin-

tended state [33] which can lead to a system failure. A fault is the adjudged or hypothesised cause of an error 

[36]. Figure 2-11 illustrates the concept of the fault, error, and failure. 

 

Figure 2-11 Fault, error and failure concept 
 

According to [38] faults can be classified based on the phase of creation into development and operational faults. 

The origin of the occurrence allows to distinguish between faults that are inside or outside the system bounda-

ries. The cause of the fault is either natural or human-made and in the latter case deliberate and non-deliberate 

faults can be distinguished. The dimension of the fault can be a hardware or software fault and the persistence of 

the fault can be permanent or transient. Figure 2-12 shows this fault classification and the taxonomy. 
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Figure 2-12 Fault classification 

Failures are classified according to their domain, consequences, frequency and consistency [33] as show in Fig-

ure 2-13. From the point of view of the domain the failure represents incorrect values (i.e., value domain) or the 

results are delivered outside the intended time interval (i.e., temporal domain). 

Based on the effects caused by the failure occurrence, the failure is classified as benign or malign. Benign faults 

occur when the consequences caused by the system failure are of the same cost or magnitude as the benefits 

delivered by the correct system. Malign faults occur when the system failure may lead to a catastrophe and the 

harmful consequences are of higher cost and magnitude than the normal utility of the system.  

According to the frequency of occurrence within a given time interval, the failure is transient if it occurs only 

once and the system continues to operate after the failure. In case of a permanent failure the system stops deliv-

ering its service until the cause of the failure is removed. 

The last classification of the system failure is according to how the system users view the failure. In case of con-

sistency all system users perceive the same identical failing behaviour. An inconsistent failure occurs when the 

system users perceive different failing behaviours.  
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Figure 2-13 Failure classifications 

 

Attributes:  

Dependability is described by the attributes of availability, reliability, safety, security, integrity, and maintaina-

bility. According to a given application the importance of these attributes varies.  

Availability is a measure of the readiness of the system to provide its specified service given certain conditions 

at a stated time instant. It is measured as the fraction of the time the system is ready to perform its specified ser-

vice based on the over-all runtime of the system under operation.  

Reliability is related to the continuity of service and it is defined as the probability that the system functions 

properly and continuously in a defined time interval assuming that it was operational at time 0 (see section 

2.5.2). 

Safety is the ability of the system to avoid the occurrence of a catastrophic failure. Safety is reliability with re-

spect to critical failure modes.  

Security is a measure of the system confidentiality and the ability of preventing unauthorized access to the in-

formation. 

Integrity concerns the ability of the system to prevent improper modifications of the system services. 

Maintainability is related to the repairing time that the system needs after the occurrence of a system failure. It 

characterises the ability of the system to undergo repairs, modifications and evolution.  
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Means 

Four means of dependability are distinguished: fault prevention, fault tolerance, fault removal and fault forecast-

ing.  

Fault prevention is a part of the engineering process during the system design and development phase. It deals 

with the methods and techniques that are implemented to prevent the introduction of faults. It is also a part of the 

quality control process that is followed during manufacturing.  

The purpose of fault-tolerance techniques is to keep the system’s ability to provide its services within its specifi-

cations even in the presence of faults. It is achieved by  

- Error detection methods that indicate the existence of an error 

- Recovery techniques that recover the system‘s ability to deliver its services 

Fault removal is an iterative method. It starts with observation and verification activities where the system be-

haviour is checked against the system specifications. The next step is to launch a diagnosis process in case any 

violations of the specification are detected. The goal of the diagnosis process is to identify the fault that was 

introduced during the system implementation process. Then the process is followed by corrective actions to re-

move faults. Fault removal also takes place after the deployment of a system during maintenance activities. 

Fault forecasting encompasses system evaluation techniques regarding the fault occurrence and activation. The 

evaluation process is either qualitative by identifying and classifying the failures, or quantitative and based on 

the probabilistic evaluation of the dependability attributes. 

2.5.2 Reliability Definition 

System reliability is the probability that the system will provide its specified services within a defined time inter-

val given that the system was operational at time	ݐ. It is the ability of the system to remain functional [38]. The 

reliability of the system is defined as a function of time and denoted as	ܴሺݐሻ. Reliability at time ݐ with a constant 

failure rate ߣ is given by:  

Where ݐ is the time and ߣ is the failure rate.  

The failure rate is measured in Failures in Time (FIT) [33], where the inverse of the failure rate is called the 

Mean Time To Failure (ܨܶܶܯሻ :  

1 FIT is one failure in 10ଽ hours. 

The fault hypothesis is a statement about the assumptions made concerning the types and numbers of faults [39], 

the rate at which the components fail and how components may fail [40]. The fault hypothesis distinguishes 

between faults that will be tolerated and considered during the system design (covered faults) and those which 

are not tolerated and will lead to a system failure (uncovered faults) [41]. A precise hypothesis must be defined 

for the following reasons: 

 ܴሺݐሻ ൌ 	 ݁ିఒሺ௧ି௧బሻ (1) 

 
1
ߣ
ൌ  (2) ܨܶܶܯ	
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1. Design of fault-tolerance algorithms: the fault hypothesis states which fault-classes will be addressed 

during the system design. 

2. Assumption coverage: It is the probability that the assumptions made in the fault hypotheses with re-

gards to the fault-tolerant system hold in reality [42]. A precise hypothesis is required to predict the 

probability for the occurrence of uncovered failures. 

3. Validation: To validate a fault-tolerant implementation it is required to precisely specify which faults 

will be considered and tolerated by the concerned system and which faults are out of the scope of the 

fault tolerance. 

4. Certification: The certification of the fault-tolerant implementation needs a precise fault hypothesis for 

the safety arguments. 

Fault Containment Regions 

A Fault Containment Region (FCR) [39] is the set of subsystem that share one or more common resources and 

that may thus be affected by a single fault. Thus, it defines the boundaries of the immediate impact of a fault. 

The occurrence of correlated failures in multiple FCRs depends on the containment coverage. However, the in-

dependence of the FCRs may be affected by the sharing of physical resources (e.g. power supply) or by a com-

mon exposure to the same external effects such as electro-magnetic interference. 

Failure Modes  

Failure modes describe the types of failures in the FCR. Depending on the criticality and the type of the system 

there are different classifications of the failure modes. In SoS, information about the actual cause of a failure is 

not always available due to the large number of constituent systems involved, and the autonomy property of 

theses constituent systems. For this reason, we adopt in this thesis a classification that is independent from the 

actual cause or rate of failures [42]: 

- Fail-stop Failures: the FCR stops to provide the required service or output until it restarts again. It is as-

sumed that the other correct FCR detect or are informed about the occurrence of the fail-stop failure. 

- Crash Failures: In case of a crash failure the effected FCR does not provide any services or outputs. 

Thus the failure may remain undetected by other subsystems.  

- Omission Failures: is a communication failure where the sender subsystem fails to send a message or 

the receiver fails to receive a message, which causes the receiver not to respond to an input. The omis-

sion failure may remain undetected by correct subsystems.  

- Timing Failure: This failure is related to real-time specifications where the system fails to meet the real 

time specifications of the output.  

- Byzantine (Arbitrary) Failure: This is an unrestricted failure mode with no limitation of the behaviour, 

which can be inconsistently perceived by different correct receivers. 

- Babbling Idiot: the FCR fails to meet its temporal specification by sending untimely messages.  

- Slightly-off-Specification: This is a special type of byzantine failure. It can be a value failure where the 

subsystem provides undefined output values or a temporal type where the subsystem’s output timing is 
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out of the expected time interval. The temporal type can be caused by the inability to perfectly synchro-

nize the clocks between senders and receivers, thereby leading to an inconsistency in accepting a re-

ceived message. Some nodes classify the messages as timely, whereas another nodes detect a timing 

failure [42].  

- Masquerading: It is a failure of the identity of the sent or received message with an unauthorized identi-

ty change. 

Failure Rate Assumption  

Failure rate assumptions are one of the important parts that must be specified in the fault hypothesis. They are 

used for the validation of the fault-tolerance mechanisms and in reliability calculations. The assumptions are 

concerned with the failure rate of the FCR. They differ with respect to different failure modes and the failure 

persistence. 

Maximum Number of Failures  

This part of the fault hypothesis characterises the system’s ability to tolerate failures, and it is defined as the 

maximum number of FCR failures that must be tolerated by the system. It depends on the failure rate and the 

recovery interval of the FCR. 

Recovery Interval of an FCR  

The recovery interval is the maximum time interval needed by an FCR to recover and provide its intended ser-

vices after the occurrence of a failure. Its time calculations depend on the failure mode. 

2.5.3 Reliability Engineering for SoS 

Reliability is a Key Performance Factor (KPF) in building an SoS architecture and in the acquisition of its con-

stituent systems [43]. SoS are widely used in critical applications such as military, emergency response, airports 

and water management, where a system failure can cause a substantial damage and affect human lives. 

Modelling, analyzing and optimising system reliability properties in early design phases of the SoS architecting 

process avoids costly change efforts in later phases where the SoS architecture fails to meet its reliability re-

quirements. System reliability can be improved by fault avoidance including the enhancing of the quality of con-

stituent systems, reducing the system complexity and practicing a planned maintenance and repair schedule [45]. 

In addition, system reliability can be increased by fault tolerance such as active redundancy or fault recovery by 

the reassignment of failed services [45]. 

Reliability engineering is the discipline where methods and tools are developed to support the system design 

process in building reliable and maintainable systems by providing techniques for predicting, evaluating and 

demonstrating system reliability and maintainability [37]. Reliability requirements are considered as extra-

functional requirements that assure the system’s ability to perform the correct services with a high probability. 

The target value of system reliability is determined according to the system requirements. During the design 

process and architecture definition these reliability values are included as optimisation goals and system devel-

opment constraints. 
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Reliability analysis becomes more complex at the level of SoS where a malfunction in any of its constituent 

systems may lead to a SoS failure. We regard each constituent system of the SoS as a FCR, which is independent 

from other constituent systems with respect to the immediate impact of a fault. Thus, at design time, it is im-

portant to analyse the constituent-system reliability and the effect of these systems on the overall SoS reliability 

to build a Reliability Block Diagram (RBD) [37]. An RBD is an event diagram that provides developers with the 

information about reliability dependencies within the system. It can provide insight about constituent systems 

that affect the functionality of the SoS and it provides information about the effects of a constituent-system fail-

ure on the overall SoS. 

 

Figure 2-14 Procedure for defining SoS reliability diagram 

As shown in Figure 2-14, the operational analysis is the starting point for defining the RBD of the SoS. A SoS 

operational activity is a group of functions that work together for achieving a certain task of the SoS. It repre-

sents a high level of abstraction that could be conducted and understood by SoS customers for building the SoS 

operational scenarios that define the purpose of the SoS. The procedure for defining a SoS reliability diagram 

includes the following steps:  

- Definition of operational activities: The required SoS operational activities and their flow are defined as 

illustrated in section 4.4.  

- Definition of SoS functions: From the operational level we move to lower levels of abstraction by de-

scribing the required functions for the SoS for implementing each of the listed operational activities. 

These functions are mapped to the operational activities in order to establish the functional flow dia-

gram.  

- Definition of SoS RBD: Each function is associated with a constituent system that implements the func-

tion. By mapping functions to the constituent systems we refine the SoS reliability calculations from the 

SoS operations to the SoS constituent systems. Thereby, the SoS reliability diagram is created, which 

describes the constituent systems and their reliability dependencies according to the functional flow di-

agram and the functional dependencies. 
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2.5.4 SoS Dependability  

To perform the dependability analysis of the SoS, a certain level of abstraction must be defined to avoid over-

whelming by the complexity. The SoS is constructed out of constituent systems with different owners and sup-

pliers as well as multiple levels of control based on the SoS type.  

The fault hypothesis is defined at the SoS level that includes the constituent systems, where the relations and 

connections between the constituent systems define the fault containment regions. It is important to define the 

relation between the constituent systems and the SoS to define the fault-tolerance strategies. For example if the 

SoS owns the constituent systems then the SoS management has the authority to change the constituent system’s 

components to improve their quality, while in the case where the SoS only uses the services offered by the con-

stituent systems like a service from a surveillance systems, the fault-tolerance strategy of the SoS must consider 

redundancy at the level of constituent systems. 

2.6 Model-Based System Engineering  

Model Based System Engineering (MBSE) facilitates the system development by using a set of models that doc-

ument, formalise and organise the system development process. Models are used at different levels of the system 

development starting from the requirements phase down to the system verification and implementation. It is an 

effective and systematic method for sharing the system design, enhancing communication during development 

and establishing traceability of system changes. Models are also used in the system analysis process where the 

design space is analysed and verified against the system requirements.  

The International Council on Systems Engineering (INCOSE) [46] definition of MBSE is ‘the formalised appli-

cation of modelling to support system requirements, design, analysis, verification and validation activities begin-

ning in the conceptual design phase and continuing through development and later life cycle phases’.  

Traditionally, a document-based engineering approach [47] was used in the design and development process for 

large projects and systems. Although the document-based approach can be rigorous, it has some limitations on 

consistency and completeness because the design information is spread over several documents, which makes it 

difficult to control changes in requirements and to perform engineering analysis. 

In MBSE the system engineering activities are shifted from the documentation to the modelling environment. 

The system specifications and the design information are included in the models of the system which are created 

using a modelling tool. MBSE is considered as a modelling method which contains a set of activities and tech-

niques to construct a system using a model-based engineering process. Applying MBSE results in the following 

advantages [47]:  

- Enhancing communication: A common understanding of the system is shared across the system stake-

holders, which enhances the interaction between system developers and the customers.  

- Reduced development risks and improved quality: The connection of requirements to design elements 

facilitates efficient traceability, verification and validation. The development risks are reduced by veri-

fying the design of the system before the actual implementation.  
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- Increased productivity: The reusability of the system models reduces the time required to design new 

systems. MBSE reduces design errors and the time required for integration through rigorous connec-

tions between system requirements and design elements and by providing a testing environment with 

executable models.  

- Enhanced knowledge transfer: The system models provide detailed design specifications, development 

information, and permit the automatic generation of design documentation. 

2.6.1 Models of Systems 

Modelling is a fundamental technique to understand and simplify reality through abstraction [48]. A model is a 

representation of one or more concepts that may be realised in the physical world [47]. It can be represented in 

various forms that include mathematical, graphical, and logical representations. The required documents can be 

generated from the models of the system whenever needed. MBSE links and integrates different system model-

ling activities. For example, models of operational activities can be linked to the system’s requirements models 

and the system’s functional models can be linked to the models of the system’s operational activities (see Figure 

2-15). 

 

Figure 2-15 System model example 

2.6.2 Principles of modelling 

In order to build successful models, the following principles must be considered [49]:  

- Choice of model diagrams: what diagrams are chosen has a great influence on solving the problem. A 

wrong diagram choice will be misleading and disperse the focus of the relevant issues that the develop-

ers need to address.  

- Level of abstraction: The decision of the level of abstraction is based on the purpose of the model. For 

example, if the purpose of the model is to create an executable specification that supports simulation 

then the model must be created with a low level of abstraction such as behaviour diagrams. If the model 
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is used to describe the system’s operation to discuss it with customers, then the model is constructed at 

a high level of abstraction without technical details.  

- Connection to reality: The behaviour described in models must be connected to the real world. Building 

a model with ideal conditions will be misleading and not sufficient. It is also necessary to point out at 

which points the model is deflected from reality. For example, including or neglecting the environment 

effects in the model affects the results of the analysis process.  

- Multiple independent models: one view cannot illustrate all the perspectives of the model. Also it is 

needed to show different views that can be separately built with relation to each other to show different 

details of the model. 

2.6.3 Modelling Viewpoints  

The models of the system are constructed based on the purpose of the modelling and the required viewpoints. 

The model viewpoint is determined by the stakeholder concerns of the system of interest. It defines how to view 

the system and which properties and system aspects the model should express. ‘A viewpoint specifies a reusable 

set of criteria for the construction, selection, and presentation of a portion of the information about a system, 

addressing particular stakeholder concerns’ [50]. 

Based on the required model viewpoints, the modelling language and the tools are selected. For example, build-

ing a model for real-time analysis cannot be used for thermal analysis without introducing the model elements 

for thermal analysis. It is always needed to define the required viewpoints before constructing the model.  

In SoS there are numerous required viewpoints due to the large variety of the SoS stakeholders. It is important to 

map the different viewpoints to each other to ensure that all stakeholders have a common understanding, and to 

provide traceability between model elements to avoid problems when changing any part of the model. 
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3 State of the Art: System of Systems Engineering Practices 
In the development of monolithic systems, a system engineering process is used to facilitate the development and 

implementation of the system. It starts with the requirements elicitation of the customer needs and ends with the 

final validation of the delivered system. However, in SoS the system engineering process has to address the spe-

cific characteristics of SoS such as emergence and dynamicity.  

Modelling plays a key role in the development of SoS to support the analysis of the SoS requirements, for de-

signing the architecture of the SoS, verifying and validating the architecture and as the foundation for the realisa-

tion of the constituent systems. Modelling frameworks were developed to organise the SoS models and to de-

scribe the models using different viewpoints.  

This chapter presents related work. It starts by explaining the system engineering process followed by illustrating 

the specific aspects of the SoS engineering in section 3.1 and discussing the SoS engineering activities in section 

3.2.  

In section 3.3 different modelling frameworks are described and the capabilities of these frameworks to support 

the SoS engineering process are summarized. The section is followed by a discussion of a variety of modelling 

languages that are used in systems and SoS modelling in section 3.4.  

Finally the research gap analysis and the discussion of the state of the art are contained in section 3.5. 

3.1 SoS Engineering 

3.1.1 System Engineering  

System engineering is a process concerned with the delivery of successful systems through planning and devel-

opment activities to fulfil the customer needs. The INCOSE defines system engineering as ‘an interdisciplinary 

approach and means to enable the realisation of successful systems. It focuses on defining customer needs and 

required functionality early in the development cycle, documenting requirements, then proceeding with design 

synthesis and system validation while considering the complete problem: operations, cost and schedule, perfor-

mance training and support, test, manufacturing, and disposal’ [51].  

System engineering aims to satisfy the customer requirements by considering the system as a whole and defining 

the relation between the components and the overall system using different means such as discovering, learning, 

and diagnosing of the real-world [51]. It includes different kinds of systems including hardware, software, and 

humans [52].  

3.1.2 SoS Engineering Definition  

SoS deal with the integration of constituent systems into large scale complex systems. The process of SoS devel-

opment needs to analyse the integration of different constituent-system capabilities to achieve the desired emer-

gent services. The traditional system engineering processes do not fit to the characteristics of SoS. 

Each of the constituent systems is autonomous and interacts with the others by exchanging information. The 

communication between these constituent systems is the backbone of the SoS, without it the SoS concept cannot 

be achieved. Thus, the networks between the constituent systems should meet specific design aspects (e.g. relia-
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bility, connectivity, timing) to achieve the purpose of the SoS. In addition, the SoS engineering process must also 

consider:  

- SoS dynamicity over the life cycle: Constituent systems can leave the SoS and new constituent sys-

tems may join.  

- SoS evolution: Many SoS exhibit continuous evolution over time. The SoS may change due to new en-

vironmental conditions and the diversity of the SoS stakeholders. Thereby also the SoS design specifi-

cations change over time. The constituent systems themselves evolve at different rates to match the rap-

id changes of technologies and to meet their local customer requirements. The engineering activities 

must be able to ensure interoperability of constituent systems over the SoS life cycle and provide the 

flexibility to adapt the SoS structure. 

- Emergent services: The SoS engineering must facilitate the desired emergent services of the SoS and 

avoid undesired emergent effects. The engineering process has to set up a clear plan and strategies to 

overcome the effects resulting from the occurrence of undesired emergent behaviour. 

The SoS engineering process was developed to provide means and methodologies for the SoS development un-

der these constraints. The National Centre for Systems of Systems Engineering defines SoS engineering as ‘the 

design, deployment, operation, and transformation of meta-systems that must function as an integrated complex 

system to produce desirable results. These meta-systems are themselves comprised of multiple autonomous em-

bedded complex systems that can be diverse in technology, context, operation, geography, and conceptual frame’ 

[53].  

3.2 Activities in SoS Engineering 

The SoS engineering includes multiple activities that help in defining the development process of the SoS. These 

activities are organised into seven core elements [24]:  

1. Translating SoS capabilities objectives into high level SoS requirements: The realisation of the SoS is 

initiated by the SoS stakeholder’s demand for SoS capabilities that are satisfied by the integration of 

multiple constituent-system capabilities. The SoS engineering team must understand the SoS stakehold-

er’s needs and expectations of the SoS capability and translate them into a set of technical requirements. 

It is a continuous process that starts at the beginning of the SoS development and continues during the 

entire SoS life cycle to identify the requirements changes upon SoS evolution. The requirements identi-

fication is followed by the operational activities analysis, where operations are established using a set of 

operational flow scenarios to satisfy the SoS requirements. 

2. Understanding the constituent systems and their relationships: The constituent systems are the core of 

the SoS. These systems must be understood and identified by the SoS engineering team by recognising: 

- Constituent-system types and capabilities.  

- Constituent-system contributions to the SoS capability. 

- The relationships and interdependencies between the constituent systems. 

- Constituent-system environments and stakeholders. 
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3. Assessing the extent to which the actual SoS performance meets the capability objectives: The SoS en-

gineering team must establish SoS performance metrics [54]. 

4. Developing, evolving, and maintaining an architecture for the SoS: The SoS architecture is a represen-

tation of the interactions and interdependencies between the constituent systems of the SoS. The archi-

tecture must describe how the concept of operations is realised by the interactions between constituent 

systems. It represents a technical framework for addressing the SoS requirements and supporting the 

SoS evolution.  

5. Monitoring and assessing potential impacts of changes on the SoS performance: this activity is related 

to the SoS dynamicity and evolution where the SoS is maintained under dynamic changes in its struc-

ture and environment. Due to the autonomy of the constituent systems their changes and evolution are 

not controlled by the SoS management. The constituent systems must be monitored and evaluated by 

the SoS engineering to analyse their impact on the SoS performance and also to assess opportunities for 

integrating new constituent systems into the SoS.  

6. Addressing SoS requirements and options for solutions: The SoS development process is affected by 

SoS requirements and constituent-system requirements. The SoS engineering team must collect and an-

alyse these requirements during the SoS life cycle by reviewing, evaluating, prioritising, and determin-

ing the strategies and plans for satisfying these requirements. 

7. Orchestrating upgrades to SoS: This activity is related to the actual implementation of the SoS, where 

the SoS engineering team needs to coordinate different parties that are involved in the SoS development 

decisions such as SoS owners and sponsors, SoS managers, constituent-system owners and managers, 

and constituent-system engineers to conduct the implementation activities and to perform the constitu-

ent-system integration. 

Figure 3-1 shows the relationships between the SoS engineering core elements. The activities are grouped into 

four categories:  

- New SoS role: the purpose of this activity is to conduct a new SoS development activities or SoS evolu-

tion.  

- Persistent SoS modelling framework: a modelling framework is required to facilitate the development 

of the SoS architecture. In this activity the developers define or select the SoS architecture framework 

that will include the SoS models at different development levels (e.g. operational, functional, behav-

ioural). 

- SoS upgrade process: The SoS life cycle typically extends over years. During this period the SoS 

evolves to consider new requirements and technical changes of the constituent systems. This activity 

addresses the SoS changes and dynamicity.  

- External influences: the core of this activity is to analyse the effect of the external environment on the 

SoS development and evolution. 
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Figure 3-1 SoS engineering core elements [23] 

The SoS life cycle is characterised by a continuous process over time. The SoS engineering activities overlap 

with each other while the constituent systems are under dynamic change and development. Figure 3-2 illustrates 

the SoS development process with the corresponding constituent-system engineering in a Vee representation.  

 

Figure 3-2 SoS engineering activities and constituent-system engineering 

3.2.1 System of Systems Engineering vs. System Engineering  

The scope of systems engineering is different than the one of SoS engineering. System engineering starts with 

well-defined requirements and finishes with a system with expected behaviour, a defined management authority, 

known outputs and inputs. In contrast, SoS have emergent behaviour and typically no centralised management 

authority. At the same time the SoS environment can change according to the evolution of the SoS and its con-

stituent systems which leads to variable requirements. However, the SoS engineering process may include some 

of the procedures and steps adopted from system engineering. 
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In Table 3 Norman and Michael [55] differentiate between Traditional System Engineering (TSE) and SoS engi-

neering in their work at the Air and Space Operation Center (ASOC). They differentiate the system properties 

when applying either TSE or SoS engineering.  

The products of TSE are monolithic systems that have defined boundaries and are realised to exactly meet their 

pre-defined specifications. SoS engineering products are large-scale systems. SoS engineering considers the 

dynamic evolution of the SoS specification and capabilities and establishes a continuous development process. 

Another comparison done by [56] is presented in Table 4 This comparison is based on the main drivers of system 

engineering and SoS engineering. The system engineering focuses on a single system that solves a defined prob-

lem and has a fixed structure. In system engineering the system structure is considered as hierarchical, while in 

SoS engineering it is viewed as a network of constituent systems. 

Table 3 Differences of enterprises and products in TSE and SoS  

Traditional System Engineering System of System Engineering 

Products are reproducible. No two enterprises are alike. 

Products are realised to meet pre-conceived specifica-

tions. 

Enterprises continually evolve and increase their own 

complexity.  

Products have well-defined boundaries. Enterprises have ambiguous boundaries. 

Unwanted possibilities are removed during the realisa-

tion of products. 

New possibilities are constantly assessed for utility 

and feasibility in the evolution of an enterprise. 

External agents integrate products. Enterprises are self-integrating and re-integrating. 

Development always ends for each instance of the 

product realisation.  

Enterprise development never ends and enterprises 

evolve.  

Product development ends when unwanted possibili-

ties are removed and sources of internal friction (e.g. 

differing interpretation of the same inputs) are re-

moved. 

Enterprise depends on both SoS external cooperation 

and internal coordination between the constituent 

systems to stimulate their evolution. 
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Table 4 Analysis of main drivers in system engineering and SoS engineering [56]  

  System Engineering  System of Systems Engineering 

Focus Single system Integration of constituent systems  

Problems Defined Emergent 

Boundaries Static  Dynamic 

Structure Hierarchical Network  

Goals  Unitary Pluralistic  

Approach  Process Methodology  

Timeframe System life cycle Continuous  

Centric  Platform  Network  

3.3 Modelling Frameworks 

The ISO/IEC 42010 defines the architecture as the ‘fundamental organisation of a system embodied in its com-

ponents, their relationships to each other and the environment, and the principles guiding its design and evolu-

tion’ [57]. In SoS the architecture represents a description of the constituent systems and their interaction. The 

architecture is used for multiple purposes:  

1. To ensure the same understanding of the SoS concepts between the SoS stakeholders. 

2. Facilitate communication between the developers and the owners of the SoS.  

3. Documentation of the SoS development process.  

4. Architecture analysis (e.g., simulation, model checking) for validation and verification. 

According to the purposes of the architecting process the abstraction level of the models is determined. For ex-

ample, using the architecture for simulation requires a behavioural model of the constituent systems. Applying a 

static optimisation with respect to the costs of the system architecture requires the modelling of the constituent-

system attributes and properties.  

Architecture frameworks are defined in ISO/IEC 42010 [57] as follows: ‘An architecture framework establishes 

a common practice for creating, interpreting, analysing and using architecture descriptions within a particular 

domain of application or stakeholder community’. The architecture framework is a standard approach for de-

scribing the system architecture and its contents. The goals for the architecture framework are as follows [58]:  

- codify best practices for architecture description by connecting various parts of the architecture model 

under one framework.  

- deliver the required architecture information in an appropriate format to the customers. 
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- facilitate comparative evaluation of architectures and their properties. 

- improve productivity of developers by expressing the designed elements in a standardized language. 

- improve interoperability of systems by following a standard way of describing elements. 

An architecture framework is used to identify the system stakeholders and their concerns in the systems such as 

cost, reliability and functionality. The architecture framework consists of architecture viewpoints and views. 

Architecture views contain architecture models that express the architecture of the system of interest from the 

perspective of a set of system stakeholders with specific concerns. The architecture viewpoint is a set of conven-

tions for constructing, interpreting, using and analysing one type of architecture view [57]. It includes modelling 

methods, concepts and techniques for building the view. For example, the SoS customer is concerned with the 

operational scenarios of the SoS and its high level behaviour. The customer is not interested in the technical 

details of the constituent systems. Therefore, the operational view describes the operational behaviour and de-

picts the SoS based on the customer concerns, while the system view describes the constituent-system interac-

tions and expresses the SoS based on developer concerns. The design rules of an architecture framework enforce 

relations between architecture view elements or between the architecture views.  

Figure 3-3 describes the relation between the architecture framework and the stakeholders. The architecture 

framework addresses the concerns of the stakeholders and the architecture viewpoint frames these concerns. 

 

Figure 3-3 Architecture frameworke concept 

 

In the last decades, several architecture frameworks emerged in different sectors. In this thesis we consider the 

most important SoS architecture frameworks: U.S Department of Defence Architecture Framework (DoDAF), 

the Ministry of Defence Architecture Framework (MODAF), the NATO Architecture Framework (NAF), and 

The Open Group Architecture Framework (TOGAF). 

3.3.1 DoDAF  

The US Department of Defence Architecture Framework [59] was originally developed to support Command, 

Control, Communication, Computing, Intelligence, Surveillance, and Reconnaissance (C4ISR) systems [58] and 

to improve their interoperability. Nowadays the framework supports various domains of complex systems and 

SoS. 

DoDAF depicts the system architecture from different perspectives organised in architecture views as shown in 

Figure 3-4. It serves as a catalogue of viewpoints, which express the system architecture using a set of diagrams 

at different levels of abstraction. In addition, DoDAF serves as a guide for the development of integrated archi-

tectures. The overall viewpoint (called ‘all viewpoint’) provides general information about the SoS and the mod-
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els. The capability viewpoint shows the constituent-system capabilities and their relations. Based on these capa-

bilities and interactions, the data and information viewpoint depicts the information exchange between the con-

stituent systems. The operational viewpoint expresses the SoS with respect to the customer concerns as opera-

tional scenarios. Project viewpoints are the management views of the SoS. All standards that are required during 

the SoS design process are documented in the standards viewpoint. The services viewpoints depict the services 

offered by the SoS or between the constituent systems. Finally the system viewpoint presents the architecture of 

the SoS with the interactions and connections between the constituent systems.  

DoDAF defines and conceptualizes in its meta-model the architecture elements that are used in the architecture 

descriptions. The meta-model also identifies the dependencies and connections between these elements and the 

mapping between different architecture views. 

 

Figure 3-4 DoDAF viewpoints [59]   

All Viewpoint (AV): The AV contains text information about the model. It expresses the model information in 

two views: The overview and summary information view (AV-1) defines the scope of the architecture, while the 

integrated dictionary view (AV-2) includes an integrated dictionary with architecture metadata and references.  

Capability Viewpoint (CV): A capability is a required ability to perform a set of activities under defined condi-

tions to achieve desired effects. The CV addresses the capability taxonomy and capability evolution of constitu-

ent systems and SoS architectures. The CV introduces a high-level description of the emerging capabilities of a 

SoS architecture in the vision view (CV-1). The same view presents the scope, the long term strategic planning, 

and the evolution of the SoS capability. The constituent-system capabilities are organised in a hierarchical repre-

sentation that shows their relations and taxonomy. The ‘capability taxonomy view’ (CV-2) maps these capabili-

ties to their constituent systems and to the overall SoS capabilities. 

The SoS development process extends over time and is part of a continuous development. The SoS capabilities 

change over the time with the development and engagement of new constituent systems. The ‘capability phas-

ing’ view (CV-3) provides a detailed plan for the capability achievements over time, including capability re-

quirements and specifications.  
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The capability of the SoS emerges from the integration and interoperation of the constituent systems and their 

capabilities. When a constituent system joins the SoS, it establishes relations and dependencies between its capa-

bilities and the capabilities of other constituent systems. The ‘capability dependencies‘ view (CV-4) enables the 

SoS developers to model the dependencies between the constituent-system capabilities, as well as between the 

SoS capability and the constituent-system capabilities.  

The capabilities in SoS are mapped to three elements of the SoS architecture:  

- Performers are the constituent systems that provide the capabilities  

- Operational activities are defined as sets of tasks that transform inputs to outputs based on the 

state and the progression of time  

- Constituent-system services are contributed by the constituent systems to the SoS  

The ‘capability to organisational development mapping’ view (CV-5) models the mapping between the capabili-

ties and their performers, while the operational activities are mapped to the required capabilities that enable the 

SoS to perform these activities in the ‘capability to operational activities’ view (CV-6). Finally the capabilities 

are mapped in the ‘capability to service mapping’ view (CV-7) to the constituent-system services that are ena-

bled by these capabilities.  

Data and Information Viewpoint (DIV): the design specifications must identify the required data and infor-

mation that enable the constituent systems to contribute their services to the SoS. The data and information 

viewpoint describes the information requirements and rules that are used as constraints in the organisations and 

business activities that are involved in the SoS. In the ‘conceptual data model’ view (DIV-1) high-level data and 

information concepts and their relations are represented. This view answers the questions about what data is 

available, what data and information is needed for different SoS stakeholders, and what are the dependencies 

between different types of information. 

The data requirements and structural business process rules are introduced in the ‘logical data model view’ 

(DIV-2). This view maps the conceptual data level to the physical level. The detailed formats and structures of 

the exchanged data and information and their specifications are modelled in the ‘physical data model’ (DIV3) 

view.  

Operational Viewpoint (OV): this viewpoint presents a detailed description of the SoS operations and shows 

how the system operations are carried out. Figure 3-5 shows an example of one of the operational views, namely 

the ‘high level operational concepts’ view (OV-1) for an emergency response SoS [7]. 
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Figure 3-5 DoDAF operational view of emergency response SoS 

As shown in the figure, OV-1 is a graphical representation of the SoS operations. It provides a high-level de-

scription of the SoS services and functionality. The figure illustrates the different performers and organisations 

involved in the SoS such as police stations, fire brigades, and their interactions at a high level of abstraction. It 

also provides an overview of the emergency response operations.  

In the ‘operational resource flow description’ view (OV-2) the flow of the resources (e.g. information, funding, 

and materials) between the performers of operational activities is depicted. The view describes the collaboration 

needs between these performers. These actual interactions between the performers of operational activities are 

presented in a matrix representation in the ‘operational resource flow matrix’ view (OV-3).  

The structure of the SoS, the organisations involved in the SoS and their relationships are modelled from a man-

agement perspective in the ‘organisational relationships chart’ view (OV-4). 

The operation activities views OV-5 and OV-6 are the most important views for understanding the SoS opera-

tions, which are implemented by constituent systems and their interactions. OV-5 and OV-6 are composed of the 

following three views:      

- ‘Operational activity decomposition tree’ view (OV-5a): This view provides a hierarchical organisation 

of the operational activities and capabilities.     

- ‘Operational activity model’ view (OV-5b): This view models the scenarios of operational activities 

and illustrates the interactions between these activities, the information flow, inputs and outputs.  

- ‘Operational rules model’ view (OV-6a): This view is another description of the operational activities. 

It contains the business rules that constrain the operations. 

Figure 3-6 depicts an example of the OV-5b view for the emergency response SoS. It is a representation of a 

house fire scenario from an operational perspective. The diagram shows the flow of operational activities and the 

interaction of these activities. It also maps the operational activities to their performers. In this example, the op-

erational activities flow starts with the notification of a fire initiated by an external person. The command and 

control center collects the available information about the emergency case, and based on the collected infor-

mation it decides whether it is an emergency case or not. In case of an emergency case, the command and control 
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center starts to analyse the situation to define the first response actions. This activity is followed by issuing a 

Common Relevant Operation Picture (CROP) report that contains details about the emergency case and the re-

quired response actions. The CROP is distributed to the police and fire headquarters to perform the required 

actions and update the CROP report. 

The operational scenarios are important in the SoS development process, where these scenarios are modelled at 

the level of the customer domain and discussed with the customer to ensure the fulfilment of the customer re-

quirements before shifting to the technical domain. 

 

Figure 3-6 Operational activity model of a house fire scenario 
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The OV-6 views address the operational activities in two detailed views that describe the behaviour of the opera-

tional activities. These views are:  

- ‘Operational rules model’ view (OV-6a): the OV-6a identifies the business rules that constrain the op-

erational activity. 

- ‘Operational state transition description’ view (OV-6b): The view shows the operational activities in re-

sponse to events. 

- ‘Operational event trace description’ view (OV-6c): This view depicts the sequence of events that oc-

cur during the implementation of the operational activity.  

Project Viewpoint: This viewpoint is the management perspective of the SoS. The SoS development and evolu-

tion are considered as a project and the view describes how the project contributes to the delivery of the SoS 

architecture capabilities. It considers the organisations involved in the SoS development. The ‘project portfolio 

relationships’ view (PV-1) identifies these organisations and their contribution to the project. PV-1 contains the 

organisational structures needed to manage the project portfolio. 

The project planning and the time line are introduced in the ‘project time-lines’ view (PV-2). The view contains 

the planned milestones and the activities of the SoS development and the evolution process over time.  

The last project view is the ‘projects to capability mapping’ view (PV-3). This view addresses the relationship 

between the project and the SoS capabilities. It shows how the considered project helps in achieving the required 

emerging capability of the SoS.  

Services Viewpoint: The SoS delivers services to the environment and other systems according to the specifica-

tions. It also uses the services provided by its constituent systems. The Services Viewpoint (SvcV) models the 

services offered by the SoS and the constituent systems as well as their relations. The first view is the ‘services 

context description’ view (SvcV-1). The emerging services of the SoS depend on the integration of the constitu-

ent-system services and their interactions. The ‘services resource flow description’ view (SvcV-2) depicts the 

resource flow and the dependencies between the services and illustrates the required data exchange to enable the 

constituent systems and the SoS to provide their services.  

The SoS services are dependent on the constituent systems. In the ‘system services matrix’ view (SvcV-3a) the-

ses dependencies and the relationships between the constituent systems and the services are explained. In the 

‘services-service matrix’ view (SvcV-3b) the dependencies and the relationships are shown in a matrix represen-

tation. 

The services are enabled by the functions of the constituent systems. The ‘services functionality description’ 

view (SvcV-4) maps the constituent-system functions to the enabled services, while in the ‘operational activity 

to service traceability matrix’ view (SvcV-5) the services are mapped to the operational activities. 

Another concern of the services is the relationship between the services and the resource flow, and how these 

resources are exchanged to provide the requested services. The ‘services resource flow matrix’ view (Svc-6) 

provides a detailed representation of the resource flow between the services based on the SvcV-2 contents.  

Measurements of the SoS services are performed in order to evaluate the SoS performance. The methods and the 

metrics for the SoS-service evaluation are denoted by the ‘services measure matrix’ view (SvcV-7).  
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In the services viewpoint there are two views that model the evolution of the SoS services. The first view is the 

‘services evolution description’ view (SvcV-8). It depicts the evolution of services in the SoS over the SoS 

lifecycle. The second view is the ‘services technology & skills forecast’ view (SvcV-9). This view is a time-

framed plan for the expected technologies and services that will be available and considered in the future. 

The last three views of the services viewpoint describe the service functionality:  

- ‘Services rules model’ view (SvcV-10a): This view contains the constraints imposed by the system de-

sign or the implementation on the system functionality, thus affecting the offered services.  

- ‘Services state transition’ view (SvcV-10b): This view depicts the service response to events.  

- ‘Services event-trace description’ view (SvcV-10c): the view defines the service refinements of critical 

sequences of events that were previously defined in the operational viewpoint.  

Standards Viewpoint: This viewpoint captures the standards and rules that are used to organise the representa-

tion of the architecture and the documentation. It is separated into two views: The first view is called ‘standards 

profile view’ (StdV-1) and lists all used standards that are applied on the architecture. The second view is the 

‘standard forecast’ view (StdV-2) containing the emerging standards and their impact on the architecture ele-

ments.  

Systems Viewpoint: The systems viewpoint is the main viewpoint for describing the SoS architecture. It illus-

trates the constituent systems and their connections, interactions, functions, behaviour and relation to the SoS.  

Figure 3-7 shows an example of the systems viewpoint, namely the ‘systems interface description’ (SV-1) for the 

emergency response SoS. As shown in the figure, the view identifies the constituent systems, their interactions, 

and their interfaces. The connections between the constituent systems represent the resource flow and the de-

pendencies between the constituent systems. This view represents the basis for the SoS simulation as it contains 

the SoS architecture. 
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Figure 3-7 System view (SV-1) for the emergency response SoS 

In the previous viewpoints, the resource flow was modelled between the operational activities, between the ser-

vices or between the functions. The resource flow between the constituent systems is also required in the SoS 

design to define the dependencies between the constituent systems, the required interfaces, and the rules for the 

resource exchange. The ‘systems resource flow description view (SV-2) defines the resource flow and the data 

connections between constituent systems and the ‘systems resource flow matrix’ (SV-6) presents detailed infor-

mation about the resource flow between the constituent systems using a matrix representation. The relationships 

between the constituent systems are also presented in details in a matrix representation using the ‘systems-

systems matrix’ view (SV-3).  

The functions of the constituent systems implement the SoS operational activities. The functionality of the con-

stituent systems and the relationship between the functions and operational activities are organised in the SV-4 

and the SV-5a views. As illustrated in Figure 3-8, the ‘systems functionality description’ view (SV-4) identifies 

the SoS and the constituent-system functions as well as the functional flow. The ‘operational activity to systems 

function traceability matrix’ view (SV-5a) maps the operational activities to the functions that implement these 

activities. 
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Figure 3-8 System functionality view of the emergency response SoS 

The constituent systems are also mapped to the SoS operational activities and to their capabilities. The ‘opera-

tional activity to systems traceability matrix’ view (SV-5b) allows the modeller to perform the mapping and to 

show the result in a matrix representation.  

The SoS engineers keep evaluating the contributions of the constituent systems to the overall SoS capabilities 

and operations in order to identify possible service evolutions and SoS capability development. The first step 

towards the evaluation process is to define the metrics for the constituent-system performance. The ‘system 

measure matrix view’ (SV-7) contains time-framed metrics for the constituent systems, while the constituent-

system evolutions and the dynamicity of the SoS are depicted in the ‘systems evolution description’ view (SV-

8). The SoS also has plans for future developments and strategic plans for the adaptability to new technologies. 

These plans are presented in the ‘system technology and skills forecast’ view (SV-9), which contains plans for 

the incorporation of technologies and developments that are expected to be available in the future.  

The last three views are important for modelling the constituent-system behaviour. In combination with the SoS 

architecture (SV-1), the modeller is able to simulate and analyse the SoS. These three views are: 

- ‘Systems rules model’ view (SV-10a): list the constraints of the constituent-system functionality  

- ‘Systems state transition description’ view (SV-10b): a state diagram representation of the constituent-

system behaviour 

- ‘Systems event-trace description’ view (SV-10c): depicts the system refinements for critical sequences 

of events that were previously defined in the operational activity viewpoint. 
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3.3.2 MODAF  

The Ministry of Defence Architecture Framework (MODAF) [60] was developed for the United Kingdom Min-

istry of Defence based on version 1 of the DoDAF framework. The MODAF framework added a few modifica-

tions to DoDAF and most of these modifications were included in the last version of DoDAF. The differences 

are based on the terminology and some architecture viewpoints were added. 

 

Figure 3-9 MODAF architecture viewpoints 

Figure 3-9 displays the MODAF architecture viewpoints. The main differences between DoDAF and MODAF 

are as follows: 

1- Terminology: The terminology was modified to comply with the ISO 42010 standard.  

2- Strategic Viewpoint (StV): The capabilities views were not included in the earlier versions of DoDAF. 

The strategic viewpoint added 6 views that support the high level planning and the concerns of capability 

managers. The first view, i.e., ‘enterprise vision view’ (StV-1), presents the vision of the SoS capability. 

In the ‘capability taxonomy view’ (StV-2) the SoS capabilities are identified in more details with capabil-

ity’s requirements and a gap analysis. The ‘capability phasing’ view describes the capability planning and 

the capability integration planning. The capability management and dependencies are presented in the ‘ca-

pability dependencies’ view (StV-4) and in the ‘capability to organisation deployment mapping’ view 

(StV-5). The latter view analyses the SoS capability with respect to deployment and integration. Lastly the 

‘operational activity to capability mapping’ view (StV-6) maps the operational activities to the SoS capa-

bility.  

3- Acquisition Viewpoint (AcV): This viewpoint was added by MODAF to support the acquisition programs 

in the military operations. It is similar to the project viewpoint in DoDAF, which was added in version 2 

of DoDAF. The acquisition viewpoint supports the concerns of the project managers. It has two views: the 

‘acquisition clusters’ view (AcV-1) identifies the project organisations and the program management, 

while the ‘program time-lines’ view (AcV-2) addresses the project management activities such as project 

control, risk identification, and project portfolio management for the SoS acquisition.  
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Most of the MODAF amendments to the DoDAF were included in the last versions of the DoDAF (V2.02) under 

different viewpoints. In addition to the added viewpoints, MODAF modified also five existing DoDAF views, 

i.e. OV-7, SV-11, SV-2, and SV-12. The ‘information model’ (OV-7) specifies the information aspects from the 

operational domain perspective. In the ‘system port specification’ view (SV-2), MODAF added more detailed 

views that depict the connectivity between the constituent systems:  

- System port specifications (SV-2a)  

- System connectivity description (SV-2b) 

- System connectivity (SV-2c)  

The ‘system data model’ (SV-11) is a detailed description of the data structures that are used for the data ex-

change between the constituent systems. SV-12 presents the connections between the constituent systems and the 

services through two views: the services provision (SV-12a) and the service composition (SV-12b). 

3.3.3 NAF  

The NATO Architecture Framework (NAF) [3] serves the NATO strategic planning and terminology. It is an 

extended framework that adapts views from both DoDAF and MODAF with a modified terminology according 

to the NATO standards as shown in Figure 3-10.  

 

Figure 3-10 NAF architecture viewpoints 

There are minor differences between NAF and the previously mentioned architecture frameworks. These differ-

ences are in the terminology of particular elements in order to ensure compliance with the NATO standards. The 

NAF also includes more detailed views on the communication and connection concerns between the constituent 

systems. 

In the overall viewpoint (AV), NAF adds two NAV-3 metadata views: The ‘architecture compliance statement’ 

view NAV-3a contains data that certifies the architecture compliance within the NATO standards, and the 
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‘metadata extensions’ view NAV-3b describes the architecture deviations according to the standard NAF guide-

lines. 

In addition to the adaptation of the MODAF views, the NAF introduced additional system-connectivity views 

and a technical view. NAF adds the ‘system communication quality requirements’ view (SV-2d) that specifies 

the quality requirements of the communication between the constituent systems. The technical viewpoint of NAF 

adds the ‘technical standard configurations’ view (NTV-3), which specifies the standard configurations that are 

used in the SoS architecture. 

3.3.4 TOGAF 

The Open Group Architecture Framework (TOGAF) [61] is an enterprise architecture framework and method. It 

was originally developed as a framework and methodology for the development of technical architectures before 

it evolved to a framework with methods and tools to support enterprise architectures [62]. 

TOGAF consists of four parts:  

- Architecture capability framework: a set of reference materials identifies the organisation structures, 

processes, roles, responsibilities, and skills to realize the architecture.  

- Architecture Development Method (ADM): It describes a method for developing and managing the 

lifecycle of enterprise architectures to meet the business and IT needs based on the TODAF architec-

ture framework elements and assets.  

- Architecture content framework: This framework provides a structural model for the enterprise ar-

chitecture. It considers the enterprise architecture from four perspectives: business, data, application 

and technology. 

- Enterprise continuum: The enterprise architect needs to deal with many related architectures to meet 

all stakeholders requirements. The enterprise continuum comprises various reference models that de-

scribe the evolution and development of these architectures across a wide range from generic to spe-

cific ones.  

TOGAF presents not just an architecture framework but also an iterative architecture development method as 

illustrated in Figure 3-11.  
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Figure 3-11 TOGAF architecture development method [61] 

The development of the enterprise architecture may require:  

- Multiple concurrent ADM phases: More than one ADM phase is being implemented in parallel.  

- Cycles between the phases: The enterprise architecture may include cyclic paths between different 

phases.  

- Backtracking to previous phases to update information: The output of one of the phases may require 

updating the information that was provided in previous phases, thus requiring to re-run the development 

cycle again. 

The ADM iterates over the whole development process of the enterprise architecture, between the architecture 

development phases and within each phase. In each iteration of ADM, a decision must be taken regarding the 

scope, abstraction level, time frame, and the architecture assets.  

The ADM is a generic method for the application of the TOGAF architecture framework. It can be applied for 

various industrial applications and can be tailored to the developer’s needs. 

3.3.5 Other Architecture Frameworks 

Zachman: it was first introduced by John Zachman in 1987 as a framework for the architecture of information 

systems [63]. Zachman evolved to an enterprise architecture framework that presents the architecture from vari-

ous perspectives as shown in Figure 3-12. Zachman presents the system architecture in a structural representa-

tion based on the logical connections between different viewpoints.  
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Figure 3-12 Zachman architecture framework 

IEEE 1471, ISO 42010: This framework was developed by the IEEE Architecture Planning Group (APG) as an 

architecture standard for software-intensive systems (e.g. information systems and embedded systems) with sup-

port for the definition, analysis, and description of systems architectures. In 2007 IEEE 1471 was adopted by the 

ISO as ISO 42010. 

The standard does not present views or architecture methodologies but provides definitions and terms used in the 

description of the system architecture as well as the relationship between these terms. It gives a recommended 

practice of how to use the architecture concepts for creating an architecture description, and describes the role of 

the system’s stakeholders in the creation of the system architecture. 

Figure 3-13 depicts the concepts and terms used in the architecture description and the relationships between 

different parts according to IEEE 42010. The architecture description contains an architecture viewpoint that 

depicts the stakeholders concerns for the system of interest through architecture views. The architecture descrip-

tion is governed by corresponding rules that define the relations between the architecture elements and their 

interactions. The architecture view is comprised of architecture models that use multiple notations to describe a 

specific stakeholder concern.  
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Figure 3-13 Core of the architecture description according to IEEE 1471 [57] 

ISO Reference Model for Open Distributed Processing (RM-ODP): Another architecture description stand-

ard was developed by the International Organization for Standardization (ISO) as a Reference Model for Open 

Distributed Processing (RM-ODP) [64]. It consists of four parts [65]: an overview of the reference model, a de-

scriptive model, a perspective model and architectural semantics. The RM-ODP standard provides the following 

elements:  

1- Architecture viewpoints: Architecture viewpoints simplify the description of complex systems by con-

sidering the system from different perspectives. Each of the viewpoints reflects one set of design con-

cerns. These viewpoints are enterprise, information, computational, engineering, and technology. 

2- Conceptual framework: The conceptual framework supports different aspects related to the distribution 

and interoperation of distributed systems.  

3- Concepts: A set of concepts provides definitions and semantics used in the development of the distrib-

uted system architecture.  

Unified Architecture Framework (UAE) [66]: The US department of defence recently started working on the 

development of a unified architecture framework that considers the ISO standards while also adopting the 

DoDAF, MODAF, and NAF architectures. 

3.3.6 Summary  

Each of the presented architecture frameworks was developed to support specific stakeholders concerns and 

particular system types. The decision for selecting one of the architecture frameworks depends on the following 

aspects:  

1- System complexity: In complex systems it is required to distribute the system architecture over multiple 

related architectures to control and reduce the system design complexity.  
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2- System stakeholders: The concerns of the system stakeholders define which architecture viewpoints are 

required to describe the systems. For example, the viewpoints required by the system management with 

managerial concerns are not the same as the viewpoints required by the development engineers with 

technical concerns. 

3- System type: There are specific architecture frameworks such as Zachman that are useful in supporting 

software systems and are very complicated to be used in describing a complex SoS with different con-

cerns due to the huge number of required modelling elements and the difficulty of mapping different 

modelling elements in various viewpoints. 

4- Modelling purpose: Some of the framework architectures support views with behaviour description ca-

pabilities that enable modellers to perform behaviour analysis through building executable models, 

while other frameworks just support static analysis.  

SoS are complex systems with large stakeholder communities. To describe the SoS development process, 

the architecture framework must be able to present the system in two dimensions. The SoS dimension en-

compasses the architecture, capabilities, operations, and services, while the constituent-system dimension is 

concerned with their services, capabilities, and functions. The DoDAF, MODAF and NAF architecture 

frameworks are based on military operations and missions. Many military operations are implemented using 

a SoS. TOGAF is an enterprise architecture framework, which offers general architecture views that depend 

on an iterative approach. This approach is very complicated for designing complex systems such as SoS in 

industry where time and cost are limited and a clear methodology is required for reusability and consistency. 

The other frameworks (i.e., Zachman, IEEE 1471) focus on software systems and become inefficient due to 

model complexity for describing SoS.  

Although the development of NAF and MODAF is based on DoDAF, there are some differences with re-

spect to terminology and semantics. The services and capabilities views are different in theses frameworks. 

Nevertheless, there is a common agreement on the definition of operational activities, SoS architecture, con-

stituent systems, and functions. 

Based on the previous discussion, we use the DoDAF architecture framework in the methodology of this 

thesis for the following reasons:  

1- The viewpoints of the DoDAF architecture framework are sufficient for the industrial concerns of SoS, 

which exhibit managerial concerns, engineering concerns, and owner concerns.  

2- DoDAF supports the logical mapping between the DoDAF views, thereby facilitating the development 

process and the methodological flow.  

3- The DoDAF views support the behavioural description of constituent systems, which is an important 

foundation for executable models and simulation.  

4- A language is available that supports the modelling using DoDAF, namely the Unified Profile for 

DoDAF and MODAF (UPDM). 

5- The new version of DoDAF (V2.0) [59] adopts the enhancements added in MODAF and NAF. 
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3.4 Modelling Languages  

The system architecture is typically expressed using a combination of textual and graphical representations. The 

textual representation uses the English language and textual modelling languages with standardised expressions. 

In graphical representations graphical modelling languages are used to express the system architecture in dia-

grams using symbols and graphical notations.  

There are various modelling languages that address different architectural concepts and different domains. For 

example, in software applications the Unified Modelling Language (UML) is used to facilitate the software de-

velopment and to express the software functionality. In the mechanical domain, Modelica is used to model the 

mechanical and electrical functionality of the system.  

Modelling languages can be effectively used for supporting various system domains such as enterprise infor-

mation systems, banking and financial services, telecommunication, defence/aerospace, medical electronics, and 

distributed web-based services.  

3.4.1 UML  

The Unified Modelling Language (UML) was developed by the Object Management Group (OMG) group [4] as 

a general-purpose graphical modelling language. It is used to specify, visualize, construct and document the 

artefacts of a software system [67]. UML focuses on the conceptual and physical representation of the systems 

and is not a programming language. It is used to illustrate multiple stages of the system’s development. It pro-

vides different kinds of diagrams that help in better understanding the system and supports the controlling and 

maintaining process for the constructed systems. It is an executable language that supports visual modelling tools 

with four main parts:  

- Static structure: this part identifies the components which are important for the system implementation 

and their relationships. 

- Dynamic behaviour: the UML behaviour part depicts the system behaviour over time and the communi-

cations links between components that are required to achieve the tasks.  

- Development environment: this part of UML identifies the system development environment 

- Organisational constructs: the organizational constructs are used to arrange models into different pack-

ages in order to facilitate the development process between development teams. 

The UML unifies and clearly defines the modelling concepts gathered from different object-oriented methods 

and it uses well-defined notations and terminology. It is suitable to be used in all stages of the system develop-

ment with flexibility in transferring information from one stage to another as the same notations and concepts are 

used. The UML was developed to be flexible in the use for different types of systems, e.g. simple systems, large 

systems, complex systems, distributed systems. It is also usable for systems implemented in different program-

ming languages and using different run-time platforms. 

Purpose 

UML is typically used for visualizing, specifying, constructing and documenting [49]:  
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- Visualizing: the graphical notations convert the ideas and thoughts into visual models and enable the 

model to be shared, reviewed, improved, and tested. 

- Specifying: the UML helps in building precise, unambiguous and complete models using a set of dia-

grams that address different concerns.  

- Constructing: models that are constructed using UML can be directly connected to programming lan-

guage which gives the ability of generating source code out of the models.  

- Documenting: UML addresses the documentation of different parts of the system development process, 

e.g. system requirements. 

Diagrams and views:  

UML notations support different types of viewpoints that depict the various concerns of the system through a set 

of diagrams. The major areas of the system architecture that are supported include the structural viewpoint, dy-

namic viewpoint and model management [67]. Table 5 shows the UML diagrams organised according to their 

views and application areas. 

UML was constructed to serve as a general-purpose modelling language. In addition to the existing UML nota-

tions, UML can be extended for a special domain by introducing a profile extension. A profile is a declaration of 

a set of extensions to the UML language that will enable the UML to become more application or domain-

specific [68]. To define a profile there are three main extensible constructs in UML:  

1- Constraints: A constraint is an expression that is used to imply a semantic relationship. It is a textual 

statement represented informally by enclosing text within curly brackets or formally using specified 

language like the Object Constraint Language (OCL) [69]. There are three types of constraints: 

- Invariants are used for properties that cannot change 

- Preconditions are connected to the operations and related to the conditions that must be satisfied 

before the operation is executed. 

- Post-conditions are connected to the operations and related to what will be available after the exe-

cution of the operation. 

2- Stereotypes: A stereotype defines a new UML element that is constructed by the modeller or it is based 

on an existing model element by tailoring the UML meta-model. 

3- Tagged values are used to add information to an existing model element.  

Using the profile extension concept, the OMG developed other modelling languages that are specified for differ-

ent domains like the System Modelling Language (SysML), the Service Oriented Modelling Language SoaML 

and others.  
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Table 5 UML diagrams 

Major Area Diagrams Usage 

Structural  

Class diagram  

Identification of the concepts in the application 

domain and internal concepts connected to the 

implementation of the application. 

Use case diagram  
A description of the functionality of the system 

as perceived by the users.  

Component diagram  
Illustrates the dependencies between the system 

components and the system tasks.  

Deployment diagram 
Depicts the way that the system will be physical-

ly deployed in the hardware environment. 

Dynamic  

State chart diagram  
Contains multiple states that model the system 

during a period of time under certain conditions. 

Activity diagram 

The dynamic view of the system that shows the 

flow of activities and the operational activities 

involved in performing the system tasks. 

Sequence diagram 

Models the sequences of message exchanges 

among components that implement the behaviour 

of the system. 

Collaboration dia-

gram  

A structural organisation of the objects that send 

and receive the messages. 

Model manage-

ment  
Class diagram  Illustrates the organisation of the model. 

 

3.4.2 SysML  

System Modelling Language (SysML) is a general-purpose graphical modelling language that supports the anal-

ysis, specification, design, verification, and validation of complex systems [70]. The SysML is based on UML 

with additional extensions to make it more suitable for system engineering, e.g. using model blocks rather than 

model classes as in UML. It uses part of the UML and defines its own extensions to UML as shown in Figure 

3-14. 
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Figure 3-14 SysML profile construction 

Purpose  

The OMG constructed the SysML to support the system engineering process in enhancing the system quality by 

improving the ability to exchange system engineering information among system stakeholders and different tools 

[71]. 

SysML is typically used for [47]: 

- capturing and analysing the system requirements and establishing traceability of the system require-

ments and system components requirements among the system design activities. 

- development of system architectures by identifying the system structure, components and their interac-

tions  

- applying engineering methods for analysing trade-offs between system architecture candidates.  

- implementing system verification processes on system architectures.  

Diagrams and views:  

The SysML is constructed out of nine diagrams that are required for system modelling. They are grouped in 

three categories: structure, dynamic, and requirements diagrams. Table 6 illustrates the SysML diagrams and 

their categories.  

The SysML modelling approach is based on a package and a block definition. A package represents a container 

for the model elements. A block is a fundamental unit in the SysML system architecture. It is a structural ele-

ment that encompasses software, hardware, data, processes, humans and elements. 

SysML enables the modeller to arrange the model elements in different structures and to do a mapping between 

the elements. This feature allows developers to deploy elements in different architecture structures. 
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Table 6 SysML diagrams 

Major Area Diagrams Usage 

Structural  

Block definition diagram  
Defines the system hierarchy and describes the 

system’s components. 

Internal block diagram  
Describes the internal structure of a block and 

shows the connection and properties of its parts. 

Parametric diagram  

Depicts constrains on the systems’ properties 

through defining systems of equations that con-

strains the properties of the blocks. 

Dynamic  

State chart diagram  

Portrays the different states of a block and their 

transitions in response to events during the block 

life cycle 

Activity diagram 
Used to describe the flow of inputs, outputs, and 

control among the actions 

Sequence diagram 

Depicts the interaction between the structural 

elements of the blocks as a sequence of message 

exchanges 

Use case diagram  
Illustrates the relations between the system and 

its users 

Requirements Requirements diagram  
Used to show the requirements of the system, 

their hierarchy and relationships. 

 

3.4.3 SoaML  

The Service Oriented Architecture Modelling Language (SoaML) [72] is a UML-based profile that combines 

service-oriented business processes with a technical architecture to enhance the agility, collaboration and effi-

ciency of a business enterprise. It serves the business community and organisations by describing how the sys-

tems, organisations and people work together to achieve business goals [73].  

Purpose 

SoaML is used to support the modelling of services at different levels, e.g. services within an enterprise and 

services at the level of an SoS. It supports the following capabilities [72]: 

 Service identification: The SoaML enables the modeller to identify the services provided by the systems 

with their dependencies and requirements.  
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 Service specification: Using SoaML, the modellers can specify the services by defining their functional 

capabilities, their used protocols and rules, the information exchange between consumers and providers, 

and the expectation of the consumers with respect to the service capabilities.  

 Provision and use of service policies: Modellers are able to add service policies to the model.  

 Classification schemes: SoaML provides the ability to define classification schemes that serve the archi-

tecture, organisational and physical partitioning schemes and constraints. 

Diagrams and views:  

The SoaML profile extension has no specified diagrams like SysML. The SoaML provides support for specify-

ing the services using other modelling languages like UML or SysML. It introduces four main terminology defi-

nitions:  

- Participants: a specific component that provides or uses a service.  

- Ports: the interface where a component provides or consumes a service.  

- Service description: specification of the service interaction by describing how participants interact to 

provide or consume a service.  

- Capabilities: the SoaML specifies the capabilities that are required by participants to provide a service.  

SoaML uses different approaches for the service description, namely simple interfaces, service interfaces and 

service-contract interfaces. The simple interface approach is a one-way interaction modelled using UML inter-

faces, whereas the service interface involves a bi-direction interaction. In the service-contract the provided or 

used service specifications are defined in the port in a contract format between the service provider and the ser-

vice user. 

3.4.4 UPDM 

The Unified Profile for DoDAF and MODAF (UPDM) [4] was created to serve the modelling within the DoDAF 

and MODAF architectures in the SoS field. UPDM is a profile extension based on UML, SysML and SoaML.  

 

Figure 3-15 UPDM compliance levels 
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As show in Figure 3-15 UPDM is constructed out of two compliance levels: level 0 and level 1. Level 0 is an 

extension of the UML, while importing several SoaML stereotypes as illustrated in Figure 3-16. Level 1 includes 

Level 0 and imports the SysML sub-profiles while defining constraints that pair together the application of 

SysML and UPDM stereotypes. 

 

Figure 3-16 UPDM level 0 and level 1 [4]  

Purpose  

UPDM extends the UML and SysML with specific stereotypes that facilitate modelling using modelling frame-

works. It supports: 

 Modelling of a wide range of complex systems (i.e. software, hardware, organisational). 

 SoS modelling with a consistent architecture under different levels of abstraction to enhance the quali-

ty, productivity, and effectiveness of SoS architecture modelling 

 Analysis, specification, design and verification of complex systems by providing the ability to build 

service oriented architectures. 

 Architecture information exchange among UML-based tools. 

 Integration between SoS modelling and constituent-system modelling.  

 Interoperability and communications between SoS stakeholders. 

 Different tool implementations and semantics. 

Diagrams and views:  

UPDM defines semantics and terminologies that support the DoDAF and MODAF architecture frameworks. Its 

profile extensions and stereotypes are based on the terminology of these frameworks. Figure 3-17 shows the 

architecture views that are covered by UPDM 2.0. In addition to the supported viewpoints of DoDAF and 

MODAF, the UPDM enables the modellers to define their own custom viewpoints.  
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Figure 3-17 UPDM viewpoints 

3.4.5 Other Modelling languages 

Architecture Analysis and Design Language (AADL) [74]: AADL is an international standard that was devel-

oped by the Society of Automotive Engineers (SAE). It provides modelling concepts for describing and analys-

ing real-time embedded systems and SoS with hardware and software components. AADL describes a real-time 

embedded system as a set of components and shows the interactions between these components through interfac-

es. It also supports the mapping from the software to the computational hardware units. 

Modelica: Modelica is an object-oriented modelling language for heterogeneous systems (i.e., mechanical, elec-

trical) based on a physical perspective. It was developed by the Modelica association in 1996. Modelica is a 

textual modelling language that identifies the components and describes their interactions. It uses mathematical 

descriptions such as differential, algebraic and discrete equations. Modelica models are used for simulation and 

analysis. 

3.4.6 Summary  

Modelling languages can be distinguished based on the modelling purpose. There is no general language that 

covers all required viewpoints of a SoS. This can be achieved by extending the existing modelling languages or 

by integrating the capabilities of multiple modelling languages.  

Modelling SoS is challenged by multiple aspects. Due to the diversity of the involved stakeholders in the SoS 

development process, it is required to represent the model in multiple viewpoints and to map these viewpoints to 

each other. It is also needed to express the SoS at different levels of abstraction and provide links between these 

levels.  

The modelling process is also challenged by the SoS complexity with numerous heterogeneous constituent-

system models and interactions. These constituent systems have different owners and behavioural models that 

are developed using different tools. The SoS model is supposed to integrate constituent-system models originat-

ing from different tools and different modelling languages. 
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The SoS development process extends over years and involves numerous management activities and organiza-

tions. It is required to generate a holistic model that connects the technical models with the SoS management 

activities to have consistent information about the development activities and the management decisions. 

Furthermore, the SoS model should be able to include executable models that are used for further analysis such 

as simulation and formal analysis. Its modelling language must be capable of adding language extensions that 

support the SoS development, e.g. architecture optimisation and analysis. 

The UML language is very efficient in modelling software systems. The different diagrams support the opera-

tional, structural, and behaviour analysis. However, it is complicated to model a system that contains hardware 

and software components and their interactions. Therefore the SysML was introduced. SysML is characterised 

by its packages and block definitions that support the object-oriented modelling approach as in UML. It is used 

for describing the system as a whole using model-based systems engineering. SysML supports simulation and 

analysis, and has the UML features for adapting profile extensions to extend the language scope. However, de-

scribing the SoS and its constituent-system interactions using SysML is challenged by the model complexity 

when applying multiple levels and different constraints. Further limitations are the missing traceability between 

the architecture models, and the limited viewpoints that are supported by SysML, e.g. no support for manage-

ment and capabilities. 

The other modelling languages like Modelica and AADL concentrate more on describing physical aspects of the 

system (Modelica) or real-time properties (AADL). These modelling languages lack the ability to express all 

parts of a SoS and are difficult to be understood at the customer level.  

In this thesis, the UPDM modelling language was chosen as the foundation for establishing the model-based 

approach for SoS due to the following reasons:  

1- It supports architecture frameworks that include various viewpoints and it is widely used in industry for 

SoS modelling.  

2- The UPDM meta-model facilitates SoS modelling by identifying the semantics and terminology to de-

scribe the SoS and its constituent systems.  

3- UPDM provides the ability to combine models with different modelling languages using Functional 

Mock-up Interface (FMI) technology and functional mock-up units [75]. 

4- UPDM offers flexibility in adding profile extensions for improving the modelling process and integrat-

ing modelling technologies.  

5- The UPDM terminology is easy to be understood by different SoS stakeholders at different levels, e.g. 

customers and developers. 

While we use UPDM in this thesis to establish the model-based approach for the SoS architecture, other lan-

guages such as Modelica may be used for expressing the behaviour of the constituent systems. 
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3.5 Research Gap in the State of the Art  

This chapter presented the state of the art of techniques and solutions used for SoS. The SoS engineering process 

is very complicated to be applied manually while considering all the aspects of the SoS and its constituent sys-

tems. It requires supporting tools and technical solutions that reduce the design efforts.  

The model-based system engineering approach facilitates the engineering activities, documents the development 

process in models, enhances the communication between the system stakeholders and lets them share the same 

view of the expected SoS. However, the model-based system engineering requires additional efforts for the de-

velopers and it is time consuming. In particular, high efforts arise in SoS where the modelling of the constituent 

systems and their interactions requires large models that are difficult to be understood by the SoS stakeholders. 

There are two important parts of the modelling of the SoS: the architecture framework and the modelling lan-

guage that is used for modelling. Architecture frameworks like DoDAF and MODAF organise the SoS model-

ling and present the SoS from different perspectives in various viewpoints. Using the current architecture 

frameworks for building the SoS models reduces the model complexity and provides a better understandability 

for the model components and their interactions. However, in industrial applications the current usage of the 

architecture frameworks is limited due the following reasons:  

- There is no clear methodology for applying the SoS engineering activities using the architecture 

frameworks. In some architecture frameworks (i.e. NAF) a general methodology is presented for or-

ganising the military applications, but not for SoS developments.  

- The SoS architecture is built manually which makes it very difficult for the SoS developers to con-

sider all the aspects of the SoS design in the development process while satisfying all the SoS re-

quirements. 

- The architecture frameworks are currently adopted in industrial applications using graphs and pic-

tures. There is no further use for formal analysis. The models are lacking formal specifications of the 

behaviour that would allow the developers to apply simulation or formal analysis. 

- Models are not reusable due to the sophisticated models of the SoS, which contain a large number of 

elements and connections. They are constructed for a particular SoS and are not re-used for new simi-

lar SoS.  

In order to efficiently use the architecture frameworks, the current implementations must be enhanced by tech-

niques that avoid the previous problems. In Figure 3-18 an example of the state of the art usage of the architec-

ture frameworks is given. The architecture frameworks in this example are used to support the requirements 

elicitation process. The models are not used for further analysis or verification. Once the requirements elicitation 

process is finished, the model will not be used any more. 
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Figure 3-18 Industrial example of current architecture frameworks in SoS engineering 

The UPDM as described before supports modelling using the architecture frameworks. The modelling language 

semantics and terminology defines the different parts and the components of the model. However, in order to 

apply different techniques which facilitate creating the SoS architecture (e.g. architecture optimisation) these 

languages need to be extended according to the required semantics used by these techniques. The current ver-

sions of UPDM do not support automated techniques for generating an SoS architecture.  

The techniques for design space exploration are not connected to the SoS models that are used during the SoS 

development. To apply design space exploration, external models are constructed and the results are manually 

integrated into the SoS model in the modelling framework. This process is time consuming by doubling the 

modelling efforts and requiring the translation of the results to the SoS model. 

The current state-of-the-art for modelling and design space exploration lacks support for the specification of 

timing properties in SoS models along with algorithms for model transformation and timing analysis. The viola-

tion of temporal constraints may lead to a SoS failure, since many SoS applications are real-time systems, e.g., 

emergency response systems and military applications. It is required to synthesize a system architecture that 

satisfies the temporal constraints, while also optimizing the system’s overall goals such as cost and weight. 

Reliability in SoS as addressed in this thesis is another open research problem. Considering system reliability in 

the development process becomes more complex at the level of large and complex systems such as SoS. The 

characteristics of the SoS result in challenges during SoS design where emergent behaviour, an evolutionary 

development process, and an increased state space needed to be considered. In particular, these challenges are 

unsolved when moving form directed SoS, where the system has central control, towards virtual SoS with no 

central management and no common purpose of the constituent systems. The complexity remains unsolved in 
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modelling and optimizing the SoS reliability using architecture frameworks. The current frameworks lack the 

methodology in defining and reflecting the SoS reliability at different modelling levels, and to consider the con-

stituent-system reliability properties in the constructed  SoS architecture. 
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4 Model-based System of System Engineering 

4.1 Introduction 

The most important challenges in the state of the art of SoS engineering are large and sophisticated models that 

are hard to read and trace, limited model reusability, insufficient design automation, and unexpected emergent 

behaviour. In our model-based SoS architecture methodology we address these challenges by extending model-

ling frameworks and modelling languages using design patterns and architecture optimisation techniques, while 

also considering real-time and reliability requirements. 

This chapter contains three parts. The first section addresses architecture design patterns that are used to generate 

the SoS architecture and enhance model reusability. The second section discusses in details the concise model-

ling approach and its application to SoS architecture optimisation. The rest of the chapter presents a model-based 

SoS architecture modelling methodology based on architecture frameworks, design patterns, and concise model-

ling. 

4.2 Architecture Patterns 

4.2.1 Definition 

Patterns are used in many engineering disciplines. For example, in building construction and city architectures a 

pattern describes a template for a solution to a problem in a way that enables it to be used multiple times [76]. A 

pattern in a system architecture ‘refers to recurring structures, objects and events that can also be used as de-

signs, blueprints, models or templates in the construction of other structures, objects and events’ [77]. A pattern 

can be described using four elements [78]:  

- Pattern name: The pattern name distinguishes the patterns from each other and provides information 

about the context of the pattern. The name must be unique and clear.  

- Problem: The pattern is used as a solution for a problem. The pattern specifications must indicate this 

problem and the conditions under which the pattern can be applied. 

- Solution: This is the core element where the pattern is described. If it is an architecture pattern then the 

component structure is described with the component interactions, connections, interfaces, dependen-

cies, and responsibilities. 

- Consequences: The consequences of the pattern are the results of applying the pattern, e.g., the effects 

on the cost, timing and reliability after applying the pattern on the system architecture. The pattern con-

sequences make up the information which is required by developers in applying trade-offs between dif-

ferent solutions. 

An architecture pattern in SoS is realised as a model of a part of the SoS architecture consisting of a set of con-

stituent-system classes with their attributes and interactions. When applying the pattern, a concrete constituent 

system must be selected for each constituent-system class and attributes must be defined. 
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An architectural pattern provides a template for the structure and behaviour of a part of the system [79]. The 

architecture pattern is building classes for constituent systems and helps developers in making design decisions 

based on the system functionality, and offers a part of the architecture solution that describes a part of the SoS 

structure and the involved constituent systems with their parameters and interactions.  

In model-based system engineering the system architecture is represented at different levels of abstractions, and 

from various perspectives. Architecture patterns in model-based system engineering allow the developer to or-

ganize the artefacts of the system’s architecture at different levels, and provide an efficient mapping between 

them in standardized methods that reduce the design efforts. 

4.2.2 Architecture Patterns in SoS 

SoS are large-scale systems that cannot be modelled manually using methods from monolithic systems. Archi-

tecture patterns are used to automatize the selection of the constituent systems and to configure the interconnec-

tions while covering all the required SoS functions. Using architecture patterns, developers deal with the model 

of patterns rather than the model of constituent systems when building the SoS models, which results in the fol-

lowing benefits:  

1. Model complexity is reduced by representing different parts of the model as patterns that are con-

nected and presented in a standardized form. Therefore patterns enhance the traceability by using 

the connections between patterns and facilitate model changes by reapplying the used patterns.  

2. SoS evolution can be managed in the modelling process by planning and introducing new patterns 

that are designed to match the legacy systems or by instantiating the used patterns with new con-

stituent systems. The goal is to adapt the evolution of the SoS by adding new capabilities as ex-

plained in section 4.2.4. 

3. Model reusability is one of the major issues in SoS modelling. The SoS models are very large and 

contain many modelling elements that are distributed over multiple views. By generating architec-

ture patterns that are connected to generic SoS requirements, these patterns can be used for many 

SoS according to their properties and characteristics. For example, in an emergency response SoS 

an architecture pattern for the centralised command and control process will be generated based on 

the process requirements. Its specifications will be documented and once a new SoS is designed 

with similar specifications – which includes the command and control process - the same pattern 

can be used. This reduces the design cost, time and efforts and increases the efficiency of develop-

ing new SoS. 

4. Undesirable emergent behaviour is minimized. Patterns are generated out of experience and 

through iterative methods (see Section 4.2.3). The solution associated with a pattern can be tested 

and analysed beforehand, thereby predicting expected behaviours. By utilizing engineering feed-

back during the formation and selection of patterns, undesired emergent behaviours can be avoided. 

However, this is limited to weak emergent behaviour while emergent behaviour of multiple pat-

terns or strong emergent behaviour of a single pattern is still unresolved. 



A Modelling Framework for Systems-of-Systems with Real-Time and Reliability Requirements 

 
 

75 |P a g e  
 

At the SoS level, architecture patterns are expressed by models of constituent-system classes and their connec-

tions. A constituent-system class models a general type of the constituent system. A class describes the common 

attributes, properties, interfaces, and ports of a constituent system. An architecture pattern presents how the in-

volved constituent-system classes are connected, their interactions, their design constraints, and their multiplicity 

based on the pattern’s elements (i.e., problem, solution, desired consequences). Later on these classes are instan-

tiated by concrete constituent systems with defined values for their attributes. 

4.2.3 Mining Architecture Patterns 

In designing a new SoS, previously constructed SoS form a useful source of information and practices. Legacy 

SoS can be analysed for functionality and desired capabilities that attract the interest of experienced engineers. 

Extracting architecture patterns is particularly useful for solving the same problems in future SoS that provide 

the same capabilities. Figure 4-1 illustrates an example of a pattern mining process as described in [80], where 

all the activities in this example are manually applied.  

The process starts with the analysis of the existing SoS and its constituent systems to identify the required infor-

mation about the current structure and behaviour of the SoS. The next step is done by pattern experts to partition 

the SoS architecture into different architectural parts and layers based on functional and behavioural aspects. The 

resulting architectures are then reviewed to ensure that their required functionality and behaviour are met. 

 

Figure 4-1 Architecture pattern mining process [80] 

Architectures of previous SoS form the input to build the architecture patterns. They are analysed and patterns 

are manually extracted. The extracted patterns are then compared with the existing patterns to identify new pat-

terns and add them to a repository.  

In the extraction of architecture patterns the following points must be considered:  

1- Architecture patterns must be generic enough to allow the use in multiple applications, e.g. using differ-

ent instantiations of constituent systems. 

2- The level of abstraction of the pattern must be defined. In SoS development process, architecture pat-

terns are used to map different levels of the SoS architecture. An architecture pattern can be used as a 

mapping between operations and functions, functions and constituent systems, or constituent systems 

and their components. The extracted patterns must be classified according to the respective level of ab-

straction while keeping the traceability between these levels and defining their logical connections. In 

this thesis we consider the mapping between SoS functions and constituent systems. 
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3- The pattern mining process is an iterative method where the extracted patterns are evaluated, analysed 

and re-designed according to the analysis results.  

4- The dependencies between architecture patterns must be clearly defined and documented. This applies 

to functional and extra-functional dependencies. 

The extracted patterns are instantiated with constituent systems based on different design criteria (e.g., cost, 

quality) and the generated architecture parts are tested and verified. The patterns are added to the pattern reposi-

tory and documented with their specifications, application conditions, constraints and analysis results. 

4.2.4 Using Architecture Patterns in SoS 

The purpose of the architecture patterns, as used in this thesis, is to map the functional level to the architecture 

level and to automatically generate the SoS architecture. The SoS functions are allocated to the constituent-

system classes of an architecture pattern and by instantiating these classes with constituent systems a part of the 

SoS architecture is synthesized. Using the UPDM modelling language for SoS modelling, the generated architec-

ture patterns are expressed as profile extensions, which allows the user to apply the pattern as a package of the 

selected view. Figure 4-2 shows how architecture patterns are used in generating the parts of the SoS architec-

ture. 

 

Figure 4-2 Architecture patterns at different stages of the SoS development process 
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During the SoS architecture development, the patterns are selected based on the requirements and the design 

criteria (e.g. cost, performance, quality). The process of pattern extraction is an iterative method, therefore dur-

ing the development process new patterns will be added and some of the patterns will be re-designed based on 

the behaviour of the instantiated SoS architecture. The chosen patterns are tested within the SoS architecture and 

adapted to the SoS configurations. Figure 4-3 illustrates the use of architecture patterns in the SoS architecture 

development [81].  

 

Figure 4-3 Using architecture patterns in SoS architecture development [81] 

Architecture patterns are organized in the pattern repository as a pattern library. Each of the patterns is docu-

mented with its constituent-system classes and architecture information (i.e., connections and ports). To facilitate 

finding the required patterns, a pattern keyword is contained in the pattern information. The pattern information 

also includes the patterns elements (i.e., name, problem, solution, consequences). Related patterns are also listed 

within the pattern data with the pattern dependency information.  

The extraction and adaptation of architecture patterns is a dynamic process that is part of the SoS evolution. New 

patterns that adopt new technologies and new constituent systems are added to the pattern library and are used to 

generate parts of the SoS architecture that will be integrated within the currently used SoS architecture when 

required.  

The SoS design activity is a continuous process. Some patterns are designed to solve problems that arise when 

undesired emergent behaviour occurs. This kind of emergent behaviour is analysed and the solution is realized as 

an architecture pattern that generates SoS architectures avoiding the occurrence of  similar behaviours. In Figure 

4-4 the dynamic interaction between the SoS architecture and the architecture patterns over the SoS life cycle is 

depicted.  
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Figure 4-4 Dynamic interaction of architecture patterns over the SoS life cycle [81]  

The SoS design activities are extended over the SoS life cycle to realise new constituent-system capabilities and 

new SoS requirements. Architecture patterns are used to facilitate the SoS architecture evolution. New patterns 

are designed to realise the additional requirements or old patterns are re-instantiated with new constituent system 

to generate SoS architecture parts with new capabilities. The new architecture parts are integrated in the SoS 

legacy architecture and old architecture parts are removed.  

Architecture patterns are also used as a template for architecture optimisation as illustrated in section 4.3.1. 

4.3 Architecture Optimisation 

Present day SoS architecture processes aim to deliver the required SoS based on its functional requirements. 

Applying optimisation methods is limited to small parts of the architecture due to the following reasons:  

1. The design space of the SoS architecture is very large due to the large number of constituent systems 

that are included in a SoS.  

2. SoS architectures involve a large number of interactions and dependencies that are hard to be included 

in the architecture optimisation processes.  

3. There is no methodology that considers the non-functional properties of the SoS, while applying the ar-

chitecture optimisation process.  
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4. It is hard to define all constraints for the architecture optimisation process due to the large number of 

constituent systems and the complexity of their connections and interactions.  

5. Time limitations in the design of SoS typically prevent optimization for delivering the architecture. Alt-

hough the design process of SoS is extended over years, due to the large number of the involved con-

stituent systems and their interactions, the focus of the developers is to deliver the SoS that has the re-

quired functionality without considering an optimized solution.  

6. The architecture optimisation process is not supported by the current modelling and architecture frame-

works. The architecture optimisation uses dedicated optimisation languages as an input for the optimi-

sation engines. There is no mapping to the models expressed in the SoS architecture frameworks. 

IBM research presented a Design Space Exploration (DSE) methodology for monolithic systems based on 

MBSE [82]. The methodology connects the requirements domain to the functional domain and generates opti-

mum system architectures with regards to the optimisation goals. It uses SysML diagrams and semantics to de-

fine the system’s functional flow and the system architecture. In this thesis we have extended this methodology 

to SoS using UPDM views and diagrams. 

DSE includes four steps: 

1- Formalize requirements: The SoS requirements are defined and analysed. The process includes the 

definition of the system functions of the required architecture and the formulation of the optimisation 

objectives and constraints with the required equations and parameters. 

2- Define design alternatives: At this stage the candidate constituent systems and potential architectures 

are established and organized using a database that contains the required information about the alterna-

tives (i.e. parameters and properties such as cost).  

3- Evaluate design alternatives: Using an optimisation engine the design alternatives are evaluated and 

optimized with the constituent-system candidates. 

4- Choose the optimal solution: The alternatives are presented and compared based on the optimisation 

objectives and the optimal solution is selected.  

Figure 4-5 shows the process flow for applying the MBSE in the DSE methodology. The process starts with 

building the functional models according to the requirements analysis. This includes the identification of the 

functions that are required to fulfil the SoS requirements and the logical flow between these functions.  

The next step is to define the connections between the constituent systems and the constraints of the SoS archi-

tecture. At this step architecture patterns are used to derive the potential architectures (see section 4.3.1). At this 

stage the constituent systems are used as classes with different possible instantiations. The constituent-system 

classes are then mapped to the functions that they implement.  

The optimisation constraints and the optimisation goals are modelled using a concise modelling approach (see 

section 4.3.1) and attached to the model. A catalogue database is then generated based on the chosen architecture 

pattern and filled later with the candidate constituent systems.  
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Thereafter, the optimisation problem is automatically established and sent to the optimisation engine to compute 

the optimal solution. The optimal architecture is back-annotated to the system model with the constituent-system 

connections and the instantiations of the constituent systems. 

 

Figure 4-5 DSE methodology process flow 

4.3.1 Using Architecture Patterns in Architecture Optimisation 

Architecture patterns are used to describe a part of the SoS structure with its constituent-system classes and their 

relations. The SoS structure is modelled in a generic form to allow for a high degree of flexibility that enables 

the optimisation process to optimize the selection of the constituent systems and their parameters.  

The architecture patterns are used in the architecture optimisation at two levels. Firstly, we chose the architecture 

patterns that fulfil the functional flow of the system. These architecture patterns are used to perform the instan-

tiation of the constituent systems. Secondly, these architecture patterns are instantiated using an architecture 

optimization process to generate a part of the system architecture. In Figure 4-6 both levels are illustrated. 

 

Figure 4-6 Using architecture patterns in the architecture optimisation process flow 
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The process starts with analysing the SoS requirements to extract the architecture constraints and to build or 

chose the architecture patterns from the patterns library that match these requirements. The requirements analysis 

process also includes defining the optimisation objectives and establishing the SoS functional flow.  

The SoS functional behaviour is then mapped to the architecture pattern elements (i.e., constituent-system clas-

ses) with a degree of flexibility that allows the optimisation process to optimize the functional allocation in case 

of different options. Parallel to the previous steps, a database containing the candidates (i.e., constituent systems) 

with their attributes is established.  

The architecture optimisation process uses the results of the previous steps as inputs and generates the optimized 

architecture based on the criteria that are defined in the previous models. The optimized results contain instantia-

tions of the constituent-system classes with their multiplicity and function allocations to these constituent sys-

tems.  

The generated architectures are used to compare and evaluate different patterns through a static analysis of their 

properties and performance. The architecture optimisation process instantiates the architecture patterns and eval-

uates their attributes based on performance metrics that are defined in the pattern model. The results are evaluat-

ed and the patterns are associated in the pattern library with their performance calculations. For example, we can 

consider the comparison of two architecture patterns that are both used in command and control operations. In 

the optimisation process of the two architectures the results show that the first one is less expensive, but with no 

redundancy in its architecture, which results in low reliability. In contrast, the second one is more expensive but 

has increased reliability due to the system redundancy. Depending on the operation’s reliability requirements, the 

second one will be chosen, but both patterns will be recorded in the pattern library as alternatives for future ap-

plications. Figure 4-7 illustrates the process of organizing the architecture patterns in the pattern library.  

 

Figure 4-7 Comparing and organizing architecture patterns using architecture optimisation 

4.3.2 Modelling Process 

The architecture optimisation process starts with modelling the functional flow and the corresponding architec-

ture patterns. The next step is to generate the constituent-system catalogue based on the chosen architecture pat-

terns and to fill-in this catalogue with the constituent-system candidates and their parameters.  
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The following step is to express the optimization problem in the model together with the catalogue using OPL 

and to solve it using an optimization engine.  

The last step is to back annotate the results to the structure models. Figure 4-8 illustrates the architecture optimi-

sation steps:  

 

Figure 4-8 Architecture optimisation process 

The models are created using the concise modelling approach [82], where the models express the rules of the 

system composition. The concise modelling extends the SysML and UPDM with the concise profile extensions. 

The concise modelling approach is used as an interface between the models of the system expressed in SysML 

and the optimisation engine. The concise profile is a set of stereotypes and attributes that are used to mark the 

optimized elements, to define the optimization goals, and to add the optimization constraints. A concise plugin  

converts the model, based on the concise-profile stereotypes, to a mathematical optimisation problem expressed 

by an Optimisation Programming Language (OPL) [83] using a pre-defined optimisation template. The optimisa-

tion problem is then solved by an optimisation engine and the results are converted back using a concise plugin, 
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to an architecture model. Figure 4-9 explains the concise modelling approach. The optimisation problem is mod-

elled in SysML and marked with concise stereotypes (see Table 7).    

 

Figure 4-9 Concise plugin 

In concise modelling the model is presented in three layers using the internal block diagram of SysML with 

blocks, parts, classes, and connectors:  

- Functional layer: It models the functional behaviour of the SoS. It contains the functional flow that de-

scribes the dependencies and connections between the functions.  

- Technical layer: At this layer the architecture patterns are modelled. The model represents the constit-

uent-system classes, interactions and connections. 

- Geographical (indexing) layer: The geographical layer is an additional layer for defining the geograph-

ical locations of the constituent systems. In some applications the locations of the constituent systems 

are considered in the optimisation. For example, when optimizing a wireless communication system 

the positioning of the antennas affects the coverage area and the fixed and operational cost of the sys-

tem. 

There are dependencies and connections between the three layers. The layers are connected through two 

mapping processes: functional to technical, and technical to geographical. In the functional to technical 

mapping process the functions represented in the functional flow are mapped to the constituent-system 

classes as represented in the architecture patterns according to the capabilities of the constituent-system 

classes.  

In the technical to geographical mapping process, each of the constituent-system classes represented in the 

technical layer is mapped to the possible locations. The mapping is a many-to-many relationship, which 

means that there are multiple options for the locations of the constituent systems and the locations can be 

mapped to multiple constituent systems. 
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The concise model generates a database that documents the model information and allows the developers 

to add information to the constituent-system catalogue. The model elements are marked with SysML and 

concise stereotypes that define their roles and categories. Table 7 lists these stereotypes and their usage:  

Table 7 SysML and concise stereotypes used in architecture optimisation 

Stereotype  Defined in  Description  

Function SysML Denotes that the model element is used to 

define the system’s functions and their 

requirements. 

Technical SysML Denotes that the model element is used to 

define the constituent systems and connec-

tions. 

mappedTo SysML Used to indicate the mapping between func-

tional and technical layers. 

allocatedTo SysML Used to indicate the mapping between 

technical and geographical layers.  

typedConnector SysML Denotes a link between the model elements 

(e.g. constituent systems). It represents a 

physical object (e.g. cable).  

Catalogue concise Denotes that the model-element variants are 

described in the catalogue.  

Optimized concise Denotes that the value of the model element 

is set by the optimisation process. 

inventory  concise Denotes that the value of the model element 

is already fixed and indicated in the cata-

logue. 

expand  concise Indicates that model elements will be dis-

played in the back annotated architecture.  

 

The optimisation objectives are added to the model as attributes of the system and marked with the 

‘sow_goal_attribute’ stereotype. This stereotype enables the attribute to possess optional tags that give the mod-

eller the ability to choose between maximizing and minimizing the optimisation objective, and to define the op-
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timisation objective priority for multi-objective optimisation. The matrices for calculating the optimisation ob-

jective are defined by attaching constraints to the optimisation objective attribute.  

Further constraints to the optimisation problem can be added to the technical block that defines the architecture 

pattern. The constraints are marked with the ‘sow_constraint’ stereotype. Both the optimisation objective calcu-

lation matrices and the optimisation constraints are written in OPL [83]. 

After building the required models, a database that contains the model information is generated using a concise 

plugin in the modelling tool. The database provides the developer with a mechanism to add the different variants 

of the model elements and the constituent-system catalogue. The database is generated using another concise 

plugin. Figure 4-10 presents an example of the generated database for optimizing antenna locations of a commu-

nication system. The figure shows the links to the tables that contain the data generated from the model. For 

example the geographical location table contains the optional locations of the constituent systems with their 

identification numbers and coordinates. 

 

Figure 4-10 Constituent-system catalogue database generated using concise plugin 

4.4 Modelling Methodology 

In the previous sections we presented some of the architecture techniques that are used to support the system 

architecture development process. In this section we describe a model-based architecture development method-

ology for SoS that integrates the previously described techniques within an architecture framework. Our meth-

odology is based on the DoDAF architecture framework as the development environment. We describe the SoS 

models using a subset of the DoDAF viewpoints. Using a subset of the viewpoints does not mean that the other 

unused viewpoints are useless; rather they may be integrated within the whole approach if required. We used the 

viewpoints that we believe are the most important ones to describe the architecture.  

In our methodology, UPDM is used as a modelling language with the developed profile extensions for UPDM 

that support our analysis techniques (e.g. architecture optimisation). The previously mentioned architecture op-

timisation techniques are integrated with the architecture patterns to automatically generate an optimized SoS 

architecture.  

The methodology supports re-usability of SoS models by integrating architecture pattern techniques into the 

model development. It describes a step-by-step SoS architecture development process that enables the modellers 

to apply further analysis using simulation or model checking techniques.  
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In chapters 5 and 6 we extend our methodology to include real-time and reliability requirements in the architec-

ture development process. 

 

Figure 4-11 General flow of architecture modelling methodology 

The modelling methodology distinguishes six modelling levels as shown in Figure 4-11:  

1- Operational level: The purpose of building the operational level is to realize the system requirements in 

operational scenarios and to state the concept of operations (CONOPS) 

2- Functional level: The functional level is the intermediate level between the operational level and gener-

ating the SoS architecture. It maps the operational domain to the functional domain and identifies the 

rules and constraints for building the SoS architecture.  

3- Architecture level: At this level the SoS architecture is either built manually or automatically by using 

the architecture optimisation techniques. 

4- Behaviour level: The behaviour of the constituent systems is modelled and linked to the SoS architec-

ture.  

5- Simulation level: The SoS architecture is analysed either by simulation or by statistical model checking 

to verify the model requirements. 

The methodology defines a general approach of the SoS architecture development. We consider the practical 

SoS development process in industry that starts with operational scenarios, and we enhance it with modelling 

techniques. In the following, the modelling steps are described and mapped to the respective views in the 

DoDAF architecture framework (c.f. Figure 4-12). 
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Figure 4-12 Architecture modelling methodology in DoDAF views 

Operational activities flow diagram: The starting point is the system requirements analysis and elicitation. On 

the basis of the customer needs, the system requirements are formulated and realised in operational scenarios. 

The operational scenarios describe the operational activities required to fulfil the customer needs. 

From the operational scenarios analysis the SoS operational activities diagrams are built at a high level of ab-

straction using a naming terminology that is understandable to the SoS customer. Building the operational activi-

ty diagram is an iterative process where the diagrams are discussed with the customer and refined to match the 

customer needs. In parallel to this process, the system requirements are also refined based on the operation activ-

ity flow.  

The requirements analysis includes non-functional requirements and constraints of the required SoS (e.g. cost). 

These requirements and constraints are used later in the architecture optimisation process. The operational activi-

ty view in the DoDAF architecture framework (OV-5) is used to present the operation activity flow.  

Figure 4-13 depicts a simple example for one of the emergency response SoS operational scenarios. It illustrates 

the police operational scenario at a high level of abstraction. In this example the main operational activities de-

scribe the flow of actions that are executed at the police station when receiving an order from the command and 

control centre, which manages the emergency response SoS. The operational activity flow starts with receiving 

the dispatching order, which contains information about the required resource that must be released by the police 

station to the emergency site. The order is checked regarding the resource availability, and based on the evalua-

tion results the resources will be released or a shortage report will be issued. The process feedback will be sent 

back to the monitoring station at the command and control centre. 
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Figure 4-13 Operational activity diagram for police operational scenario 

Operational activities to functions mapping: the previous step is done at a high level of abstraction which 

allows the diagrams to be understood by both customers and system architects. In order to move from the cus-

tomer domain to the developer domain each of the operational activities is mapped to the required functions in 

order to implement these operations. Each of these activities must be mapped to at least one function. The func-

tions listed under the system view package and the ‘operation activities to systems and systems functions map-

ping’ view (SV-5) are used to describe the mapping process. For example, in Figure 4-14 the operational activity 

‘AssessLocalResource’ is mapped to four functions that are required to perform this activity: import the common 

relevant operational report, check the local strategy, check the resource availability, and check whether the re-

quired resources are mapped to the function. The results of the mapping process are listed in the ‘operational 

activity to systems function traceability matrix’ of DoDAF. 

This step is an intermediate level between the customer and developer domains. The mapping process is estab-

lished according to the discussions between the SoS architects and the developers. It requires experienced engi-

neers supported by a library of the system functions and their capabilities. 
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Figure 4-14 Operational activity to functions mapping 

Functional flow diagram: This step is part of the developer’s domain and uses the developer’s terminology and 

definitions for functions and constituent systems. Using the operational activities to functions mapping and the 

operational activities flow diagram, the functional flow diagram is created. It indicates the dependencies and 

connections between the functions of the SoS. The ‘system functionality description’ view of DoDAF is used for 

this purpose. In this step the functional flow of the required SoS architecture is described and the constraints that 

must be considered in establishing the SoS architecture are identified. 

Mapping of functions to constituent-system classes and identification of architecture patterns: At this level 

the constituent systems are modelled as classes without instantiations. Classes allow the general modelling of 

different types of constituent systems with variable attributes and parameters with different possible concrete 

instances. These values are assigned later during the specific instantiation of the constituent systems. The func-

tions are mapped to constituent-system classes that handle these functions using the ‘system interface descrip-

tion’ view of DoDAF. For example, as shown in Figure 4-15 the local dispatching system is handling the receiv-

ing, alerting and issuing of the dispatching order as well as the releasing of the resources. The details of the local 

dispatching system are not specified (i.e. which type of constituent system or brand). Using this mapping and the 

functional flow diagram as a guide, general architecture patterns for the system architecture can be defined or 

chosen from the pattern library. An architecture pattern denotes a set of constituent-system classes and their in-

terconnection to a particular function.  

 

Figure 4-15 Mapping of functions to constituent-system classes 

Creating the SoS architecture: The SoS architecture is either created manually using the previous diagrams as 

a guide or generated automatically using architecture optimisation techniques. In the architecture optimisation 

approach we extend UPDM with a concise profile extension (i.e. concise stereotypes for optimisation) and we 
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use the DoDAF framework views to support the optimisation process. Figure 4-16 shows the packages that relate 

to the DoDAF framework, where system packages are additionally created. 

 

Figure 4-16 Using concise modelling packages in DoDAF 

Four system view packages were created to describe the SoS model and to support the concise modelling ap-

proach:  

1- Library of constituent systems functions and constituent systems: In this package the constituent 

systems and their functions are defined. In the SoS model it is indicated as ‘Technical-

Lib_FunctionalLib_functional2Tech’ package as shown in Figure 4-17. The constituent systems are 

created and listed in a Block Definition Diagram (BDD). The second diagram is the system functionali-

ty diagram. Using this diagram the functional flow of the SoS is modelled as described in the previous 

steps. The last diagram is the mapping between the functional diagram and the constituent-system dia-

gram, which maps the functions to the constituent-system classes as described in the ‘mapping of func-

tions to constituent-system classes’ step. 

 

Figure 4-17 Package for constituent systems and functions in UPDM 

2- Geographical information: one of the SoS characteristics is the geographical distribution of its con-

stituent systems. Therefore, in many applications the architecture optimisation needs to determine the 

optimal positioning of the constituent systems. The geographical location of the constituent systems af-

fects the optimisation results. The geometrical package of UPDM is used to define the positioning of 

the constituent systems. It contains a block definition diagram to define the location classes and a struc-

ture diagram that illustrates how these locations are related to the SoS.  
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3- Mapping of constituent systems to geographical locations: This information is indicated in the model 

as a package named ‘Technical to geographical’ (Tec2Geo). It is used to model the mapping between 

the geographical location classes and the constituent-system classes.  

4- SoS architecture patterns: The technical package contains the architecture patterns that are used in the 

architecture optimisation process. The architecture patterns refer to the constituent-system classes and 

describe their connections at a high abstraction level which provides the necessary flexibility in the op-

timisation process to define the appropriate connections.  

Some of these steps are already integrated in the previous steps of the methodology (i.e. functional flow). The 

models elements are marked with concise stereotypes or UPDM stereotypes. Table 8 illustrates the UPDM stere-

otypes and their corresponding stereotypes in SysML, which are used in the concise approach for monolithic 

systems that was illustrated before in Table 7:  

Table 8 UPDM stereotypes used for architecture optimisation 

Stereotype in SysML Stereotype in UPDM Description  

Function Function Denotes that the model element 

is used to define the SoS func-

tions and their requirements 

Technical System 

(marked as a ‘resource role’ 

when used as a part in the 

internal block diagram) 

Denotes that the model element 

is used to define the connections 

between constituent systems 

mappedTo ActivityPerformedbyPerformer Used to indicate the mapping 

between functional and constit-

uent-system layers. 

allocatedTo allocatedTo Used to indicate the mapping 

between constituent systems 

and geographical layers 

typedConnector typedConnector Denotes a link between the 

model elements (e.g. constituent 

systems). It represents a physi-

cal object such as a communica-

tion network 

 

The constituent-system classes are modelled as system blocks. We also use the same block definition to define 

the SoS structure stereotyped as a ‘System’ in the block definition diagram. The optimisation goals and con-
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straints are added to the SoS class that contains the SoS architecture patterns using attributes and constraints as 

shown in the example in Figure 4-18. In this example the optimisation objective is to minimize the SoS cost, 

while satisfying the constraints. The constructed system’s network coverage must exceed a defined value which 

is added to the model as a coverage constraint. 

 

Figure 4-18 Modelling optimisation objectives and constraints 

The next step of the architecture optimisation process is to generate a database that allows the developer to add 

the candidates of the constituent systems and their possible locations. Figure 4-19 presents an example for add-

ing the locations of the constituent systems in the optimisation database. In this example the communication 

antennas must be distributed over a defined area and the optimisation problem is to achieve the best coverage 

area with minimum SoS cost. There are 23 possible locations for the antennas. The optimisation process must be 

chosen to achieve the optimum positioning for the optimisation goals within the defined constraints. 

 

Figure 4-19 Adding locations of constituent systems to the optimisation database 

The described steps were implementing using different tools, which include IBM Rational Rhapsody, Excel and 

the CPLEX optimizer. Rhapsody is used for building the SoS UPDM model. A concise plugin connects the excel 

tables that contain the constituent-system catalogue to the UPDM model and allows the user to create an optimi-

sation problem for the CPLEX optimizer. To solve the optimisation problem in CPLEX, the model is converted 

based on pre-defined templates into a Mixed Integer Linear Programming (MILP) [84] optimisation problem. 

The numeric parameters and the algebraic definition of the decision variables are extracted from the model and 

the catalogue. The concise plugin generates two files, a data file and an OPL file. Using these files the user runs 

the optimisation process in CPLEX and the results are back-annotated to the UPDM model as a system architec-
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ture model with the specified constituent systems and their interfaces, connections, relationships, and parameters 

in the ‘system interface description’ view (SV-1). 

The outputs of CPLEX are two text files containing the pattern instantiations according to the optimisation re-

sults and the values of the optimisation goals for the instantiations. The files contain information about the cho-

sen constituent systems with their numbers and parameters. These files are converted using the source data sheet 

and the model data by the concise plugin into a system architecture. 

If the user is not satisfied with the generated SoS architecture, the previous steps are repeated by either changing 

the architecture patterns or by changing the constituent-system catalogue. It is also possible to change the opti-

misation goals and constraints. 

The structure is presented as an internal block diagram in the system view of DoDAF (SV-1) regardless of 

whether the SoS architecture is manually or automatically generated. The structure depicts the constituent sys-

tems and their interactions and connections. 

In order to simulate the SoS architecture a behavioral model of the constituent systems is required. There are two 

approaches to model the behaviour of the constituent systems, namely using UPDM state charts in DoDAF (SV-

10b) or using external tools such as Modelica.  

The Functional Mock-up Interface standard (FMI) [75] is used for supporting the simulation. It is an interface 

standard for the coupling of simulation tools. The behaviour of the constituent systems is exported as a 

Functional Mock-up Unit (FMU). The FMU is a compressed file that contains XML data defining all exposed 

variables in the FMU and related static information. The XML data also includes the required model equations 

for the co-simulation tool and parameters for a communication module. The related FMU for each constituent 

system is added to the constituent-system block using a Uniform Resource Identifier (URI) which is a string that 

identifies the FMU. The constituent-system block is marked with the FMI stereoptype. The FMI stereotype 

allows the modeler to add the URI of the constituent-system behaviour as illustrated in Figure 4-20. 

 

Figure 4-20 Adding the FMU URI to the constituent-system block 

The SoS architecture is exported as an XMI file and imported together with the constituent-system behaviour by 

any simulation tool that supports FMI simulation. In Figure 4-21 a generic flow of the architecture modelling 

methodology is illustrated.  
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Figure 4-21 Generic architecture methodology flow 
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5 Timing Analysis and Optimisation 

5.1 Introduction 

A significant research gap of SoS development methods is the missing support for the specification of timing 

properties in SoS models along with algorithms for model transformation, optimisation, and timing analysis. The 

violation of temporal constraints may lead to a SoS failure, since many SoS applications are real-time systems, 

e.g., emergency response systems and military applications. It is required to synthesize a system architecture that 

satisfies the temporal constraints, while also optimizing the system’s overall goals such as cost and weight. 

This chapter illustrates how to apply SoS timing analysis in the SoS architecture development using our architec-

ture methodology. In Section 5.2 our SoS timing analysis process is presented while considering the SoS charac-

teristics speciality and complexity. Section 5.3 illustrates how to integrate the timing analysis in our architecture 

methodology and Section 5.4 describes the optimisation procedure.  

5.2 SoS Timing Analysis and Model Definition 

We start our analysis by considering the SoS as a hierarchy of constituent systems taking into account the specif-

ic SoS characteristics such as operational and managerial independence, evolutionary development and geo-

graphical distribution. Due to the SoS complexity, modelling and analysis of the SoS stays at a high level of 

abstraction. The SoS timing analysis process must consider the lack of centralised control by the SoS owner (if 

existent) over constituent-system functions and the restricted level of information about the constituent-system 

operations. However, it is still possible to create a high-level SoS operational view that leads to constituent-

system functions for handling these operations.  

In our approach, timing calculations are attached to each function at the level of the functional analysis [51]. The 

constituent system provides its functions to the SoS once it is chosen to join as illustrated in Figure 5-1. 

 

Figure 5-1 Timing properties attached to the system function 

We assume that each function in each constituent system has a Worst Case Execution Time (WCET) and a Best 

Case Execution Time (BCET) according to the constituent-system specifications and the input events for this 

function. Since a linear programming optimizer (i.e., CPLEX) is used in our methodology for the optimisation 

process and due to linear optimisation process limitations, we describe the WCET and BCET for event-triggered 

constituent systems as follows: 
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Where ܧܥܤ ௌܶand ܹܧܥ ௌܶ denote the respective execution times for the function ܨ within constituent 

tem	ܵ. ܨ	is function number	݅ in the SoS functional analysis, ܣௌ, ,ௌܤ  ௌ are system parameters. ݁ is′ܤ ௌand′ܣ

the function input value. For example, function input values of the communication system would be the number 

of placed calls.  

Time-triggered systems have another formulation, where the time calculation depends on the system specifica-

tion and is characterised as ൫ௌሺܨሻ, ௌ݆ሺܨሻ, ݀ௌሺܨሻ൯ with ௌ denoting the activation period of the constituent 

system ݏ, 	 ௌ݆ is the jitter and ݀௦ denotes the delay. The calculation of the WCET depends on whether the sys-

tems that are connected to the time-triggered system are synchronized with it. In case of synchronization the 

WCET is defined as follows: 

And for unsynchronized systems the WCET is: 

The BCET is equal to the WCET of a synchronized constituent system: 

Based on the system functional flow diagram we define the system functional graphs	 ࣠. A functional graph is 

defined as ࣠ ൌ	 ሼߥ, ߝ is the set of functions and ߥ ሽ, whereߝ ൌ ሼሺ߬, ߬ሻ|߬, ߬߳ߥሽ is a set of edges representing 

the execution dependencies [85]. The set of functions for each functional graph is defined based on the system 

functional flow and the precedence constraints between functions. Figure 5-2 shows an example of a functional 

graph. 

 

Figure 5-2 Functional graphs 

ܧܥܤ  ௌܶሺܨ, ݁ሻ ൌ ሻ݅ܨௌሺܣ ݁   ሻ (3)݅ܨௌሺܤ

ܧܥܹ  ௌܶሺ݅ܨ, ݁ሻ ൌ ሻ݅ܨᇱௌሺܣ ݁   ሻ (4)݅ܨᇱௌሺܤ

ܧܥܹ  ௌܶሺ݅ܨ, ݁ሻ ൌ ௌ݆ሺܨሻ  ݀ௌሺܨሻ (5) 

ܧܥܹ  ௌܶ൫݅ܨ, ݁൯ ൌ ሻܨௌሺ  ௌ݆ሺܨሻ  ݀ௌሺܨሻ (6) 

ܧܥܤ  ௌܶሺ݅ܨ, ݁ሻ ൌ ݆ௌሺܨሻ  ݀ௌሺܨሻ (7) 
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The functional flow diagram is the combination of several functional graphs. The overall system time t࣠ೌ is 

the critical path delay in the functional flow diagram according to the dependencies between the functional 

graphs. In case of forks or distribution nodes, the time of the functional graph with the maximum delay is con-

sidered. 

In our UPDM model we distinguish two levels, namely the constituent-system level and the SoS level. At con-

stituent-system level we create UPDM classes for constituent systems that will be referenced by the architecture 

patterns. Constituent systems are defined at a high level of abstraction with generalized properties and con-

straints. At this level the timing (i.e., BCET and WCET) of each constituent system associated with each func-

tion is added to the UPDM class as an attribute with a certain stereotype. The catalogue of stereotypes from con-

cise modelling is used to specify the constituent systems and their parameters in the constituent-system catalogue 

(see Figure 5-3). 

 

Figure 5-3 UPDM class for constituent systems 

Further attributes are also added such as systemName or systemId to give unique values for constituent-system 

instances. 

At SoS level timing constraints such as deadlines and synchronization requirements are translated manually into 

mathematical expressions and added as attributes with constraints to the UPDM class of a SoS. The same is ap-

plied for optimisation goals but with different marked stereotypes (e.g., ‘sow_goal’). Optimisation goal calcula-

tions are expressed as system-attribute constrains and anchored to the SoS UPDM class (see Figure 5). 

 

Figure 5-4 UPDM class for SoS 

5.3 Integrating Timing Analysis in the Architecture Methodology 

Figure 5-5 illustrates the integration of the timing analysis in the architecture methodology: 
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Figure 5-5 Integrating timing analysis in the architecture methodology 
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The first step of the methodology is the analysis of timing requirements. There are two sources of the timing 

requirements and constrains:  

1- The system requirements: from the customer needs analysis timing requirements are identified at a high 

level. For example, in an emergency response system at least 8 functions (firemen, policemen, ambu-

lance …) must be at the site 5 minutes after the emergency alert.  

2- The operational scenario analysis: after building the operational scenario, timing requirements and con-

straints are identified for each scenario. For example, the latency of the operational activities after the 

first call of the emergency alert and before the issuing of the dispatching order, must be less than n 

minutes as illustrated in Figure 5-6.  

 

Figure 5-6 Deriving timing requirements from operational scenarios 

During the functional flow identification, two attributes must be added to each function: the WCET and the 

BCET. Using these parameters based of the functional flow analysis and using the mapping of functions to con-

stituent-system classes, the latency calculations are defined as depicted in Figure 5-7. 

 

Figure 5-7 Functional graph identification 

The timing calculations of the functional graphs as shown in Figure 5-7 are: 

 t࣠బ ൌ ܧܥܹ ௌܶభሺ1ܨ, ݁ሻ ܹܧܥ ௌܶమሺ2ܨ, ݁ଵሻ (8) 

 
t࣠భ ൌ ܧܥܹ ௌܶయሺ4ܨ, ݁ଷሻ ܹܧܥ ௌܶయሺ5ܨ, ݁ସሻ ܹܧܥ ௌܶరሺ6ܨ, ݁ହሻ 

 
(9) 
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These equations are used in calculating the optimisation objectives for minimum timing latency or as optimisa-

tion constrains for the timing latencies. 

5.4 Optimisation 

The purpose of the optimisation is to create a SoS architecture that achieves the minimum timing latency com-

bined with other optimisation objectives such as minimum cost. The multi-objective optimisation is done using 

the optimisation goal priorities. Based on the functional flow, we either import architecture patterns from a pat-

tern library or we define new architecture patterns using the “System View SV-1” of UPDM. 

As illustrated in the previous section, concise modelling stereotypes are added to the modelling elements to de-

fine the optimisation problem including the optimisation goals and the optimisation constraints. 

Using the concise modelling approach a catalogue of the candidate constituent systems is generated from the 

architecture patterns. The WCET and BCET for each function are defined per constituent system and listed in 

the catalogue.  

The optimisation procedure is implemented as illustrated in our methodology. The catalogue is generated based 

on the architecture pattern classes. The optimisation parameters (i.e. WCET, BCET, cost) are defined as attrib-

utes of the constituent-system classes and their values are taken from the catalogue.  

Based on pre-defined templates, a concise modelling plugin converts the model and the catalogue information 

with options and parameters of constituent systems to CPLEX files. The first file contains the optimisation data 

(i.e. constituent-system catalogue) and the second one formalizes the optimisation problem in the Optimization 

Programming Language (OPL). The resulting SoS architecture, after running the optimisation in CPLEX, is then 

back-annotated to the model.  
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6 Reliability Analysis and Optimisation 

6.1 Introduction 

Reliability engineering as addressed in section 2.5.3 is the discipline of building reliable and maintainable sys-

tems. This is done using techniques for predicting, evaluating and demonstrating system reliability and maintain-

ability [37]. Due to the large number of parts and connections, reliability analysis becomes more complex when 

it is considered in the SoS architecture analysis.  

The reliability requirements are addressed at different levels of the SoS development process. In this chapter we 

integrate the reliability engineering process into our architecture development methodology. We apply two 

means for enhancing system reliability: fault avoidance and fault tolerance [86]. The goal of fault avoidance is to 

carefully select the type and the quality of the chosen constituent systems during the development process in 

order to prevent later constituent-system failures at run time. Fault tolerance aims at containing and masking 

failures of individual constituent systems at run time, thereby limiting their effect on the services of the SoS.  

Section 6.2 illustrates how to adapt the reliability engineering steps in DoDAF architecture framework views. In 

section 6.3 the reliability formulation in the architecture model is illustrated. Section 6.4 shows how to use archi-

tecture patterns in reliability analysis, and section 6.5 presents the integration of the reliability analysis in our 

architecture modelling approach.  

6.2 Reliability Block Diagram in DoDAF Architecture Framework 

As presented in Section 2.5.3 the Reliability Block Diagram (RBD) is used to facilitate reliability analysis for 

complex systems. It is an event diagram that provides developers with the information about reliability depend-

encies within the system. Figure 6-1 shows how to use the DoDAF architecture views in defining the RBD. 

The operational analysis is used for two purposes:  

1- To elucidate the reliability requirements of the SoS  

2- Analysing the SoS operations and defining the functions required for implementing the SoS operations.  

The operational analysis is performed using the ‘operational activity model’ (OV-5b) in DoDAF and the opera-

tions are mapped to constituent-system functions using the ‘operational activity to systems function traceability 

matrix’ view (SV-5a). The functional flow diagram is modelled using the ‘system functionality description’ (SV-

4) view. In the ‘system interface description’ view (SV-1), the functions are mapped to the constituent systems 

that implement these functions. The mapping process provides insight about constituent systems that affect the 

functionality of the SoS. 

Using the functional flow and functions to constituent-systems mapping process as a guideline, the RBD is cre-

ated according to the criteria described in section 2.5.3. The RBD is constructed using the ‘system interface de-

scription’ view (SV-1). The view’s elements are used to express the reliability dependencies between the con-

stituent systems. Reliability attributes are added to the constituent-system block. These attributes are defined per 

function and are used in the reliability calculations based on the SoS functional flow. 
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Figure 6-1 SoS reliability diagram procedure mapped to DoDAF views 

6.3 Reliability Formulation in Architecture Models 

Our approach is to include the reliability requirements in the architecture optimisation process. From the point of 

view of the dependencies between the constituent systems, different SoS structures can be distinguished for reli-

ability optimisation [45] such as: 

- Parallel–series systems: Components are connected in series and redundant components are added in 

parallel. 

- General network systems: A constituent-system configuration with bridge networks and non-series 

non-parallel structures is used. 

In our methodology we cover the first structure for series systems with redundant constituent systems added in 

parallel to enhance the system reliability.  

 

Figure 6-2 Parallel-series reliability structure 

As shown in Figure 6-2, a SoS consists of multiple constituent systems that are connected in series with redun-

dant constituent systems in parallel. It is assumed that the failure mode of the constituent systems is fail-silent 

(e.g., established by self-checking and local diagnosis) [33]. If R୧ is the reliability of the i-th constituent system 

with 0  R୧  1 and x୧ expresses the redundancy degree for the i-th constituent system with x୧  1, then the 

systems reliability Rୱ is [87]: 
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The optimisation goal of the systems is:  

Where ݃ሺx୧ሻ are the optimisation constraints and b is a vector of integer values.  

This kind of optimisation problem is a nonlinear integer programming problem and algorithms typically cannot 

guarantee convergence to the global optimum within a reasonable time. The goal of our modelling approach is to 

facilitate the problem formulation for the system architect in an efficient manner. For this purpose, we reduce the 

complexity of the optimisation problem formulation. We can reformulate the problem by converting it into a 

linear optimisation problem by two steps:  

- Use of logarithm: 

- Pre-calculated values: The values of ሺ1 െ ሺ1 െ R୧ሻ୶ can be provided as discrete values using exter-

nal calculation tools. The output of the optimisation process includes the constituent-system types 

and their redundancy degree. In concise modelling the input catalogue for the optimisation process is 

provided through a spreadsheet, were the instances of the constituent-system classes and their proper-

ty values are listed. We consider the redundancy degree as one of the properties of the system and the 

reliability for each redundancy degree will be calculated in the spreadsheet and provided as a discrete 

value. 

6.4 Reliability Optimisation and Architecture Patterns 

In our reliability analysis approach we start by building the RBD. We formulate the optimisation problem based 

on the RBD and we construct the corresponding architecture patterns that will be used in the optimisation pro-

cess (cf. Figure 6-3).  

 Rୱ ൌ 	ෑሾ1 െ ሺ1 െ R୧ሻ୶ሿ

୬

୧ୀଵ

 (10) 

 

																			maxෑሾ1 െ ሺ1 െ R୧ሻ୶ሿ

୬

୧ୀଵ

	

																s. t.																																																																							 

݃ሺx୧ሻ  b									∀j ∈ ሼ1,… , nሽ 

x୧  1					∀i ∈ ሼ1, … , nሽ 

(11) 

 

maxlnሺ1 െ ሺ1 െ ܴሻ௫ሻ



ୀଵ

	

.ݏ  .ݐ

	ln ݃ሺݔሻ  ln b 

ܾ ് 0 

(12) 
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Figure 6-3 Processing steps for reliability optimisation and architecture patterns 

The architecture patterns are used as guidance for the optimisation process on how to connect the constituent 

systems and their connections in the SoS architecture. An architecture pattern indicates the purpose of the archi-

tecture and the flexibility of choosing the constituent systems within the architecture constraints. The architec-

ture patterns facilitate SoS evolution to meet new requirements and enhance the SoS architecture reusability 

when modelling new systems with the same functionality. 

In our work we use architecture patterns for SoS reliability optimisations. The architecture pattern is built to 

allow reliability enhancements of the system either by fault avoidance (i.e., constituent system selection), fault 

tolerance (i.e., redundancy degree) or both. In fault avoidance we manipulate the quality and the type of the con-

stituent systems according to the available constituent-system catalogue. In this approach the architecture pattern 

is built out of constituent-system classes that allow the developer to optimize which constituent-system types 

best match the system’s reliability requirements. In fault-tolerance patterns the architecture pattern allows for 

system redundancy. It provides the system architect with the ability to optimize the redundancy degree for each 

of the constituent systems as required to achieve the target reliability. It is also possible to use patterns that con-

sider both fault avoidance and fault tolerance in the reliability optimisation process.  

6.5 Integrating Reliability Analysis in the Architecture Methodology 

In the previous sections we presented the reliability analysis process using the DoDAF architecture framework 

and architecture patterns. In this section we present the integration of the reliability analysis into our architecture 

methodology. We support reliability in the architecture optimisation process and we generate an SoS architecture 

that satisfies the reliability requirements and constraints. We illustrate how to use the methodology steps to con-

struct the RBD and how to use the data extracted from this diagram in the architecture optimisation problem.  

The operational and functional analysis is an important step in defining the RBD. The process can also be inte-

grated with timing analysis. The reliability calculations are added to the optimisation problem and using the con-

stituent-system database the optimisation problem is converted to a linear optimisation problem. Figure 6-4 illus-

trates the additional steps to include the reliability analysis in our architecture methodology. 
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Figure 6-4 Integrating reliability analysis in the architecture methodology 
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At the operational level, the SoS requirements are analysed and reliability requirements are elucidated. Reliabil-

ity requirements are considered as extra-functional requirements that assure the system’s ability to perform the 

correct services with a high probability. The target value of system reliability is determined according to the 

system requirements. During the design process these reliability values are included in the optimisation and sys-

tem development constraints. At the operational level the customer demands a certain reliability for each scenar-

io or operation. The required reliability is then mapped to the operational activities and considered as a reliability 

constraint for the design. 

At the next stage the process continues with the methodology steps for building the functional flow diagram and 

mapping the functions to constituent-system classes. 

The fifth step is split into two parallel activities: choosing the architecture pattern that guides the architecture 

optimisation process and building the corresponding RBD based on the functional mapping and the chosen archi-

tecture pattern.  

From the RBD the reliability matrices are extracted and mapped to the corresponding architecture pattern. These 

matrices are used either as optimisation constrains or optimisation objectives in the optimisation process. The 

catalogue database is generated using a concise plugin where the candidate constituent systems are added ac-

cording to their corresponding classes. The redundancy values are added in the database as illustrated in Table 9:  

Table 9 Adding reliability values to the constituent-system catalogue 
int float RhpString int RhpString Float 

id cost name systemId typeName Reliability 

1200000 10 SB11 1 SB11 -0,020202707 

1200001 20 SB12 2 SB12 -0,00040008 

1200002 30 SB13 3 SB13 -8,00003E-06 

1200003 40 SB14 4 SB14 -1,6E-07 

1200004 50 SB15 5 SB15 -3,2E-09 

1200005 60 SB16 6 SB16 -6,4E-11 

1200006 8 SB21 7 SB21 -0,051293294 

1200007 15 SB22 8 SB22 -0,00250313 

1200008 20 SB23 9 SB23 -0,000125008 

1200009 25 SB24 10 SB24 -6,25002E-06 

1200010 30 SB25 11 SB25 -3,125E-07 

1200011 35 SB26 12 SB26 -1,5625E-08 

1200012 37 SB27 13 SB27 -7,8125E-10 

1200013 40 SB28 14 SB28 -3,90625E-11 

1200014 42 SB29 15 SB29 -1,9531E-12 

SXnr is used to define the constituent-system class, type and number where X is the constituent-system class (in 

this example it is B), n is the constituent-system type and r is the redundancy degree. In this example the constit-

uent-system class B has two options of instances (i.e. B1 and B2). The first type is with redundancy degrees up 

to 6 and the second type is with redundancy degrees up to 9. We use the equation for the reliability calculations 

(eq.7) in the data base.  

The redundancy is realised in the architecture pattern by indicating in the constituent-system class that the num-

ber of constituent-system instances is limited to one and the variation of the redundancy degree is chosen from 

the catalogue table.   
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7 Examples and Results 
Three examples were implemented to verify and evaluate our architecture methodology. The first example solves 

the problem of SoS evolution. This was done by considering the installation of new antenna communication 

systems in an emergency response SoS. The problem considers the geographical distribution of the constituent 

systems of the SoS and optimizes the antenna coverage and cost.  

The second example illustrates how to include temporal requirements in the architecture design methodology. It 

presents a SoS example with timing and cost requirements that must be satisfied in the architecture optimisation 

process.  

The third example covers the reliability requirement in the SoS architecture design. An example with reliability 

requirements is illustrated with detailed steps for the methodology implementation.  

The results for each example were verified by building a corresponding mathematical model in Matlab.  

7.1.1 Antenna Allocation of Emergency Response Communication System 

7.1.1.1 Problem Definition  

The data exchange between the constituent systems of the Emergency Response (ER) SoS depends on the com-

munication links between them. The communication services and quality affects the performance of the ER con-

stituent systems and the overall ER SoS performance. The quality of the communication depends on the type of 

the constituent systems that are used, the service provider and the communication coverage. 

For our example we will consider the optimisation of the communication coverage for the ER SoS of Berlin City 

(see Figure 7-1). 

 

Figure 7-1 Communication coverage optimisation use case 

The ER works at different locations. The communication antennas must be distributed in different geographical 

places across the city in order to achieve the best coverage area. At the same time the other constituent systems 

are not at fixed places and they change their locations according to the emergency case requirements. Beside the 

geographical placement of the antennas, the communication coverage also depends on:  
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- Radiation power level 

- Antenna height  

- Antenna Patterns 

- Polarization 

- Frequencies 

- Service-dependent parameters  

The previous points can be used as optimisation parameters that need to be optimized in combination with the 

geographical places of the communication system’s antennas. 

The ER SoS uses a dedicated communication system for its operation. In this study case we introduce a new 

communication system to the SoS as an evolution of the ER SoS. We investigate the best allocation of the anten-

nas for the newly introduced communication system while integrating it with the old communication system.  

7.1.1.2 Modelling and Calculations  

First we construct an operational scenario that depicts the required operational activities and describes the pur-

pose of the constructed SoS. As shown in Figure 7-2, the operational scenario starts with sending the data that 

will be received first by the nearest communication antenna. The transmitted signal will then be re-directed to 

the receiver address that receives the data. 

 

Figure 7-2 Operational activity flow diagram for antenna allocation example 

From the operational scenario and the SoS requirements analysis, the SoS communication system optimisation 

goals and constrains are identified: 

- Coverage: Achieve the best coverage area that serves the emergency response system 

- Cost: Using antennas to achieve the best coverage area is constrained by the cost. We need to lower the 

procurement cost of the antennas. 

- Quality: In addition to the optimized coverage with a minimum cost we also need a good communica-

tion quality of the communications systems.  
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The second level is the functional level. We define the functions that handle the operational activities and map 

them to these activities as illustrated in Figure 7-3. Using the mapping results and the operational activity flow 

we build the functional flow diagram (see Figure 7-4). 

 

Figure 7-3 Functions to operational activities mapping for antenna allocation example 

 

 
Figure 7-4 Functional flow diagram for antenna allocation example 

The functional analysis is used to indicate the required connections between the constituent systems. By analys-

ing the SoS functions and the required optimisation process an architecture pattern is constructed. The architec-

ture pattern contains the constituent-system classes and any other required classes for the optimisation. 

Using the functional flow diagram and the requirements analysis, an architecture pattern is developed that con-

tains the required information about the involved constituent-system classes and their connections. As shown in 

Figure 7-5 different classes were used to represent the constituent systems.  
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Figure 7-5 Architecture pattern for antenna allocation example 

The first three classes, AntennaLTE, AntennaTetra, and AntennaGeneric represent the communication system’s 

antennas that will be optimized. The AntennaGeneric is used to indicate the antennas that are used for both LTE 

and Tetra communication systems. The antenna height, the antenna type and the antenna location are the modifi-

able parameters of the antenna that affect the antenna coverage and cost in the optimisation process. 

We assume that the antennas are controlled by antenna controllers which are located at the ER headquarter (HQ). 

There are two classes of antenna controllers, namely ControllerLTETetra that controls LTE and Tetra antennas, 

and ControllerGeneric that controls only the generic antennas. The HQ class represents the headquarter with a 

fixed location.  

The locations of the constituent systems are included in the optimisation calculations. To identify the required 

information, i.e. locations coordinates and identifiers, a location class is defined for each constituent-system 

class.  These blocks are then mapped to the corresponding constituent-system classes as show in Figure 7-6. 
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Figure 7-6 Mapping of geographical locations to constituent-system classes 

The optimisation goals and constraints are added to the model using concise stereotypes. We simplify the opti-

misation problem for the coverage calculations by implementing the following steps:  

1. The investigated area (Berlin) was divided into grid points using a Matlab script. The number and the 

density of the grid points define the calculation precision. The grid points are shown in Figure 7-7. 

 

Figure 7-7 Map of Berlin divided into grid points 

The data of all points is added to the model using the catalogue database that is generated by the concise plugin 

based on the location block definition as illustrated in Table 10. 
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Table 10 Adding area grid points to the model 
int Int int int RhpString RhpString Int 

id owningPart x y type name locationId 

8200000 8100000 1 1 Location Location1 1 

8200001 8100000 1 2 Location Location2 2 

8200002 8100000 1 3 Location Location3 3 

8200003 8100000 1 4 Location Location4 4 

8200004 8100000 1 5 Location Location5 5 

8200005 8100000 1 6 Location Location6 6 

8200006 8100000 1 7 Location Location7 7 

8200007 8100000 1 8 Location Location8 8 

8200008 8100000 1 9 Location Location9 9 

8200009 8100000 1 10 Location Location10 10 

The possible places for the antenna positioning are listed with their coordinates. For each of the locations the 

radius of the antenna’s coverage for each type and height of the antenna is calculated using the Matlab script. 

Thereafter, the radius of the covered area is converted to covered grid points for each type and height of the an-

tenna options. 

The antenna coverage can be calculated according to [88] using the following equation: 

where: 

Pୖ ୶ሺdBmሻ	is the received power in dBm. 

EiRP୶ is the maximum Effective Isotropic Radiated Power of the cell in dBm (at the peak gain point of the an-

tenna). 

LMASK(θ,φ) is the antenna mask loss value for azimuth and elevation angles respectively in the direction of the 

path being calculated in dB. When the received signal is directly on the main beam of the antenna, this value will 

be zero. 

Lp	is the path loss in dB. 

In order to calculate the path loss, the following equation is used:  

where: 

d is the distance from the base station to the mobile station (m). 

Hms  is the height of the mobile station above the ground (m).  

Heff is the  effective base station antenna height (m).  

 Pୖ ୶ሺdBmሻ ൌ EiRP୶ െ LMASKሺθ,φሻ െ Lp (13) 

 

Path	Loss	ሺdBሻ

ൌ k1  k2 logሺdሻ  k3ሺHmsሻ  k4 logሺHmsሻ  k5 logሺHeffሻ  k6 logሺHeffሻ logሺdሻ  k7Diffn

	C୪୭ୱୱ 
(14) 
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Diffn is the diffraction loss calculated using Epstein, Peterson, Deygout or Bullington equivalent knife edge 

methods. 

k1 and k2 represent the intercept and slope. These factors correspond to a constant offset (in dBm) and a multi-

plication factor for the log of the distance between the base station and the mobile station. 

k3 is the mobile antenna height factor. It is a correction factor used to take into account the effective mobile 

antenna height.  

k4 is the Okumura-Hata multiplying factor for Hms. 

k5 is the effective antenna height gain. This is the multiplication factor for the log of the effective antenna 

height. 

k6 is the Okumura-Hata type multiplying factor for log (Heff) log (d). 

k7 is a multiplying factor for the diffraction loss calculations. 

C  is the clutter specification where heights and separation are also taken into account in the calculation. 

The coverage data is added to the model data-base as shown in the example in Table 11.  

Table 11 Example of adding the antenna coverage data to the model 
int Int Int int int int float 

id owningPart c_id antennaLocationId antennaId locationId coverage 

1700000  1100000 1 1 15 1 

1700001  1100000 1 1 62 1 

1700002  1100000 1 1 78 1 

1700003  1100000 1 1 97 1 

1700004  1100000 1 1 115 1 

1700005  1100000 1 1 131 1 

1700006  1100000 1 1 148 1 

1700007  1100000 1 1 16 1 

1700008  1100000 1 1 31 1 

For each antenna type (indicated by antennaId) and the possible locations (antennaLocationId) the covered grid 

points (locationId) with the covered percentage (1 indicates 100%) are listed. This process is done for all antenna 

types and all possible locations. 

The optimisation goals are added as an attribute to the SoS class and attached by a ‘constraint’ that contains the 

calculation formula. In Figure 7-8, three optimisation goals were added to the model: minimize the system cost, 

maximize the LTE coverage, and maximize the Tetra coverage. The equations that are used to calculate the op-

timisation goals are added as OPL code in the constraints part. For example the following expression is used to 

calculate the SoS cost: 

 ‘systemCost = sum (n in attrSet_cost_float) isChosen[n] * cost[n]’  

(the SoS cost is the sum of the chosen constituent-system cost) 
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Figure 7-8 Adding the optimisation goals to the model for the antenna coverage example 

7.1.1.3 Results  

Using the concise plug in, the optimisation problem is translated into OPL code to be solved by CPLEX using 

two optimisation files: the first file contains the optimisation problem and the second file contains the catalogue 

data. The optimisation problem file contains the optimisation goals, formulas, constraints, and variables that are 

expressed in the model. The catalogue contains the antenna data (i.e. types, cost, coverage, locations). By solving 

the optimisation problem CPLEX generates the SoS architecture solution as a text file with the chosen constitu-

ent systems. Using the concise plug, the solution is imported into the model and presented as a SoS architecture 

as show in Figure 7-9 .  

 

Figure 7-9 SoS antenna coverage solution 

The resulting solution achieves a coverage area of 98.5 %. To verify the results we used alternative implementa-

tion, which is only feasible for a small problem size, using a Matlab model. The results were plotted in Figure 

7-10 and Figure 7-11. 
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Figure 7-10 Matalb results for LTE coverage solution 

 

Figure 7-11 Matlab results for Tetra coverage solution 

The covered area is indicated in yellow and magenta indicates the covered area, while black represents the un-

covered area. 

7.1.2 Real-Time Analysis 

7.1.2.1 Problem Definition  

In this example we illustrate how to apply the timing analysis steps in the SoS modelling. The purpose of the 

process is to generate an optimized SoS architecture based on timing and cost requirements and constraints. Fig-

ure 7-12 shows an example model to illustrate the concept. The SoS architecture was considered to have two 

types of constituent systems: time-triggered and event-triggered systems.  
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Figure 7-12 Timing analysis example model 

The constituent systems A, B, and D are event-triggered systems, while constituent system C is a time-triggered 

system. The processing starts when an event is received at constituent system A and sent to constituent system B. 

The event will be processed through constituent systems B and D with input from constituent system C. The 

system’s functional flow and their mapping to the constituent systems are depicted in Figure 7-13.  

 

Figure 7-13 Simplified functional flow 

,ଶܨwhile ,ܣ	is implemented by constituent system	ଵܨ  is	ହܨ .ܤ ସ are implemented by constituent systemܨ ଷ andܨ

implemented by constituent system ܨ,ܥand	ܨ are implemented by constituent system ܦ. It is assumed that 

there is no functional interference between different functions on the same constituent system, so that the func-

tions are executed sequentially and without interruption of other functions. 

7.1.2.2 Modelling and Calculations  

We first identified the operational scenario in Figure 7-14. It describes at a high level of abstraction the system 

operational activities flow. The operational activity flow is depicted in the operational activity model view (OV-

5b). 
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Figure 7-14 Operational activity flow diagram for the timing example 

At this level we define the SoS requirements that will be used as optimisation objectives and constraints for 

building the SoS architecture. In this example the following requirements of the SoS were defined:  

1- The timing latency from the starting operation to the end operation must not exceed ݔ time units  

2-  The timing latency from the starting operation to the end operation must be minimized  

3- The cost of the SoS implementation that is used to perform the operational activities must be mini-

mized.  

 Using SV-5 “Operational Activity to Systems and Systems Function Mapping” each of the operational activities 

is mapped to the functions that handle the activity as illustrated in Figure 7-15. The purpose of such a mapping is 

to lower the level of abstraction from the operational level – which is comprehensible to the customer and the 

system architect – to the level of constituent systems and functions that is comprehensible to the developers.  

 

Figure 7-15 Operational activity to function mapping for timing example 
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Out of the operational activities to functions mapping process, the system functional flow is defined (cf. Figure 

7-16). At the system functional flow the functions with their order and connections are defined. This step is used 

for the timing analysis process and to derive the functional graphs.  

 

Figure 7-16 Timing example functional flow diagram 

The BCET and WCET for each function are as follows:  

ܧܥܤ  ௌܶಳሺܨଶ, ݁ଵሻ ൌ ଶሻ݁ଵܨௌಳሺܣ   ଶሻ݁ଵ (15)ܨௌಳሺܤ

ܧܥܤ   ௌܶಳሺܨସ, ݁ଶሻ ൌ ସሻ݁ଶܨௌಳሺܣ   ସሻ݁ଶ (16)ܨௌಳሺܤ

ܧܥܤ  ௌܶಳሺܨ, ݁ହሻ ൌ ሻ݁ହܨௌಳሺܣ   ሻ݁ହ (17)ܨௌಳሺܤ

ܧܥܤ  ௌܶሺ݅ܨ, ݁ሻ ൌ ௌ݆ሺܨସሻ  ݀ௌሺܨସሻ (18) 

ܧܥܤ  ௌܶಳሺܨ, ݁, ݁ଷሻ ൌ ሻ݁ܨௌಳሺܣ  ሻ݁ܨௌಳሺܤ  ሻ݁ܨௌಳሺܪ   ሻ݁ (19)ܨௌಳሺܥ

ܧܥܹ  ௌܶಳሺܨଶ, ݁ଵሻ ൌ ଶሻ݁ଵܨᇱௌಳሺܣ   ଶሻ݁ଵ (20)ܨᇱௌಳሺܤ

ܧܥܹ  ௌܶಳሺܨଷ, ݁ଶሻ ൌ ଷሻ݁ଶܨᇱௌಳሺܣ   ଷሻ݁ଶ (21)ܨᇱௌಳሺܤ

ܧܥܹ  ௌܶಳሺܨସ, ݁ଶሻ ൌ ସሻ݁ଶܨᇱௌಳሺܣ   ସሻ݁ଶ (22)ܨᇱௌಳሺܤ

ܧܥܹ  ௌܶሺ5ܨ, ݁ସሻ ൌ ସሻܨௌሺ  ௌ݆ሺܨସሻ  ݀ௌሺܨସሻ (23) 

ܧܥܹ  ௌܶವሺܨ, ݁ହሻ ൌ ሻ݁ହܨᇱௌಳሺܣ   ሻ݁ହ (24)ܨᇱௌಳሺܤ
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Figure 7-17 Functional graphs of timing example 

For the timing latency calculations to proceed accurately, the functional flow is distributed to functional graphs 

as shown in Figure 7-17. We defined four timing graphs based on the functional flow and dependencies. Based 

on these graphs the system time calculations can be performed:  

The next step is to map these functions to the constituent systems that will implement these functions. This step 

will connect the functional level to the constituent-system level. The constituent-system classes are used for the 

mapping process:  

- Constituent system class A is mapped to function F1  

- Constituent system class B is mapped to functions F2, F3 and F4 

- Constituent system class C is mapped to function F5  

- Constituent systems class D is mapped to functions F6, F7  

From that level we define the architecture pattern. The pattern describes how the constituent systems are con-

nected to each other. It is important to define which constituent systems will interact with each other, and the 

type and medium of the information exchange. In our example we added a source event system, which represents 

the environment that triggers the first event occurrence. This data is later used in the optimisation constraints to 

ܧܥܹ  ௌܶವሺܨ, ݁, ݁ଷሻ ൌ ሻ݁ܨᇱௌಳሺܣ  ሻ݁ܨᇱௌಳሺܤ  ሻ݁ଷܨௌಳሺ′ܪ   ሻ݁ଷ (25)ܨௌಳሺ′ܥ

 t࣠౪౪ౢ ൌ t࣠భ  ,ሺt࣠మ	ݔܽ݉ t࣠యሻ  t࣠ర (26) 

ܧܥܤ  ௧ܶ௧ ൌ ܧܥܤ ୲ܶ࣠భ
+max (ܧܥܤ ୲ܶ࣠మ

ܧܥܤ , ୲ܶ࣠య
ሻ  BCET୲࣠ర  (27) 

 WCET୲୭୲ୟ୪ ൌ WCET୲࣠భmax	ሺWCET୲࣠మ ,WCET୲࣠యሻ WCET୲࣠ర	 (28) 
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verify that the optimized solution is valid for all types of events. The architecture pattern is derived from the 

system functional flow with the support of experienced architects and developers. 

System goals, goal calculations including algebraic equations, and constraints are defined and added to the 

UPDM SoS class. We put constraints on the timing values to ensure that the solution is valid for all relevant 

scenarios of the SoS.  

After defining the main part of the SoS, the constituent-system candidates are added to the excel sheet catalogue. 

For each of the constituent-system classes we add two constituent systems with different cost and timing proper-

ties. The model with the data is exported to CPLEX and the optimisation results are back-annotated to the 

UPDM model (see Figure 7-18).  

 

Figure 7-18 Back-annotated model for timing example 

7.1.2.3 Results 

In parallel to the UPDM models, the timing models were established using Matlab. We calculated all possible 

combinations of the four constituent systems with two options for each.  

As we see from the Matlab results (Figure 7-19), the blue points represent all possible solutions, while the points 

marked in red are the valid solutions for the given constraints. In the model the optimisation goals were set to 

minimize the cost as a first priority goal, and to minimize the worst-case execution time as a second priority 

goal. The red circle marks the solution chosen by CPLEX which is the minimum time for the minimum possible 

system cost. 
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Figure 7-19 Matlab results for timing example 

The resulting architecture represents an optimal solution where we assume that no inference occurs when more 

than one function is handled by the same constituent system. In this example we introduced timing analysis in 

the SoS architecture optimisation process. It is a model-based methodology were UPDM models are extended 

with real-time requirements. The process steps were successfully implemented and the results were verified us-

ing Matlab.  

7.1.3 Reliability Example 

7.1.3.1 Problem Definition  

This example illustrates the integration of reliability analysis into the SoS architecture modelling and optimisa-

tion process. In our case study we consider a parallel-series SoS with redundancy. The purpose of the process is 

to optimize the selection of the constituent systems and to create the SoS architecture that fulfils the system re-

quirements with minimum cost and maximum reliability. In Figure 7-20 the system pattern is illustrated, where 

A, B, C, D are constituent-system classes connected in series. The problem revolves around which instance of 

the constituent systems A, B, C and D to choose from in the constituent-system catalogue, and to determine the 

redundancy degree for the constituent systems C and D that achieves the required SoS reliability with the mini-

mum SoS cost.  

 

Figure 7-20 Architecture model of the reliability example 
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The optimisation problem is solved by formulating a multi-objective optimisation problem: 

Where ݃ is the SoS cost function, ܿ is the cost of constituent system	݅, and ݃ is the cost constraint.  

7.1.3.2 Modelling and Calculations  

We start with the SoS operational analysis. In Figure 7-21 the SoS operational activities are constructed after 

identifying the SoS operational scenarios at a high level of abstraction. At this level we identify the following 

requirements:  

1- the reliability of the SoS that implements the operational activities must be more than ݖ where ݖ is an 

integer. 

2- the SoS operations must be implemented with the highest possible levels of reliability of the SoS.  

3- the cost of the SoS implementation that is used to perform the operational activities must not be more 

than ݕ, where ݕ is an integer. 

4- the fixed cost of the SoS implementation that is used to perform the operational activities must be min-

imized. 

 

Figure 7-21 Operational activities flow diagram of the reliability example 

 

maxܴ௦ ൌ	lnሺ1 െ ሺ1 െ ܴሻ௫ሻ



ୀଵ

	

	min݃ ൌ		ܿݔ



ୀଵ

 

.ݏ														  .ݐ

	݃ ൏ ܾ݃ ് 0																																			 

(29) 
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The next step is to model the mapping of the operational activities to the functions. The mapping is shown in 

Figure 7-23. 

 

Figure 7-22 Operational activity to functional mapping of the reliability example 

The purpose of the mapping process is to lower the level of abstraction and to shift from the customer to the 

developer domain where constituent systems are identified. Following this process the functional flow diagram is 

constructed in Figure 7-23. Each of these functions is mapped to the constituent system in a separate system 

view.  
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Figure 7-23 Functional flow diagram of the reliability example 

Based on the functional analysis and the mapping between constituent systems and the implemented functions, 

we create or chose the architecture pattern that describes the connections between the constituent-system classes, 

and using the previously mentioned views we build the system reliability block diagram in the UPDM model as 

shown in Figure 7-24. Based on the connections and dependencies that are shown in the RBD of the SoS and 

based on equation (29) the reliability calculations are derived as follows: 

ܴ, ܴ, ܴ, ܴ	denote the reliability of the constituent systems A, B, C and D.	x,xୡ express the redundancy de-

gree for the constituent system B and C respectively.  

 ln	ሺܴ௦ሻ ൌ 					 ln	ሺܴሻ  	lnሺ1 െ ሺ1 െ ܴሻ௫ಳሻ  lnሺ1 െ ሺ1 െ ܴሻ௫ሻ  	ln	ሺܴሻ (30) 
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Figure 7-24 Reliability block diagram of the reliability example 

We provide the constituent-system catalogue in an Excel sheet, which is generated from the model using the 

concise plug-in embedded in the IBM Rational Rhapsody modelling tool based on the model classes and the 

stereotypes that are added to these classes. For each of the constituent-system classes with different instances and 

different supported redundancy degrees we calculate the reliability using Excel formulas. The resulting values 

are inserted into the catalogue table. For example, consider constituent-system class C with two options of in-

stances. The first type is with redundancy degrees up to 6 and the second type is with redundancy degrees up to 

9. We use the equation for the reliability calculations in the Excel sheet. 

Table 12 Redundancy values in reliability optimisation 
int float RhpString int RhpString float 

id cost name systemId typename Reliability 

1900000 9 SC11 1 SC11 -0,010050336 

1900001 18 SC12 2 SC12 -0,000100005 

1900002 27 SC13 3 SC13 -1E-06 

1900003 35 SC14 4 SC14 -1E-08 

1900004 40 SC15 5 SC15 -1E-10 

1900005 43 SC16 6 SC16 -9,99978E-13 

1900006 7 SC21 7 SC21 -0,020202707 

1900007 14 SC22 8 SC22 -0,00040008 

1900008 20 SC23 9 SC23 -8,00003E-06 

1900009 25 SC24 10 SC24 -1,6E-07 

1900010 30 SC25 11 SC25 -3,2E-09 

1900011 33 SC26 12 SC26 -6,4E-11 

1900012 34 SC27 13 SC27 -1,27998E-12 

1900013 36 SC28 14 SC28 -2,56462E-14 

1900014 37 SC29 15 SC29 -5,55112E-16 

The purpose of providing the redundancy values and calculations in the constituent-system catalogue is to keep 

the linearity of the optimisation problem. The redundancy calculations are not linear, therefore we calculate these 
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values in the generated data base and provide them as parameters in the optimisation engine to calculate the op-

timum solution.  

System optimisation goals such as maximizing system reliability and minimizing system cost are defined and 

added to the UPDM model. For our example we added a cost constraint to the system as an upper limit to the 

system cost. We used the IBM Rational Rhapsody tool for building the UPDM model, MS Excel to provide the 

constituent-system catalogue and the CPLEX optimizer to solve the optimisation problem. A concise plug-in is 

used to generate the Excel sheet from the UPDM model and to create the optimisation problem for the CPLEX 

optimizer. After importing the created files in CPLEX, the user can run the optimisation problem and the results 

are exported to text files that can be imported back in the UPDM model using another concise plug-in. This pro-

cess back-annotates the results as a system architecture model with the specified constituent systems and their 

interfaces, connections, relationships, and parameters in the ‘systems interfaces description view’ of UPDM.  

7.1.3.3 Results 

There are two dimensions of the optimisation problem: the SoS reliability and the SoS cost. To verify our results 

we implemented the optimisation problem also using Matlab with the same parameters. Due to the small size of 

the example, we could list all possible solutions. As we see in Figure 7-25 and Figure 7-26 the blue points indi-

cate all possible solutions while the red ones represent only the valid solutions for the given constraints. The 

green arrow marks the solution chosen by CPLEX which exhibits the minimum cost for the maximum system 

reliability. 

 

Figure 7-25 Matlab results for reliability with logarithmic values 
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Figure 7-26 Matlab results for reliability with linear scaling 

Figure 7-25 presents the results in logarithmic scaling and Figure 7-26 presents them in linear scaling. The blue 

points are excluded from the solution because they violate the problem constraints. The arrow indicates the op-

timal value, which achieves the lowest cost for the highest reliability.  
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8 Discussion and Conclusion 
Over recent decades there has been a growing interest in the modelling and analysis of SoS in industry. Due to 

the inconsistent implementation of SoS design there has been a huge loss of cost and time. This has led to indus-

trial and scientific interest in the investigation of SoS architectures concerning their functional and non-

functional properties at early design phases. Present-day architecture frameworks introduce SoS models with 

different viewpoints, however the models are only used at a high level of abstraction and are not suitable for 

analysis and architecture optimization.  

In this thesis we presented a SoS architecture development methodology with support for pattern-based architec-

ture generation, while optimizing functional and non-functional properties (e.g., reliability, real time). The pro-

posed model-based methodology describes the SoS architecture development process, starting from the SoS 

operational analysis and ending with the simulation of the SoS behaviour. Our methodology describes the work 

flow of the SoS architecture development process and defines the transition actions between the development 

phases. The modelling methodology uses DoDAF as a modelling framework and UPDM as a modelling lan-

guage. We define a logical flow between the used architecture views and extend the UPDM profile with stereo-

types that enable developers to apply architecture optimisation, the use of architecture patterns, and the simula-

tion of the SoS behaviour. 

The methodology enhances the model re-usability by introducing architecture patterns. These patterns are used 

for build architecture instantiations for similar SoS without the need to re-model every part of the model. 

In addition, we added the timing analysis and reliability analysis to the architecture optimisation process. The 

methodology defines how to formulate and include the temporal requirements and reliability requirements in the 

architecture development and analysis.  

The methodology was evaluated using three different examples, i.e., coverage analysis, timing analysis, and 

reliability analysis. A reference model was created in Matlab for each example to verify the resulting optimal 

architectures.  

In future work the methodology can be extended to include more dependability attributes such as safety and 

availability. For timing analysis, the methodology can be extended to consider functional interference in the 

constraints of the UPDM model, while connecting the UPDM model with external timing analysis tools, e.g. 

Real-time Analyser (RTANA) to verify the fulfilment of the timing requirements. 
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