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Abstract

In this thesis, we strive to advance the knowledge of relations between convex opti-

mization and the quantum phenomena entanglement and coherence. The main re-

search areas we explore are rank-constrained semidefinite programming, the quan-

tum pure-state marginal problem and the existence of AME states as well as quantum

codes, entanglement detection, and the certification of quantum memories with coher-

ence.

First, we start with real and complex rank-constraint semidefinite optimization prob-

lems and rephrase them as an optimization over separable two-copy states. This refor-

mulation allows to approach the problem through a hierarchy of efficiently solvable

semidefinite programs that provide better and better certified bounds. We apply the

new technique to various problems in quantum information theory and beyond, such

as the optimization over pure states or unitary channels and the well-known maximum

cut problem. Furthermore, we describe an inherent symmetry in our formulation that

significantly improves the performance.

Second, we consider the application of our method to the quantum pure-state marginal

problem. In particular, we prove that the existence of n-partite absolutely maximally

entangled states with local dimension d is equivalent to the bipartite separability of a

certain state of 2n particles, and we compute that state explicitly. This application is a

striking example of how symmetries can simplify semidefinite programs and we use

them to compute high orders of our hierarchy despite the rapidly increasing dimen-

sion. Moreover, we rewrite the existence problem of quantum error-correcting codes

as a marginal problem making our method also applicable to this area of research.

Third, since entanglement is not only a theoretically interesting phenomenon, but also

a vital resource for quantum information protocols, we investigate entanglement de-

tection in practical experiments. We examine scrambled data, a scenario in which the

mapping between outcomes and their respective probabilities is lost. Furthermore, we

use the joint numerical range of observables to find measurements that allow entan-

glement detection even when the confidence region due to statistical and systematic

errors is large.

Finally, we introduce a quality measure for quantum memories that quantifies the

performance based on the memory’s ability to preserve coherence. Remarkably, this

measure also distinguishes entanglement-breaking channels from genuine quantum

memories. For the case of single-qubit channels, we find various theoretical bounds

and a simple measurement scheme to approximate our performance measure.



Zusammenfassung

Mit dieser Dissertation wollen wir das Verständnis der Zusammenhänge zwischen

konvexer Optimierung und der Quantenphänomene Verschränkung und Kohärenz

erweitern. Die Hauptforschungsgebiete, die wir erkunden, sind rangbeschränkte se-

midefinite Programmierung, das Marginalproblem reiner Quantenzustände und die

Existenz von AME-Zuständen sowie Quantencodes, Verschränkungsdetektion und die

Zertifizierung von Quantenspeichern mittels Kohärenz.

Als erstes beschäftigen wir uns mit reellen und komplexen rangbeschränkten semide-

finiten Optimierungsproblemen und formulieren diese als Optimierung über separier-

bare Zwei-Kopien-Zustände um. Das erlaubt es, mittels einer Hierarchie effizient lös-

barer semidefiniter Programme immer bessere zertifizierte Schranken zu berechnen.

Wir wenden die Methode auf verschiedene Probleme in der Quanteninformations-

theorie an, wie etwa die Optimierung über reine Zustände oder unitäre Kanäle und

das Problem des maximalen Schnitts eines Graphen. Außerdem beschreiben wir eine

inhärente Symmetrie unserer Formulierung, die die Komplexität erheblich verringert.

Dann wenden wir unsere Methode auf das Marginalproblem reiner Quantenzustän-

de an. Insbesondere beweisen wir, dass die Existenz n-partiter absolut maximal ver-

schränkter Zustände mit lokaler Dimension d äquivalent zu der bipartiten Separierbar-

keit eines bestimmten 2n-Teilchenzustands ist, den wir explizit berechnen. Das zeigt

eindrucksvoll, wie Symmetrien semidefinite Programme vereinfachen können, sodass

hohe Ordnungen unserer Hierarchie trotz rasch steigender Dimension berechenbar

sind. Ferner formulieren wir das Existenzproblem von Quantenfehlerkorrekturcodes

als Marginalproblem, sodass unsere Methode auch hierfür anwendbar wird.

Da Verschränkung nicht nur theoretisch interessant ist, sondern auch eine essentiel-

le Ressource für Quanteninformationsprotokolle, erforschen wir anschließend deren

Detektion in der Praxis. Wir untersuchen ein Szenario, bei dem die Zuordnung von

Messergebnissen zu den entsprechenden Wahrscheinlichkeiten unklar ist. Außerdem

nutzen wir das gemeinsame numerische Bild von Observablen, um Messungen zu

finden, die Verschränkungsdetektion selbst dann ermöglichen, wenn die Konfidenzre-

gion aufgrund statistischer und systematischer Fehler relativ groß ist.

Abschließend stellen wir ein Qualitätsmaß für Quantenspeicher vor, das die Leistungs-

fähigkeit auf Basis von Kohärenzerhaltung misst. Bemerkenswerterweise differenziert

das Maß auch zwischen verschränkungszerstörenden Kanälen und echten Quanten-

speichern. Für Ein-Qubit-Kanäle beschreiben wir theoretische Schranken und einfache

Messungen, um das Maß näherungsweise zu bestimmen.
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1 Introduction

”Denn wenn man nicht zunächst über die Quantentheorie

entsetzt ist, kann man sie doch unmöglich verstanden haben.“

Niels Bohr

Since physical phenomena had first been explained by their quantum nature more

than a hundred years ago [1, 2], quantum physics has been established as one of

the most well-tested theories, if not the most well-tested theory in science. On the

one hand, the discovery of quantum physics advanced our theoretical knowledge of

the inner workings of nature, explaining how atoms consisting of positively and neg-

atively charged particles can form a stable system. Nowadays, the quantum field

theory known as the Standard Model of particle physics describes three out of the

four fundamental forces: the electromagnetic, weak and strong interactions. Only the

gravitational force is still resisting its reconciliation with quantum theory, however,

recent works suggest that experiments probing the quantum nature of gravity might

be in reach in the near future [3], which may help finding a theory of everything.

On the other hand, quantum physics enabled unprecedented technological progress

through the development of transistors, the semiconductor devices that are the core

components of classical computers, and lasers.

Since the notion of quantum information theory had been termed almost fifty years

ago [4], many scientific efforts have been made to better understand quantum physics

and its relation to information theory. While in the early stages many prominent

physicists, among them Albert Einstein, were quite skeptical towards quantum theory

as a complete description of nature [5], especially because of its probabilistic charac-

ter according to the Copenhagen interpretation, Bell’s seminal work [6] and its recent

loophole-free experimental implementation [7–9] show that it is impossible to find a

macrorealistic, local theory explaining the quantum correlations observed in experi-

ments. Although being a common misunderstanding, spatially separated entangled,

i.e. quantum correlated, particles do not allow for superluminal communication, but

there are also correlations not allowed by quantum theory which still respect special

relativity and prevent superluminal information exchange. Thus, both the boundary

between classical and quantum physics as well as the confinement restricting quan-

tum correlations are subject of ongoing theoretical research. Furthermore, quantum

1



1. Introduction

information theory is on the verge of fulfilling the promise of an entirely new technol-

ogy: quantum computation, Feynman’s idea to efficiently simulate quantum particles

using a well-controlled quantum system - the computer [10]. This idea inspired a

wide field of research leading to experiments with highly controllable and manipula-

ble microscopic systems, improved sensing techniques, and powerful ways to speed

up computation, most prominently using Shor’s algorithm that facilitates breaking

the RSA cryptosystem on a digital quantum computer [11]. However, quantum in-

formation exchange also provides a cryptosystem whose security relies merely on the

validity of quantum mechanics [12–14].

There still remain numerous essential concepts which are not yet fully understood

such as entanglement, coherence, and Bell nonlocality, and ground-breaking results

are still discovered, such as the recent breakthrough MIP∗ = RE [15]. This result

establishes an intriguing connection between entanglement, one of the fundamental

phenomena distinguishing quantum from classical physics, and the expressive power

of multiple interactive provers. A classical verifier with limited resources can be con-

vinced of the solution to the Halting Problem for a given program by the all-powerful

quantum provers if the verifier is assured that the provers can share quantum cor-

relations but no correlations which are outside the possibilities of quantum physics.

Quantum entanglement allows the provers to establish a convincing joint argument

while still allowing the verifier to interrogate them independently in a way that pre-

vents them from cheating, i.e., the verifier can exclude the possibility that the provers

try to convince them of a false statement. In Chapter 3 of this thesis, we describe an-

other interesting connection between entanglement and a seemingly unrelated topic,

namely, rank-constraint semidefinite optimization. With this new method, findings

from entanglement theory can be applied to many optimization problems such as

pseudo-boolean optimization, the maximum cut problem of graphs, and the opti-

mization over pure quantum states.

Quantum entanglement is one of the key concepts in quantum information theory

since it is indispensible for basic building blocks of quantum communication like

quantum teleportation, entanglement swapping, and superdense coding as well as

other types of quantum correlations such as steering and Bell nonlocality [16]. For

systems consisting of only two particles, there exists a - up to local unitary trans-

formations - unique maximally entangled state from which any other state can be

reached via local operations and classical communication. Considering more parti-

cles, however, there are different notions of maximally entangled states, that cannot

be interconverted through local operations and classical communication. One of these

notions is the concept of absolutely maximally entangled states, which are pure states

2



with the property that the reduced state of any at most half of the particles is maxi-

mally mixed, i.e., the reduced state contains no information as indicated by its max-

imal von Neumann entropy. Absolutely maximally entangled states do not exist for

every number of particles and local dimension [17]. Based on the method connect-

ing entanglement and rank-constraint semidefinite optimization mentioned above, we

describe in Chapter 4 an algorithmic method that decides the existence of absolutely

maximally entangled states, making it computationally feasible by heavily utilizing

underlying symmetries. Furthermore, we depict in detail how the method can be

used to decide the existence of quantum error correcting codes, a vital tool for reliable

future quantum computation.

Since entanglement is such an invaluable resource for quantum information process-

ing, it is essential to verify the presence of entanglement in experiments. This is

usually not a simple task because it requires precise measurements of highly sensitive

microscopic systems. The number of needed measurements to characterize a quan-

tum state scales exponentially with the number of particles, and hence, it is often not

a viable approach. Instead, a smartly selected small number of easily measurable local

observables is a better strategy. In this work, we consider entanglement detection in

the presence of data scrambling, a measurement error that prevents the association

of measurement outcomes to outcome probabilities, see Chapter 5, as well as efficient

entanglement detection with few measurements such that large confidence regions in

experiments allow for statistically significant entanglement verification, see Chapter 6.

Finally, we describe in Chapter 7 how the quality of quantum memories can be char-

acterized in terms of their ability to preserve the coherence of the stored quantum

state. As indispensible building blocks of future large-scale quantum computers quan-

tum memories preserve quantum states over an extended period of time protecting it

against decoherence through the interaction with the environment. In contrast to

classical bits where bit flips are the source of errors, qubits can additionally undergo

erroneous phase transformations and, depending on the underlying system, also par-

ticle loss is a significant issue. Thus, the validation of a functioning quantum memory

is a lot more complex than the validation of its classical counterpart. Our research ad-

vances the understanding of valuable quantum memories with respect to the amount

of coherence they preserve.

The individual chapters of this thesis are written in a way that they can be read in-

dependently. In Chapter 2, the mathematical foundations to understand this thesis

are explained. Following the presentation in Ref. [18], we highlight the necessary and

helpful prerequisites at the beginning of each subsequent chapter. Each of these main

chapters is strongly based on a corresponding scientific publication replicating most

3
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of the text which has been revised several times already, however, augmented with

insightful supplements and enlightning connections between the different topics.

4



2 Mathematical fundamentals

2.1 Introduction

In this chapter, we introduce the mathematical formalism necessary to understand the

thesis. Although we explain the fundamental concepts, a thorough treatment of every

topic is impossible as some of them fill entire books. However, further references are

given that allow the interested reader to acquire advanced knowledge.

We start with the foundations of quantum mechanics, explaining the underlying ax-

ioms for pure and mixed states. Special attention is given to the theory of measure-

ments and quantum states of multiple systems. Subsequently, we focus on the simplest

quantum system, the two-dimensional qubit and its representation via the Bloch ball.

In addition to the time evolution of closed systems given by the Schrödinger equa-

tion, we discuss quantum channels which describe the general open system dynamics.

We describe the Kraus representation as well as the Choi-Jamiołkowski isomorphism

which allows to transfer properties of quantum states to channels and vice versa. Ex-

amples of single-qubit channels illustrate the concept intuitively.

Having laid out the fundamentals, we introduce two of the most important quan-

tum phenomena, namely, coherence and entanglement. Based on the corresponding

resource theories, we highlight similarities and differences between the two. In par-

ticular, the notion of a maximally resourceful state is examined which breaks down

in the scenario of multipartite, i.e., at least tripartite, entanglement. Moreover, we de-

scribe different methods for entanglement detection such as entanglement witnesses,

positive maps, especially the PPT criterion, and numerical range. In the context of spa-

tial quantum correlations, we also explain the marginal problem as well as quantum

error-correcting codes.

Furthermore, we present semidefinite programming as an exceedingly valuable tool

for numerical and analytical optimization. We spotlight the apparent connection to

quantum physics and describe the Doherty-Parrilo-Spedalieri hierarchy as a striking

5



2. Mathematical fundamentals

example for its application to entanglement theory. Finally, classical entropies and

(their relation to) majorization are introduced as fundamental information theoretic

concepts.

2.2 Quantum mechanics

At the end of the nineteenth and the beginning of the twentieth century, experiments

showed that classical electrodynamics is not sufficient to describe nature at the mi-

croscopic level. Most importantly, the photoelectric effect and black-body radiation

could only be explained with the invention of quantum mechanics. After a rigorous

mathematical foundation was laid out, many more experiments confirmed the newly

developed theory. Up until today, quantum theory became one of the most well-tested

theories of nature.

Throughout this thesis, we restrict ourselves to finite-dimensional quantum systems.

Almost all, if not all, quantum information protocols can be implemented using finite-

dimensional systems and hence, this restriction is not essential. In many cases, even

though there is an infinite-dimensional quantum system accessible such as the energy

levels of an ion or the position of a photon, only a hand full of those energy levels is

used for quantum manipulation and computation or just a finite number of possible

paths is considered, respectively. Nevertheless, there are interesting consequences of

effects when continuous, infinite-dimensional systems are investigated, and it is an

intriguing open question whether nature at the fundamental level is indeed discrete

or continuous. This question is closely related to the problem of unifying quantum

theory and general relativity. The continuous, geometrical character of gravity qual-

itatively differs drastically from the quanta and uncertainty relations appearing in

quantum physics.

2.2.1 The postulates of quantum mechanics

In this introduction, we mainly follow two classic introductions to quantum infor-

mation theory, namely Ref. [19, 20]. Since quantum information obeys and utilizes

the laws of quantum mechanics, we start with explaining the description of physical

systems and their behavior in a quantum world. To do so, we repeat the axioms or

postulates of quantum mechanics. The first postulate concerns the description of a

quantum state. In contrast to classical physics, the state of a quantum system cannot

be described by a collection of its properties such as its position in phase space. In-

stead, a pure quantum state is given by a vector in the, in our case finite-dimensional,

6



2.2. Quantum mechanics

complex Hilbert space CN , where N is the dimension of the system. More precisely,

a pure quantum state corresponds to a whole equivalence class in this space because

quantum states are normalized and hence, we restrict ourselves to vectors of length

1, and an overall complex phase eiϕ is not observable and thus, describes the same

physical state. Mathematically speaking, the space of quantum states is the complex

projective space CPN−1. We will usually use the Dirac notation, also know as bra-ket

notation, where the state vector is notated as a ket vector |ψ〉. The canonical or stan-

dard basis, which is often called computational basis in quantum information theory,

is denoted as |0〉 , |1〉 , . . . , |N − 1〉 and we can express |ψ〉 = ∑j ψj |j〉, where the ψj are

complex numbers and normalization requires ∑j |ψj|2 = 1. The dual vector of |ψ〉 is a

bra vector 〈ψ| = ∑j ψ∗j 〈j|, where the coefficients are given by the complex conjugate,

and the inner product is given by 〈φ|ψ〉 = ∑j φ∗j ψj.

Quantum states are often not completely known. For instance, the delicate prepara-

tion of a quantum state usually introduces errors which might not be negligible or an

attacker of a quantum communication protocol has to work with incomplete informa-

tion. To describe the state of a quantum system in such scenarios, we use the density

matrix introduced by Landau [21] and von Neumann [22]. If the system is known to

be in the pure state |ψj〉 with probability pj, we can describe its state by an ensemble

of pure states {pj, |ψj〉}. However, it turns out that different ensembles cannot always

be distinguished physically. That is why it is sufficient to instead consider the density

matrix

ρ = ∑
j

pj |ψj〉 〈ψj| . (2.1)

We call a state which is not pure, i.e., there is more than one nonzero pj, a mixed

state. By construction, ρ is a positive semidefinite, Hermitian operator of trace one

because of the normalization. We denote these properties by first, the conjugate trans-

pose or Hermitian transpose, i.e., for the Hermitian operator ρ is holds that ρ = ρ†.

Represented in the computational basis, we have that for ρ = ∑i,j ρij |i〉 〈j| the conju-

gate transpose is given by ρ† = ∑i,j ρ∗ij |j〉 〈i|. Second, the eigenvalues of ρ, which are

all real because of the Hermiticity, are all nonnegative, i.e., ρ is positive semidefinite,

denoted as ρ ≥ 0. Finally, normalization requires Tr ρ = 1. Moreover, any positive

semidefinite, Hermitian matrix of trace one can be written in the form of Eq. 2.1 as a

convex combination of projectors using its spectral decomposition. Hence, any such

matrix describes a quantum state. A pure state is then just the projector onto its one-

dimensional subspace |ψ〉 〈ψ|. Note that we also got rid of the global phase eiϕ that

leads to the same physical state since |ψ〉 and eiϕ |ψ〉 yield the same density matrix.

Pure and mixed states can be distinguished mathematically considering the trace of

the squared density operator. It holds that Tr ρ2 = 1 if, and only if, ρ describes a pure

7



2. Mathematical fundamentals

quantum state. Otherwise, we have Tr ρ2 < 1. This is why γ = Tr ρ2 is also known as

the purity of ρ.

The second postulate determines the evolution of a quantum state over time. It states

that a closed quantum system transforms via a unitary transformation, i.e.,

|ψ(t2)〉 = U(t1, t2) |ψ(t1)〉 , (2.2)

where |ψ(t1)〉 and |ψ(t2)〉 are the states of the system at times t1 and t2, respectively,

and U(t1, t2) is a unitary operator meaning it holds that UU† = U†U = 1. The

unitarity ensures that the normalization is preserved over time. The density matrix

transforms appropriately as

ρ(t2) = U(t1, t2)ρ(t1)U†(t1, t2). (2.3)

The continuous evolution of a quantum system is described by the Schrödinger equa-

tion

ih̄
d
dt
|ψ〉 = H |ψ〉 , (2.4)

where h̄ is Planck’s constant and the Hermitian operator H is called the Hamiltonian

of the system. Correspondingly, for mixed states we have that

ih̄
d
dt

ρ = [H, ρ] , (2.5)

where [A, B] = AB− BA denotes the commutator of A and B. This equation is called

the von Neumann or Liouville-von Neumann equation. The time evolution implies

that the stationary states of the closed system are exactly the eigenstates |E〉 of the

Hamiltonian, i.e., H |E〉 = E |E〉, since they only aquire a phase exp(−iEt/h̄), and

statistical mixtures of these pure states. Because the energy is preserved in a closed

system, these states are also referred to as enery eigenstates. Correspondingly, the

lowest energy is called the ground state energy and the respective eigenstate is called

the ground state of the system. For a time-independent Hamiltonian the unitary trans-

formation is given by

U(t1, t2) = exp
[
−H(t2 − t1)

h̄

]
. (2.6)

In this thesis, however, we will usually study unitary evolutions without considering

the underlying Hamiltonian as we will abstract the concrete physical system away

from the information theoretical scenario.

When we talk about the state of a classical system, we usually mean a collection of its

properties such as its position in phase space. In principle, classical physics allows us

to measure each of these properties independently without disturbing the system, or

8



2.2. Quantum mechanics

at least, that they are all well-defined at the same time. However, in quantum physics,

the fundamental description of the state of a system is the state vector or density

operator. To obtain physical properties such as position or momentum, we have to

actively measure the system. In contrast to a passive classical measurement process,

this will change the state of the system and will be different from the unitary time

evolution described above as the measurement apparatus becomes part of the system

for the time of the measurement and hence, the system is not closed anymore. The

third postulate delineates how measurements are described in quantum mechanics.

An observable is a Hermitian operator with spectral decomposition

A = ∑
j

aj |aj〉 〈aj| . (2.7)

The eigenvalues are the possible outcomes that can be obtained through a measure-

ment and the probability of obtaining the outcome aj by measuring the system in the

state |ψ〉 is given by pj = | 〈aj|ψ〉 |2. For a mixed state ρ, the outcome probabilities

are hence given by pj = 〈aj| ρ |aj〉. These so-called von Neumann measurements are,

however, not the most general way of obtaining information from a quantum system.

Instead, we can first add an ancilla system in a well-defined state, let the joint system

evolve unitarily and afterwards measure the state of the ancilla system. Via this pro-

cess which is specified in Naimark’s dilation theorem [23], the possible measurements

in quantum mechanics are given by positive operator-valued measures or POVMs.

A POVM is a collection of so-called measurement operators {Mj}, that satisfy the

normalization ∑j M†
j Mj = 1. The operators Ej = M†

j Mj are called the effects of the

measurement. The probability of obtaining measurement outcome j is then given by

pj = Tr ρEj. The von Neumann measurements characterize the important subclass of

projection-valued measures or PVMs, where all effects are projectors.

After the measurement process, the state of the examined quantum system has changed.

The post-measurement state, however, depends not only on the effects but on the ac-

tual physical implementation of the measurement specified by the measurement op-

erators Mj. For a quantum system in state ρ, it is given by

ρj =
1
pj

MjρM†
j , (2.8)

if outcome j is obtained. In case, one is indifferent to the post-measurement state, it

is enough to consider the measurement effects instead of the measurement operators.

This is the approach taken throughout this thesis. The intriguing prediction of a

discrete set of outcomes often drastically differs from predictions in classical physics.

For instance, the Stern-Gerlach experiment [24] reveals the quantization of the spatial

9



2. Mathematical fundamentals

orientation of angular momentum of silver atoms. Similarly, polarization experiments

with photons show the same effect and, by measuring the change of light intensity

between multiple polarizers, the change of the state through the measurement can be

observed.

Finally, the fourth postulate tells us how to describe a composite physical system

consisting of multiple smaller systems or particles. In many classic books about quan-

tum mechanics, this feature is hidden somewhere in the mathematical framework. If

composite systems are considered, they usually refer to indistinguishable particles,

namely fermions and bosons, and their statistics [25, 26]. In quantum information

theory, however, also composite systems of particles that can, for example, be reliably

distinguished by their spatial distribution is essential. The state space of m systems in

Hilbert spaces H1, . . . ,Hm is given by its tensor product H1 ⊗ · · · ⊗ Hm. This means

that for two systems, one being in state ρ, the other in state σ, the composite system is

in state ρ⊗ σ, or in the computational basis, ρ = ∑i,j ρij |i〉 〈j|, σ = ∑i,j σij |i〉 〈j| and

ρ⊗ σ = ∑
i,j,k,l

ρijσkl |i〉 〈j| ⊗ |k〉 〈l| = ∑
i,j,k,l

ρijσkl |ik〉 〈jl| . (2.9)

Correspondingly, for pure states |ψ〉 = ∑j ψj |j〉 and |φ〉 = ∑j φj |j〉, the composite

system is in the state |ψ〉 ⊗ |φ〉 = ∑i,j ψiφj |ij〉. However, as we will see later when

we discuss quantum entanglement, not every state of the composite system can be

written as the tensor product of local states.

Interestingly, mixed states can be viewed as parts of a pure state on a composite

quantum system. For a state in its spectral decomposition

ρ =
k

∑
j=1

pj |ψj〉 〈ψj| , (2.10)

where k is the rank of the density matrix, a possible purification on a composite system

with an added k-dimensional ancilla, is given by

|φ〉 = ∑
j

√
pj |ψj〉 |j〉 . (2.11)

Indeed, there are infinitely many different purifications, however, the rank of ρ deter-

mines the minimal dimension of the ancilla system. The correct operation to obtain

the original state on part of the system is the partial trace ρ = Tr2 |φ〉 〈φ|, which as a

linear operator can be defined on the computational basis by

Tr2 (|i〉 〈j| ⊗ |m〉 〈l|) = δml |i〉 〈j| , (2.12)

10



2.2. Quantum mechanics

where the subscript indicates the part of the system that is traced out and δml is the

Kronecker delta which is 1 if m = l and 0 otherwise.

To sum up, the postulates of quantum mechanics tell us how to describe the funda-

mental state of a physical system, how it evolves with time, what measurements we

can do to learn about the state and how they change the system, and how we can

describe composite systems consisting of multiple particles.

2.2.2 The qubit

The smallest nontrivial quantum system is two-dimensional, i.e., a single qubit. For

instance, this can be the spin of an electron, the polarization of a photon, or simply

two energy levels of an ion. Qubits are the natural quantum generalization of classi-

cal bits and hence, they usually serve as the fundamental building block of quantum

computers. Higher-dimensional systems are usually referred to as qudits, where the

d indicates the dimension. Sometimes, we also use qutrits, ququarts, or quhex to de-

scribe three-, four-, or six-dimensional quantum systems. In the case of a single qubit,

the computational basis consists only of the vectors |0〉 and |1〉, often also referred to

as spin-up and spin-down. Because a global phase is irrelevant physically, normalized,

pure single-qubit states can be parameterized using two real parameters as

|ψ〉 = cos θ |0〉+ eiϕ sin θ |1〉 . (2.13)

We can interpret the angles θ and ϕ as the polar and azimuthal angle in spherical

coordinates, respectively. Then, the pure states cover the surface of the unit sphere.

To see that we can map the mixed states to the interior of the unit sphere, we introduce

the so-called Pauli matrices:

σ0 = 1 =

(
1 0

0 1

)
, σ1 = X =

(
0 1

1 0

)
,

σ2 = Y =

(
0 −i

i 0

)
, σ3 = Z =

(
1 0

0 −1

)
.

(2.14)

The eigenvectors or eigenstates of Z are exactly the computational basis states, the

eigenstates of X are often denoted as |+〉 and |−〉 and those of Y by |i+〉 and |i−〉.
The Hermitian and unitary Pauli matrices form an orthogonal basis for the Hermitian

2× 2-matrices, i.e., Tr σiσj = 0 if i 6= j. Such a basis does not exist in higher dimensions

as one needs to restrict the requirements to either Hermitian or unitary matrices. A

11
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general mixed state can be represented as

ρ =
1
2
(
1+ λxX + λyY + λzZ

)
=

1
2
(1+ λ · σ) , (2.15)

where positive semidefiniteness requires |λ| ≤ 1 and |λ| = 1 if, and only if, the state

is pure. Hence, we can describe the set of single-qubit states geometrically as the

three-dimensional unit ball. In quantum information theory, it is also known as Bloch

sphere or Bloch ball.

Since qubits form the smallest and simplest quantum system, they are often of special

interest in research and serve as a testbed for more difficult systems. However, many

properties are indeed exclusive to qubits and hence, investigating higher-dimensional

systems can lead to interesting observations.

2.3 Quantum channels

As we have seen, the class of physically implementable measurements grows signifi-

cantly if we allow to utilize an ancilla system and a controlled joint evolution with the

system of interest, namely, instead of PVMs or von-Neumann measurements we have

access to POVMs. Similarly, the time evolution of a closed system is heavily restricted

— it is unitary — compared to the time evolution of open systems, i.e., quantum sys-

tems that transform as parts of a larger closed system. The general time evolution is

a linear map from quantum states of one Hilbert space to quantum states of another

Hilbert space M : L(HA) → L(HB), where L(H) denotes the set of density matrices

on the Hilbert space H. However, not every such map can be realized in quantum

mechanics. The reason is that if only part of a quantum system transforms according

toM, the joint system must remain in a valid quantum state. This means that for

σ = (Idd⊗M) (ρ), (2.16)

where Idd : Hd → Hd is the d-dimensional identity map that maps d-dimensional

quantum states to themselves, it must hold that σ is a physical quantum state, i.e.,

σ ≥ 0 and Tr σ = 1, for any d and any state ρ. In other words,M is a trace-preserving

and so-called completely positive map, also known as a quantum channel.

Definition 2.1. A quantum channelM : L(HA)→ L(HB) is a linear map that is

(i) completely positive, i.e., (Idd⊗M) (ρ) ≥ 0 for any positive semidefinite operator

ρ ∈ L(Hd ⊗HA), ρ ≥ 0.
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2.3. Quantum channels

Figure 2.1: [29] The image of the Bloch sphere (red) of single-qubit maps is an ellip-
soid (blue) with semi-axes λi, displaced by ~κ.

(ii) trace-preserving, i.e., TrM(ρ) = Tr ρ for any positive semidefinite operator ρ ≥
0.

This is why quantum channels are also known as CPTP maps.

An excellent introduction to quantum channels can be found in Ref. [27]. Indeed,

similarly to the relation between POVMs and PVMs, any quantum channel as defined

above can be physically implemented using an ancilla system and unitary time evo-

lution. More precisely, for any quantum channelM : L(HA) → L(HB), there exists a

unitary operator U such that

M(ρ) = TrE

[
U (ρ⊗ |0〉 〈0|)U†

]
, (2.17)

where the dimension of the environment ancilla Hilbert space is dE = dAdB with dA

and dB being the dimensions of the Hilbert spaces HA and HB, respectively, due to

Stinespring’s dilation theorem [28].

2.3.1 Single-qubit channels

The action of single-qubit channels can be well understood in the Bloch picture. Let

the Bloch decomposition of a qubit state be ρ = 1
2 (1+~v ·~σ), where ~v ∈ R3 is required

to have length equal or smaller than 1 in order for ρ to be positive semi-definite, and

~σ = (σx, σy, σz)T with σi being the Pauli matrices. Then, any qubit-qubit quantum

channel corresponds to an affine transformation ~v 7→ Λ~v +~κ with a real matrix Λ

and a displacement vector ~κ [20], where some restrictions on Λ and ~κ apply to ensure

complete positivity. Thus, the image of any single-qubit channel M is given by an
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ellipsoid in the Bloch sphere, where the semi-axes are given by the singular values of

Λ and the ellipsoid is translated by ~κ. The surface is given by the image of the pure

states underM because of linearity (see Fig. 2.1).

Quantum channels are, for instance, used to model noise in quantum systems. In the

following, we consider important examples of single-qubit channels, i.e., HA and HB

are both two-dimensional. First, the depolarizing channel Dp is defined by

Dp(ρ) = p
1

2
+ (1− p)ρ, (2.18)

where 0 ≤ p ≤ 1 characterizes the strength of the noise. In the Bloch picture, the ball

of quantum states is mapped to a ball with smaller radius but the same origin. The

states become more mixed, the purity changes as

γ(Dp(ρ)) =
p2

2
+ p(1− p) + (1− p)2γ(ρ) ≤ γ(ρ). (2.19)

Applying the depolarizing channel is also described by mixing with white noise or

the so-called maximally mixed state 1/2. This channel is also defined for higher-

dimensional Hilbert spaces, however, the maximally mixed state is given by 1/d due

to normalization. Second, the bit flip channel Bp is defined by

Bp(ρ) = pρ + (1− p)XρX, (2.20)

where again 0 ≤ p ≤ 1. A classical bit has only two possible states 0 and 1 and

hence, the only error source is the probabilistic flip of the bit, interchanging the states.

The bit flip channel emulates this behavior for a quantum bit, i.e., the states |0〉 and

|1〉 are interchanged with probability 1− p. The image of the state space under this

operation is a deformed sphere, an ellipsoid generated by the contraction of the sphere

along the y- and the z-axis. The related phase flip channel Pp and the bit-phase flip

channel are defined similarly, however, using the other Pauli matrices Z and Y instead

of X, respectively. They illustrate that errors on quantum computers are more subtle

and multifaceted compared to errors on a classical computer. Finally, the amplitude

damping channel Ap is defined by

Ap(ρ) = E0ρE†
0 + E1ρE†

1 , (2.21)

where the operation elements E0 and E1 are given by

E0 =

(
1 0

0
√

1− p

)
, E1 =

(
0
√

p

0 0

)
. (2.22)

14



2.3. Quantum channels

This channel is important to describe energy dissipation or photon loss as it favors the

ground or no photon state |0〉 over the excited or single photon state |1〉.

2.3.2 Choi-Jamiołkowski isomorphism

Complete positivity of a quantum channel is usually difficult to verify directly be-

cause positivity has to be checked for any dimension of the ancilla system. The Choi-

Jamiołkowski isomorphism [30–32] provides a technique to avoid this difficulty. It

assigns to every CPTP map a quantum state, and to certain quantum states a corre-

sponding quantum channel.

Definition 2.2. For a channelM : L(HA)→ L(HB), the Choi state is defined as

ηM = (Id⊗M) (|φ+〉 〈φ+|), (2.23)

where Id : L(HA)→ L(HA), i.e., ηM ∈ L(HA ⊗HB), and

|φ+〉 = 1√
dA

∑
j
|j〉 |j〉 (2.24)

is the so-called maximally entangled state.

Choi’s theorem on completely positive maps proves that the positivity of ηM is equiv-

alent to the complete positivity of M. Hence, it enables a simple characterization of

quantum channels utilizing the positive semidefiniteness of matrices.

On the other hand, given a Choi state ηM, the action of the corresponding channel can

be calculated as

M(ρ) = dA Tr1

[
ηM

(
ρT ⊗ 1dB

)]
, (2.25)

where ρT is the transpose of ρ. From this equation, it is clear that TrM(ρ) = 1

for all states ρ if and only if TrB ηM = 1/dA, i.e., the partial state on system A of

the joint state ηM is maximally mixed. This condition characterizes the set of Choi

states. Furthermore, a quantum channel M : L(HA) → L(HB) is called unital if

it maps the maximally mixed state of HA to the maximally mixed state of HB or

M(1/dA) = 1/dB. For the Choi state ηM, we have that TrA ηM = 1 if, and only if, the

corresponding channelM is unital.

While we did define the bit-flip and the amplitude damping channel in a way that

can be applied to general matrices as well, this is not the case for our definition of

the depolarizing channel since it is not trace-preserving for operators that are not
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normalized. Hence, it is harder to see how to apply it to part of the state

|φ+〉 〈φ+| = 1
2 ∑

i,j
|ii〉 〈jj| =

1
2 ∑

i,j
|i〉 〈j| ⊗ |i〉 〈j| (2.26)

because Tr |i〉 〈j| = δij. However, with the, for quantum states equivalent, definition

Dp(ρ) = p (Tr ρ)
1

2
+ (1− p)ρ, (2.27)

we obtain ηD = p1⊗ 1/4 + (1− p) |φ+〉 〈φ+| which as the mixture of quantum states

is easily seen to be positive semidefinite and hence, complete positivity for Dp follows.

2.3.3 Kraus representation

The way we defined the depolarizing channel, albeit very intuitive, is quite different

from the way we defined the bit-flip and the amplitude damping channel. As we

saw with the Choi-Jamiołkowski isomorphism, this can complicate computations and

further analysis. Fortunately, there is a standard form for quantum channels called

the Kraus representation [27, 33]. The action of any CPTP mapM : HA → HB can be

written as

M(ρ) = ∑
j

KjρK†
j , (2.28)

where the Kj are called Kraus operators. BecauseM is trace-preserving, we have that

∑j K†
j Kj = 1. Complete positivity follows immediately by construction since

〈ψ|
[
(Id⊗M) (|φ+〉 〈φ+|)

]
|ψ〉 = ∑

j

[
〈ψ| (1⊗ K†

j )
†
]
|φ+〉 〈φ+|

[
(1⊗ K†

j ) |ψ〉
]
≥ 0,

(2.29)

where the inequality follows from the positive semidefiniteness of |φ+〉 〈φ+| as a quan-

tum state. Furthermore, ifM is a unital channel, then it also holds that ∑j KjK†
j = 1.

Although the Kraus representation is not unique, it is straightforward to find a de-

composition into a minimal number of Kraus operators with the property that they

are orthogonal, i.e., Tr K†
i Kj ∝ δij. This is done by considering the (unnormalized)

spectral decomposition of the corresponding Choi state ηM = ∑j |ψj〉 〈ψj|. From the

definition of ηM in Eq. 2.23, we have that

∑
j
|ψj〉 〈ψj| = ∑

j
(1⊗ Kj) |φ+〉 〈φ+| (1⊗ K†

j ), (2.30)

where we can identify |ψj〉 = (1⊗ Kj) |φ+〉 which is always possible, as we will see

in Section 2.5, for states |ψj〉 with Tr1 |ψj〉 〈ψj| = 1/d which is the case for Choi states.
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In the case of the depolarizing channel for single-qubit states, we find such a Kraus

decomposition as

Dp(ρ) =

√
1− 3p

4
1ρ

√
1− 3p

4
1+

√
p

2
Xρ

√
p

2
X +

√
p

2
Yρ

√
p

2
Y +

√
p

2
Zρ

√
p

2
Z. (2.31)

2.4 Coherence

Coherence is one of the distinguishing features of quantum physics compared to clas-

sical physics. In experiments, or generically in physical systems, there is often a dis-

tinct basis given, e.g., by the eigenstates of the underlying Hamiltonian or another

observable, that is protected by conservation laws or superselection rules. This basis

is also known as the classical basis of the system. Then, it is usually much easier to

prepare, manipulate, and measure these basis states and mixtures thereof compared to

superpositions. For instance, consider a single-qubit system with distinguished basis

{|0〉 , |1〉}. The mixture

ρ =
1
2
|0〉 〈0|+ 1

2
|1〉 〈1| (2.32)

is qualitatively very different from the superposition of the basis states

|+〉 = 1√
2
|0〉+ 1√

2
|1〉 , (2.33)

even though, when measured in the preferred basis, they both yield outcome 0 and

1 with probability 1/2 each. Measured in a different basis, e.g., the eigenbasis of the

Pauli operator X, {|+〉 , |−〉}, however, the state ρ yields outcomes + and − with

equal probability while the state |+〉 deterministically yields outcome +. Such su-

perpositions are important for quantum information protocols such as quantum key

distribution [13]. States that are mere mixtures of distinguished basis states are called

incoherent, whereas states that contain superpositions of these basis states are called

coherent. Hence, a coherent state requires superposition to describe it. That is why

superposition and coherence are sometimes used interchangeably.

To quantify the coherence, a resource theory of coherence has been developed that

appropriately characterizes sensible coherence measures [34–36]. Quantum resource

theories naturally share a common structure [37, 38] that can, and has been, applied

to different resources such as coherence, entanglement, and Bell nonlocality [39–43].

This structure consists of, first, free states, i.e., states that are for example easy to

prepare in an experiment and hence, are regarded as resourceless. In the context of

coherence, the free states are obviously the incoherent states. The set of incoherent

states is usually denoted as I . Second, there are free operations that are also easy to
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implement in practice and cannot transform a free state into a resourceful state. For a

resource theory of coherence, the choice of free operations is not unique, however, they

are usually given by the so-called incoherent operations defined as quantum channels

ΦICPTP(ρ) = ∑j KjρK†
j with Kraus operators satisfying

KjIK†
j ⊂ I , (2.34)

for all j, i.e., all the Kraus operators map incoherent states to (unnormalized) incoher-

ent states.

The advantage of quantum resource theories is that they provide natural criteria for

sensible resource measures that quantify the amount of resource present in a quantum

state. The criteria for a coherence measure C : L(H)→ R are given by

C1 C(ρ) = 0 for all ρ ∈ I .

C2.a Monotonicity under incoherent operations: C(ΦICPTP(ρ)) ≤ C(ρ).

C2.b Monotonicity under selective measurements on average: ∑j pjC(ρj) ≤ C(ρ),

where pj = Tr KjρK†
j , ρj = KjρK†

j /pj and the Kraus operators form an incoherent

channel ΦICPTP(ρ) = ∑j KjρK†
j .

C3 Convexity: C(∑j pjρj) ≤ ∑j pjC(ρj) for any probability distribution {pj} and

quantum states ρj.

Resource measures are often also called resource monotones. Coherence monotones

satisfying the above criteria are, for instance, the robustness of coherence [44], the l1-

norm of coherence [45], and the relative entropy measure [46]. The measures differ

from each other in their physical and operational interpretation.

The the l1-norm of coherence intuitively quantifies the amount of superposition using

the off-diagonal elements of the density matrix.

Definition 2.3. The l1-norm of coherence Cl1 of a quantum state ρ ∈ L(H) is defined

by

Cl1(ρ) = ∑
i 6=j
|ρij|. (2.35)

Note that the analogous l2-norm of coherence is indeed not a coherence monotone

[35]. While easy to compute, the l1-norm of coherence does not provide a direct phys-

ical interpretation in terms of an underlying quantum information protocol whose

performance could be measured via this coherence measure. The robustness of coher-

ence, on the other hand, provides such an operational measure of quantum coherence

[47].
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Definition 2.4. The robustness of coherence CR of a quantum state ρ ∈ L(H) is defined

by

CR(ρ) = min
σ∈L(H)

{
t ≥ 0

∣∣∣∣ρ + tσ
1 + t

∈ I
}

. (2.36)

Note that for a single qubit, i.e., a two-dimensional quantum system, we have that

CR(ρ) = Cl1(ρ). Computing the robustness of coherence can be done efficiently using

a semidefinite program as described in Section 2.8 [47]. The operational meaning

associated to this measure becomes apparent by examining the following scenario [44].

In a phase discrimination game, someone, let us call her Alice, prepares a quantum

state ρ ∈ L(H) which subsequently undergoes the transformation

ρ 7→ ρϕ = UϕρU†
ϕ, (2.37)

where Uϕ = exp(iHϕ). Without loss of generality, we consider a Hamiltonian H that

has evenly spaced energy levels, i.e., H = ∑n n |n〉 〈n|. Suppose that there is a finite set

of angles ϕj ∈ R that are imprinted on the quantum state with probability pj. Alice,

however, is unaware of which angle ϕj has actually been encoded and wants to guess it

in an optimal way by measuring the transformed state ρϕ. The most general protocol is

to measure a POVM with effects Ej and returning the outcome of the measurement as

the guess for ϕ. Then, for such a game Θ = {(pj, ϕj)}, the optimal success probability

is given by

psucc
Θ (ρ) = max

{Ej}
∑

j
pj Tr Ejρϕ. (2.38)

The Hamiltonian provides a natural choice for the classical basis. Then, incoherent

states are indeed invariant under Uϕ and hence, the measurement cannot reveal any

information about the underlying ϕj. Thus, the best Alice can do is to guess the

most likely ϕj, yielding a success probability of maxj pj. It turns out that the maximal

quantum advantage that can be reached using a coherent input state for any game is

given by the robustness of coherence [44]

max
Θ

psucc
Θ (ρ)

maxj pj
= 1 + CR(ρ). (2.39)

Thus, this measure has a clear physical interpretation benefiting its usefulness.

In some, but not all, resource theories, there are states that unambiguously contain a

maximal amount of that resource. This is the case if they can be compared with any

other state under the monotonicity conditions, i.e., using free operations, it is possible

to reach any other state from these states. The resource theory of coherence contains
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a set of such states given by [35, 45]

|Ψα〉 = 1√
D

∑
j=0

exp(iαj) |bj〉 , (2.40)

where {|bj〉}D−1
j=0 is the D-dimensional classical basis. Thus, the maximally coherent

states are those that are an equal superposition of all basis states, albeit they might

contain different phases for each basis state.

2.5 Entanglement

While coherence is a feature of quantum mechanics that is assigned to a single sys-

tem, quantum entanglement describes spatial correlations between quantum systems

that are not allowed in classical physics. Also, entanglement is in contrast to coher-

ence independent of the choice of a special basis. The physical spatial separation of

subsystems provides a natural split of the joint quantum state into reduced substates.

It is the most fundamental concept of quantum correlations between spatially sepa-

rated particles that is essential for other correlations such as EPR steering and Bell

nonlocality which are impossible without entanglement. A good introduction to en-

tanglement theory can be found in Ref. [16]. Entanglement between two particles is

already quite remarkable as it plays a crucial role in many quantum information and

quantum computation protocols, however, entanglement between multiple particles

provides a much richer structure that can lead to surprising mechanisms, for instance,

the distribution of entanglement using separable states [48]. Since it is such an inter-

esting and important concept, detecting entanglement and measuring its amount in

experiments is vital. In the following, we present various detection methods and a

resource theory of entanglement that uses physically motivated free operations. Fur-

thermore, we discuss so-called entanglement-breaking channels, which remove any

entanglement present in a quantum state.

2.5.1 Entanglement between two particles

As we have seen, the state space of two particles is the tensor product HA ⊗HB of the

individual particles’ state spaces HA and HB. If the states |ψA〉 ∈ HA and |ψB〉 ∈ HB

of the two systems are uncorrelated, the joint state is also given by their tensor product

|ψA〉 ⊗ |ψB〉, however, there exist states in the joint state space HAB = HA ⊗HB that
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cannot be written as a tensor product. Most prominently, for the two-qubit state

|φ+〉 = 1√
2
(|00〉+ |11〉) , (2.41)

which is known as the Bell state and is the maximally entangled state of two qubits,

it is easy to see that it cannot be written as the tensor product of uncorrelated states,

i.e., it is not separable and hence, it is entangled. The following definition introduces

bipartite entanglement and separability formally for pure states.

Definition 2.5. A state |ψ〉 ∈ HA ⊗HB is called separable if there exist states |ψA〉 ∈
HA and |ψB〉 ∈ HB such that

|ψ〉 = |ψA〉 ⊗ |ψB〉 . (2.42)

It is then also called a product state. Otherwise, |ψ〉 is called entangled.

For a general state

|ψ〉 = ∑
i,j

ψij |i〉 |j〉 , (2.43)

we can determine whether or not it is entangled using the so-called Schmidt decom-

position [19]. The coefficients ψij can be interpreted as a matrix with singular value

decomposition ψ = udv, where u and v are unitary matrices and d is a diagonal

matrix. Then, we have

|ψ〉 = ∑
i,j,k

uikdkkvkj |i〉 |j〉

= ∑
k

dkk

(
∑

i
uik |i〉

)(
∑

j
vkj |j〉

)
= ∑

k
λk |kA〉 |kB〉 ,

(2.44)

where we have introduced new bases |kA〉 = ∑i uik |i〉 and |kB〉 = ∑j vkj |j〉 — orthog-

onality follows from the unitarity of u and v — and identified the so-called Schmidt

coefficients λk = dkk ≥ 0. The number of nonzero Schmidt coefficients is known as the

Schmidt number and measures, in some sense, the amount of entanglement present.

In particular, the state |ψ〉 is a product state if, and only if, its Schmidt number is 1.

A very useful property of the Schmidt number is its invariance under local unitary

transformations as can be seen from the procedure of the singular value decomposi-

tion. Thus, the entanglement of pure states is easy to detect when the state is known.

For mixed states, however, the situation is a lot more involved.
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Definition 2.6. A state ρ ∈ L(HA ⊗HB) is called separable if there exist states |ψj〉 ∈
HA and |φj〉 ∈ HB as well as a probability distribution {pj} such that ρ can be written

as

ρ = ∑
j

pj |ψj〉 〈ψj| ⊗ |φj〉 〈φj| . (2.45)

Otherwise, it is called entangled. Furthermore, ρ is called a product state if there exist

states ρA ∈ L(HA) and ρB ∈ L(HB) such that ρ can be written as

ρ = ρA ⊗ ρB. (2.46)

While product states are completely uncorrelated, separable states contain classical

correlations but no spatial quantum correlations. For a mixed state ρ, there are in-

finitely many possibilities to write it as an ensemble {pj, |ψj〉}, i.e., as a mixture of

pure states

ρ = ∑
j

pj |ψj〉 〈ψj| . (2.47)

The Schrödinger-HJW theorem [49–51] tells us how two different ensembles {pj, |ψj〉}
and {qk, |φk〉} that represent the same quantum state, and hence, are physically indis-

tinguishable, are connected. Namely, the two ensembles represent the same state ρ,

i.e.,

ρ = ∑
j

pj |ψj〉 〈ψj| = ∑
k

qk |φk〉 〈φk| , (2.48)

if, and only if, there exists a unitary matrix u such that

√
pj |ψj〉 = ∑

k
ujk
√

qk |φk〉 , (2.49)

where the smaller ensemble is padded with zero-probability states such that u is a

square matrix. Hence, apart from the spectral decomposition, all other possible en-

sembles have to be checked to ensure that the underlying state is indeed entangled.

This is the reason why entanglement detection is such a vast field of research and

many criteria have been developed to detect it [52].

2.5.2 Multipartite entanglement

As already mentioned, the entanglement structure in multipartite systems is far more

complex compared to bipartite systems. With three (or more) particles, there are dif-

ferent notions of entanglement. First, there are states |ψA|B|C〉 that are fully separable,

i.e.,

|ψA|B|C〉 = |ψA〉 ⊗ |ψB〉 ⊗ |ψC〉 . (2.50)
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Second, one can consider a fixed bipartition of the three particles and the bipartite

entanglement between them, i.e., between particle A and particles BC and so on, often

written as A|BC, B|AC, and C|AB. A so-called biseparable state |ψA|BC〉 with respect

to the bipartition A|BC, for instance, can be written as

|ψA|BC〉 = |ψA〉 ⊗ |ψAB〉 , (2.51)

where |ψAB〉 might be entangled. Finally, |ψ〉 is called genuine tripartite entangled

if it cannot be written in such a biseparable form. Three-qubit examples for genuine

tripartite entangled states are the GHZ [53, 54] and the W state [55, 56]

|GHZ3〉 =
1√
2
(|000〉+ |111〉) , (2.52)

|W3〉 =
1√
3
(|001〉+ |010〉+ |100〉) . (2.53)

A mixed state ρA|B|C is called fully separable if it can be written as the mixture of fully

separable pure states. Furthermore, the mixture of biseparable pure states which are

biseparable w.r.t. a fixed bipartition are biseparable mixed states w.r.t. this partition.

For example,

ρA|BC = ∑
j

pj |ψA|BC
j 〉 〈ψA|BC

j | (2.54)

is biseparable w.r.t. the bipartition A|BC. Convex combinations of biseparable states

w.r.t. different bipartitions are simply called biseparable. Mixed states which are not

biseparable are then genuine tripartite entangled.

Extending the concept of multipartite entanglement naturally to more particles leads

to even more involved structures. Importantly, the definition of fully, bi-, tri-, and

so on separable mixed states yields convex subsets of the state space. This is why

entanglement witnesses are a vital tool in the detection of the different forms of en-

tanglement.

2.5.3 Entanglement witnesses

Entanglement witnesses are Hermitian operators and as such, they are observables

that can be measured in experiments. This feature makes them a resource-saving tool

for entanglement detection, although they do not give direct access to the amount of

entanglement present in a quantum state. Formally, they are defined as follows.
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Definition 2.7. An entanglement witness W is an observable that first, yields a non-

negative expectation value for separable states, i.e.,

〈W〉ρsep = Tr Wρsep ≥ 0, (2.55)

and second, there exists an entangled state ρ with a negative expectation value

〈W〉ρ = Tr Wρ < 0. (2.56)

States with a negative expectation value are said to be detected by the corresponding

entanglement witness.

In this context, separability can mean full separability or biseparability or triseparabil-

ity and so on, depending on the underlying quantum system.

Thus, in an experiment, the measurement of a negative expectation value indicates the

presence of entanglement. An entanglement witness defines via Tr Wρ a hyperplane

in the space of density matrices with Hilbert-Schmidt inner product 〈A, B〉 = Tr AB,

and hence, also in the space of density matrices. Such a hyperplane geometrically

splits the state space into two parts. On the one hand, for entanglement witnesses,

separable states can only be found on one side of the corresponding hyperplane. On

the other hand, for any entangled state outside the convex set of separable states, there

exists a hyperplane separating the entangled state from the separable states, and this

hyperplane can be defined by an entanglement witness detecting the entangled state

[52].

Obviously, for a given entangled state, there are different entanglement witnesses that

detect it. Entanglement witnesses are the better the more states they detect. More

formally, an entanglement witness W1 is called finer than a witness W2 if it detects

at least all the states that are detected by W2. This is equivalent to the existence of a

positive semidefinite operator P 6= 0 such that

W2 = W1 + P. (2.57)

An entanglement witness is called optimal if there is no entanglement witness that

is finer. However, it is very difficult to check this optimality condition in practice. A

weaker property that characterizes the optimality, sometimes called weak optimality,

is the condition that there exists a separable state with Tr Wρsep = 0. This necessary

condition for the optimality of W can be easily interpreted geometrically as a hyper-

plane that touches the set of separable states [52].
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2.5.4 Positive maps and the PPT criterion

We have seen that quantum channels are completely positive, trace-preserving maps

such that applying them to part of a quantum system always yields a physical state

(Id⊗M) (ρ) ≥ 0. (2.58)

Linear positive maps M, i.e., M(ρ) ≥ 0 for all quantum states ρ, that are not com-

pletely positive in general only satisfy the above relation if the state that is transformed

is separable. This is because for a separable state

ρsep = ∑
j

pj |ψj〉 〈ψj| ⊗ |φj〉 〈φj| , (2.59)

due to linearity, we have that

(Id⊗M) (ρsep) = ∑
j

pj |ψj〉 〈ψj| ⊗M(|φj〉 〈φj|) ≥ 0. (2.60)

Thus, applying a positive map to part of a quantum state detects its entanglement if

the resulting operator is not positive semidefinite. Indeed, for any entangled state,

there exists a positive map detecting it with this procedure [57].

A very prominent example of such a positive map is the partial transpose. Writing a

state ρ in the computational basis

ρ = ∑
i,j,k,l

ρij,kl |i〉 〈j| ⊗ |k〉 〈l| , (2.61)

its partial transpose on the second subsystem is given by

ρTB = ∑
i,j,k,l

ρij,kl |i〉 〈j| ⊗ |l〉 〈k| . (2.62)

Thus, we transpose the operators on the second part of the system. Although, the

partial transpose w.r.t. a different basis yields a different state, the positivity, and more

generally the spectrum, of the resulting state is independent of the underlying basis.

The entanglement criterion ρTB ≥ 0 is known as PPT criterion or Peres-Horodecki

criterion, originally introduced in Ref. [58].

Especially for bipartite systems, the PPT criterion is a very powerful tool to detect

entanglement. For two-qubit and qubit-qutrit states, it is indeed sufficient for entan-

glement detection [57], i.e., a two-qubit or qubit-qutrit state is entangled if, and only if,

its partial transpose is positive semidefinite. Hence, the separability problem for these

25



2. Mathematical fundamentals

small dimensions is solved with this simple characterization. In higher dimensions,

however, this is not the case [59] and the separability problem becomes NP hard to

solve [60, 61]. Then, the best we can do is to find a hierarchy that can, in principle,

detect all entangled states and detects more states with each level of the hierarchy. In

Section 2.8, we introduce such a hierarchy found by Doherty, Parrilo, and Spedalieri

[62, 63].

2.5.5 Resource theory of entanglement

So far, we have seen various methods to detect entanglement that is present in some

quantum state. To quantify the amount of entanglement, however, so-called entangle-

ment measures are necessary. For a constructive approach to find such measures, it is

useful to consider a resource theory of entanglement similar to the resource theory of

coherence discussed in Section 2.4. Naturally, the separable states form the set of free

states as they do not contain any spatial quantum correlations. The free operations are

those that can be done easily in experiments. Considering spatial correlations, local

operations are regarded as simple and thus, belong to the free operations. Further-

more, as we are interested in quantum correlations, classical communication, which,

of course, can generate classical correlations, is also part of the free operations. The set

of LOCC, short for local operations and classical communication, is hence physically

well-motivated. However, its mathematical characterization is very involved since an

unbounded number of rounds of communication might be necessary for certain en-

tanglement transformations [64].

Analogously to the criteria for a sensible coherence measure, this resource theory of

entanglement allows us to do the same for entanglement measures. The criteria for an

entanglement measure E : L(H)→ R are given by

E1 E(ρ) = 0 for all separable states ρ ∈ SEP.

E2 Monotonicity under LOCC operations: E(M(ρ)) ≤ E(ρ) for all quantum states

ρ and all LOCC operationsM.

E3 Convexity: E(∑j pjρj) ≤ ∑j pjE(ρj) for any probability distribution {pj} and

quantum states ρj.

Since entanglement describes the spatial quantum correlations, there are other useful

criteria that are sometimes regarded necessary for an entanglement measure [65, 66].

Namely, there are additivity and subadditivity,
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E4 Additivity: E(ρ⊗n) = nE(ρ), i.e., n copies of a quantum state contain n times the

amount of entanglement compared to a single copy.

E5 Subadditivity: E(ρ⊗ σ) ≤ E(ρ) + E(σ) for all quantum states ρ and σ, i.e., two

uncorrelated states do not contain more entanglement than the individual states

together.

as well as a stronger version of (E1),

E1’ E(ρ) = 0 if, and only if, ρ ∈ SEP.

which leads, however, to an entanglement measure that is NP-hard to compute as it

decides the separability problem. A measure satisfying (E4) is called extensive. There

is no common agreement on what criteria are necessary for an entanglement measure

or entanglement monotone, for which criterion (E2) is sometimes regarded sufficient.

An important feature of entanglement measures, that is sometimes added as an ex-

tra criterion, is their invariance under local unitary (LU) operations. LU invariance

follows from (E2) since local unitaries are reversible local operations.

As in the resource theory of coherence, there exists a (up to local unitaries) unique

bipartite maximally entangled state

|φ+〉 = 1√
d

∑
j
|jj〉 , (2.63)

where d is the local dimension of the subsystems, i.e., using local operations and classi-

cal communication any other quantum state can be reached [67]. Hence, it can be used

for any bipartite quantum information protocol that allows for classical communica-

tion, independent of which state is actually needed, making |φ+〉 the unambiguously

most valuable resource. This state is often referred to as the maximally entangled state.

In the multipartite scenario, there is no such concept, i.e., a maximally entangled state

does not exist [56]. For instance, in the case of three qubits, there are two states that

are incomparable and there is no LOCC operation to reach them from another state.

These are the W- and GHZ-state introduced in Eqs. (2.52,2.53).

2.5.6 Entanglement-breaking channels

In Chapter 7, we will discuss quantum memories, which are an essential part of future

universal quantum computers. In essence, a quantum memory is a quantum channel
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that preserves a quantum state rather well. In contrast, a so-called entanglement-

breaking channel M is a channel that destroys the entanglement between any trans-

formed state and other systems, i.e.,

(Id⊗M) (ρ) ∈ SEP, (2.64)

for all states ρ. Fortunately, there is a simple characterization of entanglement-breaking

channels. Indeed, they are exactly the so-called measure-and-prepare channels [68,

69].

Definition 2.8. A measure-and-prepare channelM : L(HA)→ L(HB) is a CPTP map,

i.e. a quantum channel, whose action can be written as

M(ρ) = ∑
j

Tr(Ejρ)ρj, (2.65)

where the Ej are the effects of a POVM and the ρj are arbitrary quantum states.

Furthermore, a quantum channel is entanglement-breaking if, and only if, the corre-

sponding Choi state is separable [69]. The description as measure-and-prepare chan-

nels also allows for a physical interpretation. Entanglement-breaking channels can

be implemented by measuring the quantum state and, depending on the measure-

ment outcome, prepare some other state. As such, they provide very bad quantum

memories since they do not store any quantum information.

Although the PPT criterion is not a sufficient entanglement criterion in higher di-

mensions, there might be an interesting connection to separability in the context of

entanglement-breaking channels. Quantum channels M that map all states to states

with a positive semidefinite partial transpose are known as PPT channels, i.e.,

(M(ρ))TB ≥ 0, (2.66)

for all states ρ. It has been conjectured that applying such a channel twice yields a

measure-and-prepare channel, i.e., the compositionM◦M is entanglement-breaking

[70]. Although it has been proved for some special cases [70–72], a general treatment

is still missing.
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2.6 Numerical range

The numerical range was originally introduced as the Wertvorrat W of a complex

square matrix A defined by [73]

W(A) = {〈ψ| A |ψ〉 | 〈ψ|ψ〉 = 1} , (2.67)

which forms a convex set of complex numbers, where convexity follows from the

Hausdorff-Toeplitz theorem [73, 74]. Beyond this original formulation, we are inter-

ested in the joint (restricted) numerical range L of multiple observables A1, A2, . . . , Am,

i.e. Hermitian matrices,

LX(A1, . . . , Am) =
{
(Tr ρA1, . . . , Tr ρAm)

T
∣∣∣ ρ ∈ X

}
, (2.68)

where X restricts the accessible set of normalized quantum states and is, for instance,

the set of all quantum states ALL of given dimension, that of PPT states or that of

separable quantum states SEP. If X = ALL, we sometimes simply omit the subscript

to improve readability. In the case of two Hermitian observables A1, A2 and X = ALL,

we indeed recover the Wertvorrat W(A) with A1 = (A + A†)/2 and A2 = −i(A −
A†)/2 because LALL(A1, A2) is clearly the convex hull of W(A) due to C and R2 being

isomorphic and the convexity of W(A) then implies that LALL(A1, A2) and W(A)

describe the same set of numbers.

In Chapter 6, we explicitly compute the separable and general numerical range for

various examples. The smallest instance is a single Hermitian observable and the

correponding numerical range a line connecting the minimal and maximal eigenvalue,

i.e., L(A) = [λmin(A), λmax(A)]. In contrast, the separable numerical range is given by

the optimization problem

LSEP(A) =

[
min
ρsep

Tr Aρsep, max
ρsep

Tr Aρsep

]
, (2.69)

which is, in general, not easy to solve. For instance, it is not known what the minimal

relative one-dimensional volume of LSEP is compared to LALL.

In quantum information theory, the concept of restricted numerical range is useful to

detect features that distinguish quantum from classical physics. In Ref. [75], various

applications are considered. For given observables, in the case of ensemble mea-

surements with access only to the expectation value, the numerical range provides a

collection of all measurement information for different quantum states corresponding
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to different points in the underlying real vector space. Even when projective measure-

ments or POVMs are considered, the (restricted) numerical range of the effects pro-

vides full measurement information since the expectation value with an effect yields

the related outcome probability. For a small number of observables, it also conveys

an intuitive visualization of the measurement information that neglects inaccessible

information due to a restricted measurement apparatus.

A different perspective is to view the (restricted) numerical range as an affine pro-

jection of the (restricted) state space with Hilbert-Schmidt norm. This point of view

can reveal interesting geometric properties of the (restricted) state space investigating

manageable small dimensions. The structure of higher-dimensional Hilbert spaces

is much richer than the Bloch ball for a single qubit. For example, the boundary is

partly flat and contains mixed states which can be visualized using low-dimensional

projections.

It is also interesting to examine nonconvex sets of states such as pure or mixed product

states, yielding what is referred to as product numerical range. This leads, however,

to likewise nonconvex numerical ranges which tend to be difficult to investigate. As

the convex hull of the corresponding pure state numerical ranges yields the numerical

range of mixed quantum states, it is nevertheless a method to facilitate computation.

For instance, for two Hermitian observables A1 and A2, there is a known procedure to

compute the joint numerical range for X = ALL [76–78] which we use in Chapter 6.

The so-called generating line C(A1, A2) is defined via its dual (line) equation

det (uA1 + vA2 + w1) = 0, (2.70)

where ux + vy + w = 0 is the equation of a supporting line to C(A1, A2) in the x-

y-plane, i.e., in the numerical range space. The numerical range itself is then given

by the convex hull of its generating line [76, 77]. To obtain an explicit expression for

the generating line, a usual procedure is to dehomogenize Eq. (2.70) by setting either

u = 1 or v = 1, and replace w by w = −ux − y. In the latter case, an expression for

the generating line is then given by the solution to the equations

F(u, x, y) = det [uA1 + A2 − (ux + y)1] = 0 (2.71)

and ∂F/∂u = 0 [78].
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2.7 The marginal problem and quantum codes

In the introduction to quantum mechanics, we described how the state of a subsystem

is obtained from the joint quantum state via the partial trace. This quantum channel

is straightforward to compute if the joint state is known as it contains all information

about the investigated physical system. Considering the maximally entangled state

|φ+〉, the marginal states, i.e., the states of the subsystems, are maximally mixed and

hence, do not contain any information even though the state of the joint system is

pure. Hence, the connection between the whole and its parts of a system is especially

relevant to quantum physics [18], and it manifests itself in the quantum marginal

problem.

The marginal problem is the question whether or not, given a set of marginal states

ρS1 , ρS2 , . . . , ρSm on subsystems S1, S2, . . . , Sm ⊂ S, there exists a joint state ρS such that

TrS\Sj
ρS = ρSj , (2.72)

for all j = 1, . . . , m where S \ Sj denotes the complement of Sj relative to S, i.e., a

global state with the desired marginals. In the case of maximally mixed marginals

ρA = 1/d and ρB = 1/d, there are many possibilities for a global state such as (one

of) the maximally entangled state(s) ρAB = |φ+〉 〈φ+| or the maximally mixed state

ρAB = 1/d2.

Thus, apart from the existence, it is also insightful to investigate the uniqueness of such

a solution. Moreover, restrictions on the global state are usually necessary to make the

marginal problem appealing. In particular, forcing the joint state to be pure leads,

e.g., to the concept of absolutely maximally entangled (AME) states. We consider this

type of marginal problem in Chapters 3 and 4. This restriction makes the marginal

problem substantially harder to tackle and previously, it has only been solved in the

case of disjoint subsets Sj, i.e., nonoverlapping marginals [79].

2.7.1 AME states

An important class of quantum states whose definition is closely linked to certain

marginal problems is that of absolutely maximally entangled, or short AME, states.

Definition 2.9. An AME state of n particles and local dimension d is a pure state

|AME(n, d)〉S where marginals with at most half of the particles are maximally mixed,

i.e.,

TrT |AME(n, d)〉 〈AME(n, d)| = 1

dn−|T| , (2.73)
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for all T ⊂ S with |T| ≤ bn/2c.

Due to the Schmidt decomposition it is clear that Eq. (2.73) cannot hold if T contains

more than half of the particles as the corresponding marginal state is not of full rank.

From the perspective of the marginal problem, AME states are the natural multipartite

extension to the bipartite maximally entangled states. In contrast to bipartite systems,

however, it is not possible to reach any other quantum state via LOCC. As we have

seen, the concept of a maximally entangled state breaks down already at three particles

because the GHZ state, which is an AME state of three qubits, and the W state are

incomparable. Furthermore, AME states do not exist for arbitrary number of particles

and local dimensions. The existence problem of AME states is indeed an outstanding

challenge. A regularly updated summary of known results can be found in Ref. [17].

Since AME states are maximally entangled with respect to any bipartition, they serve

as essential resource for various quantum information protocols such as quantum

secret sharing and open-destination quantum teleportation [80, 81].

2.7.2 Quantum error-correcting codes

In a classical computer, the only error possible is the bit-flip. If errors on individual

bits occur independently, they can be corrected using a so-called repetition code. The

simplest version is to copy the bit two times such that a single bit is represented by

three bits and the states 0 and 1 are encoded as 000 and 111, respectively. Then, in

the most probable erroneous scenario, only one of the bits is affected and the original

state can be recovered by majority vote.

In a quantum computer, however, the possible errors not only comprise a continu-

ous set, but also the no-cloning theorem [82] prevents the use of a repetition code,

and syndrom measurements that detect an error might destroy the encoded quantum

information. Unfortunately, errors are ubiquitous in quantum computing because of

decoherence due to interaction with the environment. Surprisingly, quantum error

correction is still possible [83, 84].

Mathematically, a set of possible error operators Eµ might be applied to the code state

|ψ〉 through erroneous quantum computation. Single-qubit errors are, for instance, the

bit-flip and phase-flip error but also any other rotation on the Bloch sphere. Although

the set of error operators is usually continuous, it can be reduced to a finite set of

operators for finite-dimensional quantum systems whose successful correction implies

also that any linear combination is corrected effectively [19].
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Typically, a K-dimensional quantum system is encoded into a K-dimensional subspace

Q of n particles with local dimension d via a unitary map. The errors on the individ-

ual parties are assumed to be independent due to the spatial separation. Then, it is

particularly helpful to assume that errors only affect a limited number of particles at

a time which leads to the following definition.

Definition 2.10. An ((n, K, m + 1))d error-correcting code encodes a K-dimensional

quantum system into a subspace Q of n d-dimensional particles such that all errors of

the form

E = M1 ⊗M2 ⊗ · · · ⊗Mn, (2.74)

where the number of Mj 6= 1 is at most m, are successfully corrected by the underlying

recovery channel. The code is said to have minimum distance m + 1.

The existence of an ((n, K, m + 1))d error-correcting code is equivalent to the existence

of a K-dimensional subspace Q such that for all states |ψ〉 ∈ Q it holds that

TrT |ψ〉 〈ψ| = ρT, (2.75)

for all collections of subsystems T with n− |T| ≤ m, where ρT is independent from

|ψ〉 [85, 86]. Furthermore, a so-called pure ((n, K, m+ 1))d error-correcting code where

distict errors map any code state to orthogonal states exists if, and only if, Eq. (2.75)

holds with ρT being the maximally mixed state for all T. Thus, the existence of an

AME(n, d) state is equivalent to the existence of a pure ((n, 1, bn/2c + 1))d error-

correcting code.

An important necessary condition for the existence of quantum codes is the quantum

Singleton bound [85, 87].

Theorem 2.11. If there is an ((n, K, m + 1))d error-correcting code, then K ≤ dn−2m.

This result limits the distance that can be reached for an otherwise fixed quantum

code. Quantum error-correcting codes that meet the Singleton bound are known as

maximum-distance separable (MDS) codes.

2.8 Semidefinite programming

Optimization problems are ubiquitous in science and quantum information theory is

no exception. Finding optimal states, channels, and quantum information protocols

is essential to advance our understanding of quantum physics. Some of the typical
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problems such as the separability problem are NP hard to solve [60, 61], meaning that

there is most likely no efficient, i.e. polynomial time, algorithm. At the other end of the

spectrum, linear programs are optimization problems with a linear objective function

subject to linear equality and inequality constraints. Indeed, any linear program can

be solved in polynomial time [88].

In quantum information theory, however, a natural constraint that is omnipresent is

the positive semidefiniteness of a matrix since this is one of the conditions that define

a quantum state. Although such a constraint is apparently not linear, there is a larger

class of optimization problems, namely the class of so-called semidefinite programs

(SDPs), that allows semidefinite constraints and is still efficiently solvable [89]. A

comprehensive review of the theory and applications of semidefinite programs can be

found in Ref. [90].

2.8.1 Duality

Formally, any semidefinite program can be written in the standard form

min
x

c · x

s.t. F0 + ∑
j

xjFj ≥ 0,
(2.76)

where c is a constant vector defining the objective function and the Fj are matrices and

hence, the inequality denotes positive semidefiniteness. Linear inequalities can be im-

plemented via blockwise diagonal matrices Fj and equalities through the combination

of two inequalities. Further examples such as rewriting convex quadratic constraints

in terms of linear matrix inequalities can be found in Ref. [90] The above standard

form is also referred to as primal problem. Consequently, the corresponding dual

problem is defined by
max

Z
− Tr F0Z

s.t. Tr FjZ = cj, for j > 0,

Z ≥ 0.

(2.77)

It is easy to see that the solution of the dual problem provides a lower bound to the

solution of the primal problem because

− Tr F0Z ≤∑
j

xj Tr FjZ = ∑
j

xjcj = c · x, (2.78)

where the inequality follows from the positivity of Z and the constraint of the primal

problem. Likewise, this also means that the solution of the primal problem provides
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an upper bound to the solution of the dual problem. The difference between the

optimal solutions is known as duality gap.

Although the primal and dual SDP are not guaranteed to have the same optimal

value, there are sufficient conditions implying what is called strong duality. Most

prominently, we have Slater’s condition for semidefinite programs [91, 92].

Theorem 2.12. The optimal solution of the primal and dual problem in Eqs. (2.76,2.77),

respectively, coincide if one of them is strictly feasible. That means that either there is a vector

x such that F0 + ∑j xjFj > 0 is positive definite or a positive definite matrix Z > 0 satisfying

Tr FjZ = cj for all j > 0.

Note that, unless both the primal and dual problem are feasible, it can happen that

one of the problems is strictly feasible but unbounded and the other is infeasible.

To solve an SDP in practice, the dual problem is computed automatically and both

problems are numerically solved in parallel using an interior-point method [90]. As

intermediate feasible points provide bounds for the optimal value, it can be computed

up to the desired accuracy if strong duality holds, which is commonly the case in

practical scenarios. Sometimes the exact solution can be obtained analytically. If one

finds feasible points to the primal and dual problem with the same objective value,

they must be optimal. In other words, they provide a certificate for the optimality of

the solution. Even if one does not find optimal solutions, any feasible point provides

an analytical upper or lower bound to the optimal solution.

2.8.2 The Doherty-Parrilo-Spedalieri hierarchy

An important application of semidefinite programming in entanglement theory is the

Doherty-Parrilo-Spedalieri (DPS) hierarchy for bipartite entanglement detection [62,

63]. By definition, any separable state ρsep can be written as

ρsep = ∑
j

pj |ψj〉 〈ψj| ⊗ |φj〉 〈φj| , (2.79)

and hence, it can be mathematically extended to a fully separable state of more parties

as

ρ
(n)
sep = ∑

j
pj |ψj〉 〈ψj| ⊗ |φj〉 〈φj|⊗n (2.80)

for any n > 1, called a symmetric extension of ρsep to n copies satisfying first, that the

marginal on the first two particles is given by the original state, i.e.,

TrS\{A,B} ρ
(n)
sep = ρsep, (2.81)
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and second, that it is is symmetric under permutations of the copies, i.e.,

(1A ⊗ Pσ) ρ
(n)
sep (1A ⊗ Pσ) = ρ

(n)
sep, (2.82)

for any permutation σ of n elements and the corresponding permutation operator

Pσ = ∑i1,...,in
|σ(i1, . . . , in)〉 〈i1, . . . , in|. It turns out that not only there exists a symmetric

extension for any separable state but also for any entangled state, there is an n > 1

such that no extension can be found that satisfies the two conditions [62, 63].

Theorem 2.13. A bipartite state ρ ∈ L(HA ⊗ HB) is separable if, and only if, for every

n ∈ dN there exists a symmetric extension ρ(n) satisfying the conditions in Eqs. (2.81,2.82).

These conditions can apparently be checked by an SDP for fixed n. That is why this

result is commonly referred to as a hierarchy of semidefinite programs to decide the

separability problem. As we noted before, the separability problem is in general NP

hard to solve, and hence, the level of the hierarchy n to detect entanglement for some

states can be quite large.

To improve entanglement detection via the DPS hierarchy, it is helpful to add further

constraints to the SDPs that are satisfied by the natural extension of separable states

in Eq. (2.81). For instance, the symmetry constraint in Eq. (2.82) can be replaced by

the stronger condition that ρ(n) must live in the corresponding symmetric subspace,

i.e., (1A ⊗ Pσ)ρ
(n)
sep = ρ

(n)
sep for any permutation σ. Furthermore, any linear or semidefi-

nite separability criterion can be added since the natural extension is fully separable.

Typically, the extension is required to have a positive partial transpose with respect

to all bipartitions. Then, the DPS hierarchy can be viewed as an extension of the PPT

criterion.

2.9 Classical entropy and majorization

As the term quantum information theory suggests, it is about the interplay between

quantum physics and information theory. Hence, it should come as no surprise that

information theoretic concepts such as entropy play an essential role. Entropy quan-

tifies the amount of uncertainty of a random variable before an outcome is obtained

and, from a different perspective, it is the average information gained when learning

the variables’ value [19, 20]. The Shannon entropy defined by [93]

S({pj}) = −∑
j

pj log pj, (2.83)

36



2.9. Classical entropy and majorization

which, if the logarithm is taken with base 2, operationally yields the average number

of bits needed to communicate the outcome of the underlying random variable. Note

that for pj = 0, the corresponding summand in the Shannon entropy in Eq. (2.83) is

set to 0 in agreement with the related limit.

In the context of quantum information theory, the random variable is usually the mea-

surement of a quantum state. For instance, Heisenberg’s famous uncertainty principle

[94] can be generalized in an entropic formulation. A good survey on entropic uncer-

tainty relations can be found in Ref. [95]. A well-known entropic uncertainty relation

is the following result by Maassen and Uffink [96],

S(A) + S(B) ≥ log
1
c

, (2.84)

where A and B are observables with eigenvectors |a〉 and |b〉, respectively, and S(A) =

S({〈a| ρ |a〉}) for some state ρ. Finally, c is the maximal overlap between any eigen-

vectors of A and B, i.e., c = max | 〈a|b〉 |2. What makes this inequality so powerful is

that it is independent of the quantum state ρ that is considered in the measurements,

as long as it is the same for both observables.

Apart from the Shannon entropy, there are other information measures such as the

Tsallis-q entropy [97]

S(q)({pj}) =
1

q− 1

(
1−∑

j
pq

j

)
, (2.85)

and the Rényi-α entropy [98]

Hα({pj}) =
1

1− α
log

(
∑

j
pα

j

)
, (2.86)

which are monotonic functions of each other for q = α. While values related to the

Tsallis entropy are easier to compute as they avoid logarithms, Rényi entropies are

additive, i.e., Hα(p⊗ q) = Hα(p) + Hα(q). In the limits q, α→ 1, both converge to the

Shannon entropy.

Independent from the concrete choice of information measure, the concept of ma-

jorization provides an intuitive way to characterize how chaotic a random variable is

and thus, a partial order on probability distributions [20]. A probability vector p is

said to be majorized by another probability vector q, i.e. p ≺ q, if

k

∑
j=1

p↓j ≤
k

∑
j=1

q↓j , (2.87)
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for all k = 1, 2, . . . , where p↓ and q↓ are vectors with the same components as p and q,

respectively, but the components are sorted in decreasing order. In this partial order,

there is a (up to permutations) unique maximum and minimum given by the flat and

a deterministic distribution. A function f is called Schur concave if f (p) ≥ f (q) for all

p ≺ q. All the introduced entropies satisfy this relation illustrating the independence

of majorization from a concrete information measure.
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3 Quantum-inspired hierarchy for

rank-constrained optimization

Prerequisites

2.2 Quantum mechanics

2.5 Entanglement

2.7 The marginal problem and quantum codes

2.8 Semidefinite programming

2.9 Classical entropy and majorization

3.1 Introduction

The main parts of this chapter have been published as Publication (D) [99]. The math-

ematical theory of optimization has become a vital tool in various branches of science.

This is not only due to the fact that some central problems (e.g., finding the ground

state energy of a given Hamiltonian in condensed matter physics) are by definition

optimization problems, where mathematical methods can directly be applied. It also

turned out that other physical problems, which are not directly optimizations, can be

reformulated as optimization tasks.

Recently, many efforts have been devoted to so-called semidefinite programs (SDPs),

which is a class of highly tractable convex optimization problems as described in Sec-

tion 2.8. In quantum information theory, they have been used to characterize quan-

tum entanglement via the DPS hierarchy [62] and quantum correlations [100]. In

condensed matter physics, SDPs are relevant for solving ground-state problems [101].

In conformal field theory, they have been employed for bootstrap problems [102]. In

fact, SDPs also found widespread applications in more general topics beyond physics,

examples include the Shannon capacity of graphs [103] and global polynomial opti-

mization [104, 105].
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3. Quantum-inspired hierarchy for rank-constrained optimization

In many cases, however, one cannot directly formulate an SDP, as some non-convex

constraints remain. Well-known examples are the characterization of quantum cor-

relations for a fixed dimension [106, 107], the determination of the faithfulness of

quantum entanglement [108], the ground state energy in spin glasses [109], and com-

pressed sensing tomography [110]. Interestingly, these non-convex optimization prob-

lems share a common structure: They can be formulated as SDPs with an extra rank

constraint. Apart from these physics examples, rank-constrained optimizations are

also widely-used in signal processing, model reduction, and system identification

[111]. All these applications demonstrate that to achieve significant progress, it would

be highly desirable to develop techniques to deal with rank constraints in SDPs.

In the following, we provide a method to deal with rank constraints based on the

theory of quantum entanglement. More precisely, we prove that a large class of rank-

constrained SDPs can be written as a convex optimization over separable two-party

quantum states. Based on this, a complete hierarchy of SDPs can be constructed.

In this way, we demonstrate that quantum information theory does not only bene-

fit from ideas of optimization theory, but the results obtained in this field can also

be used to study mathematical problems (like the Max-Cut problem) from a fresh

perspective. Notably, unlike widely-used local optimization methods [112, 113], our

method can give global bounds for the rank-constrained optimization. This makes our

method especially useful for certification problems in quantum information, where

global bounds are usually necessary to establish conclusions with certainty.

In order to demonstrate the usefulness of our method, we first show that the opti-

mization over pure quantum states or unitary matrices in quantum information can

be naturally written as a rank-constrained optimization. This provides a complete

characterization of faithful entanglement [108, 114] and of mixed unitary channels

[115, 116]. The second example concerns majorization uncertainty relations [117, 118],

and the third dimension-bounded orthonormal representations of graphs [119], which

is closely related to the existence of quantum contextuality in a given measurement

configuration [120, 121]. Finally, we consider the maximum cut (Max-Cut) problem

[122] and quadratic optimization over Boolean vectors [123]. Not only are these prob-

lems very important in classical information theory, but they also find various appli-

cations in statistical physics [124] and complex networks [125]. Remarkably, solving

these optimization problems with noisy intermediate-scale quantum computers has

drawn a lot of research interest in recent years [126–129].

To begin with, we explain the core idea of our method, first for matrices with com-

plex entries, then for real matrices. Furthermore, we provide some insight into the

quantum de Finetti theorem and the uniqueness of the corresponding decompositions
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into multi-copy states. We also discuss how symmetries can be used to simplify the

resulting sequence of SDPs. Subsequently, we present several examples, where our

methods can be applied. Finally, we discuss more general forms of rank-constrained

SDPs, rank-constrained quadratic and higher-order optimization problems, as well as

open questions.

3.2 Rank-constrained SDP and quantum entanglement

SDPs are widely used in various branches of science, especially in the quantum

regime. One of the reasons is that density matrices are automatically positive semidef-

inite, so that related optimization problems naturally contain some semidefinite con-

straints. Another important reason that SDPs have drawn a lot of interest is that there

are efficient algorithms for solving them [89], moreover, symmetries can be used to

drastically simplify the SDPs [130–132]. In many cases, however, one cannot directly

formulate an SDP, as some non-convex constraints remain. This happens, for example,

when the underlying quantum states are required to be pure or the quantum system is

of bounded dimension. These restrictions will introduce some extra rank constraints,

which is the main focus of this chapter.

The prototype optimization problem we consider is given by

max
ρ

tr(Xρ)

s.t. Λ(ρ) = Y, tr(ρ) = 1,

ρ ≥ 0, rank(ρ) ≤ k.

(3.1)

Here, ρ and X are n × n matrices with real (F = R) or complex (F = C) entries,

which are symmetric (resp. Hermitian). Λ is a map from matrices in Fn×n to ma-

trices in Fm×m and consequently Y ∈ Fm×m. In this way, the constraint Λ(ρ) = Y

denotes all affine equality constraints. While our main results are formulated for the

rank-constrained SDP in Eq. (3.1), we stress that our method can also be extended to

more general cases with (semidefinite) inequality constraints Λ(ρ) ≤ Y, without the

normalization condition tr(ρ) = 1, or even without the positivity constraint ρ ≥ 0.

3.2.1 Optimization over complex matrices

We start with F = C for the optimization in Eq. (3.1), where we can easily apply the

results from quantum information. Let F be the feasible region of optimization (3.1),
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H1 ⇒ H1 ⊗H2 ⇒ HA ⊗HB

F ⇒ P ⇒ S2

ρ ⇒ |ϕ〉〈ϕ| ⇒ ∑i pi|ϕi〉〈ϕi|⊗2

Figure 3.1: [99] An illustration of the relations between the feasible region F , the
purification P , and the two-party extension S2. |ϕ〉 is a purification of ρ, HA = HB =
H1 ⊗H2, and |ϕi〉 are states in P .

i.e.,

F =
{

ρ
∣∣ Λ(ρ) = Y, tr(ρ) = 1, ρ ≥ 0, rank(ρ) ≤ k

}
. (3.2)

With the terminology in quantum information, F is a subset of quantum states in the

quantum system (or Hilbert space) Cn.

Now, we recall the notion of state purification in quantum information as described

in Section 2.2. Let H1 = Cn and H2 = Ck be two quantum systems (Hilbert spaces).

Then, a quantum state ρ in H1 satisfies that rank(ρ) ≤ k if, and only if, there exists a

pure state |ϕ〉 ∈ H1 ⊗H2 such that tr2(|ϕ〉 〈ϕ|) = ρ. Thus, F ⊂ L(H1) can be written

as tr2(P), where

P =
{
|ϕ〉 〈ϕ|

∣∣ Λ̃(|ϕ〉 〈ϕ|) = Y, 〈ϕ|ϕ〉 = 1
}
⊂ L(H1 ⊗H2), (3.3)

with Λ̃(·) = Λ[tr2(·)]. Let conv(P) be the convex hull of P , i.e., all states of the

form ∑i pi |ϕi〉 〈ϕi|, where the pi form a probability distribution and |ϕi〉 〈ϕi| ∈ P . By

noting that the maximum value of a linear function can always be achieved at extreme

points, the optimization in Eq. (3.1) is equivalent to

max
ρ∈F

tr(Xρ) = max
Φ∈conv(P)

tr(X̃Φ), (3.4)

where X̃ = X ⊗ 1k ∈ L(H1 ⊗H2) with 1k being the identity operator on H2 as X ∈
L(H1) because ρ and X have the same matrix dimensions.

Equation (3.4) implies that if we can fully characterize conv(P), the optimization (3.1)

is solved. To this end, we utilize the notion of separable states. More specifically, we

let HA = HB = H1 ⊗H2 = Cn ⊗Ck and define the SEP cone on HA ⊗HB as

SEP = conv
{

MA ⊗ NB
∣∣ MA ≥ 0, NB ≥ 0

}
. (3.5)
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Physically, SEP is the set of all unnormalized separable quantum states (besides the

zero matrix). SEP is a proper convex cone, and its dual cone is given by

SEP∗ =
{

WAB
∣∣ tr(WABΦAB) ≥ 0 ∀ ΦAB ∈ SEP

}
, (3.6)

which, in the language of quantum information, corresponds to the set of entangle-

ment witnesses and positive semidefinite matrices, i.e., the set of block-positive matri-

ces.

Then, we consider the two-party extension of the purified feasible states,

S2 = conv
({
|ϕ〉 〈ϕ|A ⊗ |ϕ〉 〈ϕ|B

∣∣∣ |ϕ〉 〈ϕ| ∈ P}), (3.7)

where |ϕ〉A and |ϕ〉B are the same state but belong to HA and HB, respectively; see

Fig. 3.1. One can easily check that

trB(S2) = conv(P). (3.8)

The benefit of introducing the two-party extension is that we can fully characterize S2

with the SEP cone, and hence conv(P) is also fully characterized.

The first necessary condition for ΦAB ∈ S2 is that it is separable with respect to the

bipartition (A|B), i.e.,

ΦAB ∈ SEP, tr(ΦAB) = 1. (3.9)

Second, ΦAB ∈ S2 implies that it is within the symmetric subspace of HA ⊗ HB.

Mathematically, this can be written as

VABΦAB = ΦAB, (3.10)

where VAB is the swap operator betweenHA andHB, i.e., VAB |ψ1〉A |ψ2〉B = |ψ2〉A |ψ1〉B
for any |ψ1〉 , |ψ2〉 ∈ Cn ⊗ Ck. In contrast to Eq. (3.10), the similar intuitive constraint

VABΦABVAB = ΦAB forces ΦAB to be permutation-invariant but not necessarily in the

symmetric subspace. This weaker condition would also allow separable states such as

ΦAB = 1
2 |01〉 〈01|+ 1

2 |10〉 〈10| which is not of the two-copy form needed in Eq. (3.7).

The constraint in Eq. (3.10) can alternatively be formulated as P+ΦABP+ = ΦAB with

the projector onto the symmetric subspace P+ = (1AB + VAB)/2 as the swap operator

VAB has eigenvalues ±1 only.
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The final necessary condition needed arises from Eq. (3.3), i.e., Λ̃(|ϕ〉 〈ϕ|) = Y for

|ϕ〉 〈ϕ| ∈ P . Then, Eq. (3.7) implies that

Λ̃A ⊗ IdB(ΦAB) = Y⊗ trA(ΦAB) (3.11)

for all ΦAB ∈ S2, where Λ̃A(·) is the map Λ̃(·) = Λ[tr2(·)] acting on system HA only,

and IdB is the identity map on HB. Hereafter, we will also use a similar convention

for matrices, e.g., X̃A denotes the matrix X̃ on system HA.

Surprisingly, the conditions in Eqs. (3.9, 3.10, 3.11) are also sufficient for ΦAB ∈ S2. To

see this, note that the constraints in Eqs. (3.9, 3.10) imply that ΦAB is a separable state

in the symmetric subspace, which always admits the form [133]

ΦAB = ∑
i

pi |ϕi〉 〈ϕi|A ⊗ |ϕi〉 〈ϕi|B , (3.12)

where the pi form a probability distribution and the |ϕi〉 are normalized. Here-

after, without loss of generality, we assume that all pi are strictly positive. From

Eqs. (3.3, 3.7), to show that ΦAB ∈ S2 we only need to show that

Λ̃(|ϕi〉 〈ϕi|) = Y (3.13)

for all |ϕi〉. To this end, we introduce an auxiliary map

E(·) = Λ̃(·)− tr(·)Y. (3.14)

Thus, the last constraint is equivalent to EA ⊗ IdB(ΦAB) = 0, which implies that

EA ⊗ E †
B(ΦAB) = 0, (3.15)

where E † is the linear map satisfying E †(X) = [E(X)]† for any Hermitian operator X,

and the subscripts A, B in EA, E †
B indicate that the maps operate on systems HA and

HB, respectively. Note that E † is not the dual map of E . Then, Eqs. (3.12, 3.15) imply

that

∑
i

piEi ⊗ E†
i = 0, (3.16)

where Ei = E(|ϕi〉 〈ϕi|). Let V be the swap operator acting on the same space as

Ei ⊗ E†
i , then the relations tr[V(Ei ⊗ E†

i )] = tr(EiE†
i ) imply that

tr

[
V

(
∑

i
piEi ⊗ E†

i

)]
= ∑

i
pi tr(EiE†

i ) = 0. (3.17)
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Furthermore, as tr(EiE†
i ) > 0 unless Ei = 0, we obtain

E(|ϕi〉 〈ϕi|) = Ei = 0 (3.18)

for all |ϕi〉. Then, Eq. (3.13) follows directly from the definition of E in Eq. (3.14), and

hence ΦAB ∈ S2.

With the full characterization of S2 from Eqs. (3.9, 3.10, 3.11), we can directly rewrite

the rank-constrained SDP in Eq. (3.1). The result is a so-called conic program, as one

constraint is defined by the cone of separable states.

Theorem 3.1. For F = C, the rank-constrained SDP in Eq. (3.1) is equivalent to the following

conic program

max
ΦAB

tr(X̃A ⊗ 1BΦAB) (3.19)

s.t. ΦAB ∈ SEP, tr(ΦAB) = 1, VABΦAB = ΦAB,

Λ̃A ⊗ IdB(ΦAB) = Y⊗ trA(ΦAB).

This conic program cannot be directly solved because the characterization of the SEP

cone is still an NP-hard problem [60]. Actually, this is expected, because the rank-

constrained SDP is, in general, also NP-hard. However, in quantum information the-

ory many outer relaxations of the SEP cone are known. For example, the PPT criterion

provides a pretty good approximation for low-dimensional quantum systems. More

generally, inspired by the DPS hierarchy described in Section 2.8, we obtain a complete

hierarchy for rank-constrained optimization in Eq. (3.1).

To express the hierarchy, we need to introduce the notion of symmetric subspaces for

multiple parties. We label the N parties as A, B, . . . , Z and HA = HB = · · · = HZ =

H1 ⊗H2 = Cn ⊗ Ck. For any H⊗N := HA ⊗HB ⊗ · · · ⊗ HZ, the symmetric subspace

is defined as {
|Ψ〉 ∈ H⊗N

∣∣∣ Vσ |Ψ〉 = |Ψ〉 ∀ σ ∈ SN

}
, (3.20)

where SN is the permutation group over N symbols and Vσ are the corresponding

operators on the N parties A, B, . . . , Z. Let P+
N denote the orthogonal projector onto

the symmetric subspace of H⊗N , then P+
N can be explicitly written as

P+
N =

1
N! ∑

σ∈SN

Vσ. (3.21)
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ℋBℋA ℋZ

1

2

1
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ℋ⊗N1

ℋ⊗N2

Figure 3.2: [99] An illustration of the N-party extension ΦAB···Z. H1 = Cn is the
n-dimensional Hilbert space on which the rank-constrained optimization is defined.
H2 = Ck is the k-dimension auxiliary Hilbert space that is used for purifying the
rank-k (more precisely, rank no larger than k) states in H1 = Cn. Sometimes, we also
denote H⊗N

1 as HA1 ⊗HB1 ⊗ · · · ⊗HZ1 in order to distinguish the Hilbert spaces H1

for different parties (similarly for H⊗N
2 = HA2 ⊗HB2 ⊗ · · · ⊗HZ2 ).

Hereafter, without ambiguity, we will also use P+
N to denote the corresponding sym-

metric subspace. For example, a state ΦAB···Z is within the symmetric space, i.e.,

ΦAB···Z = ∑i pi |Ψi〉 〈Ψi| for |Ψi〉 ∈ P+
N , if and only if P+

N ΦAB···ZP+
N = ΦAB···Z.

Now we are ready to state the complete hierarchy for rank-constrained optimization.

Theorem 3.2. For F = C, let ξ be the solution of the rank-constrained SDP in Eq. (3.1).

Then, for any N, ξ is upper bounded by the solution ξN of the following SDP hierarchy

max
ΦAB···Z

tr(X̃A ⊗ 1B···ZΦAB···Z)

s.t. ΦAB···Z ≥ 0, tr(ΦAB···Z) = 1, (3.22)

P+
N ΦAB···ZP+

N = ΦAB···Z,

Λ̃A ⊗ IdB···Z(ΦAB···Z) = Y⊗ trA(ΦAB···Z).

Furthermore, the SDP hierarchy is complete in the sense that ξN+1 ≤ ξN and limN→+∞ ξN =

ξ.

The proof is similar to the proof of Theorem 2 in Ref. [134]. For completeness, we also

present it here. To prove Theorem 3.2, we take advantage of the following lemma,

which can be viewed as a special case of the quantum de Finetti theorem [135]; see

also related results in Refs. [136, 137].

Lemma 3.3. Let ρN be an N-party quantum state in the symmetric subspace P+
N , then for all

` < N there exists an `-party quantum state

σ` = ∑
µ

pµ |ϕµ〉 〈ϕµ|⊗` , (3.23)
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3.2. Rank-constrained SDP and quantum entanglement

i.e., a fully separable state in P+
` , such that

‖trN−`(ρN)− σ`‖ ≤
4`D

N
, (3.24)

where ‖·‖ is the trace norm and D is the local dimension.

The part that ξ is upper bounded by ξN for any N is obvious. Hence, we only need to

prove that ξN+1 ≤ ξN and limN→+∞ ξN = ξ.

We first show that ξN+1 ≤ ξN . This follows from the fact that if a multi-party quantum

state is within the symmetric subspace, so are the reduced states. Mathematically, we

have the relation

(P+
N ⊗ 1nk)P+

N+1 = P+
N+1. (3.25)

Suppose that there exists an (N + 1)-party extension ΦAB···ZZ′ satisfying all constraints

that achieves the maximum ξN+1 in Theorem 3.2. Then, the constraint

P+
N+1ΦAB···ZZ′P+

N+1 = ΦAB···ZZ′ (3.26)

implies that

(P+
N ⊗ 1nk)ΦAB···ZZ′(P+

N ⊗ 1nk) = P+
N ⊗ 1nkPN+1ΦAB···ZZ′PN+1P+

N ⊗ 1nk

= PN+1ΦAB···ZZ′PN+1

= ΦAB···ZZ′ .

(3.27)

Thus, one can easily verify that the reduced state trZ′(ΦAB···ZZ′) is an N-party exten-

sion satisfying all the constraints in Theorem 3.2 with objective value ξN+1. From this,

the result ξN+1 ≤ ξN follows.

Next, we prove the convergence part, i.e., limN→+∞ ξN = ξ. Suppose that the solution

ξN of the N-party extension in Theorem 3.2 is achieved by the quantum state ΦAB···Z.

Let ΦN
AB = trC···Z(ΦABC···Z), then ΦN

AB satisfies that

tr(X̃A ⊗ 1BΦN
AB) = ξN , tr(ΦN

AB) = 1,

Λ̃A ⊗ IdB(ΦN
AB) = Y⊗ trA(ΦN

AB).
(3.28)

Further, Lemma 3.3 implies that there exist separable states Φ̃N
AB such that

VABΦ̃N
AB = Φ̃N

AB, (3.29)

‖ΦN
AB − Φ̃N

AB‖ ≤
8nk
N

. (3.30)
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3. Quantum-inspired hierarchy for rank-constrained optimization

As the set of quantum states for any fixed dimension is compact, we can choose a

convergent subsequence ΦNi
AB of the sequence ΦN

AB. Thus, Eq. (3.30) implies that

ΦAB := lim
i→+∞

ΦNi
AB = lim

i→+∞
Φ̃Ni

AB. (3.31)

As all Φ̃Ni
AB are separable and the set of separable states is closed, we have that

ΦAB = limi→+∞ Φ̃Ni
AB is separable. Further, as all the functions on ΦN

AB or Φ̃N
AB

in Eqs. (3.28, 3.29) are continuous, Eq. (3.31) implies that ΦAB satisfies all the con-

straints in Eq. (3.19). In other words, ΦAB is a feasible point of program (3.19), thus

tr(X̃A ⊗ 1BΦAB) = limN→+∞ ξN ≤ ξ. Together with the fact that ξN ≥ ξ, we then have

limN→+∞ ξN = ξ.

In addition, any criterion for the full separability of ΦAB···Z can be added to the op-

timization in Eq. (3.22), which can give a better upper bound for the optimization in

Eq. (3.1). For example, the PPT criterion, more precisely, PPT with respect to all bi-

partitions, can also be added as additional constraints, which can give better upper

bounds ξT
N , i.e., ξ ≤ ξT

N+1 ≤ ξT
N ≤ ξN and limN→+∞ ξT

N = ξ. Furthermore, it is some-

times convenient to denote the solution of the SDP by relaxing the rank constraint in

Eq. (3.1) as ξ1, then we have ξ2 ≤ ξ1.

Let us estimate the complexity of the SDP hierarchy in Theorem 3.2. For the N-th level

of the hierarchy, the dimension of the matrix reads dim(H⊗N) = (nk)N , but it can be

further reduced by taking advantage of the fact that ΦAB···Z is within the symmetric

subspace, which has the dimension

dim
(

P+
N
)
=

(
nk + N − 1

N

)
=

(
nk + N − 1

nk− 1

)
. (3.32)

By noticing that k ≤ n, Eq. (3.32) implies that for fixed dimension n the complexity of

the SDP grows polynomially with the level of the hierarchy N, and for fixed level of

hierarchy N the complexity of the SDP also grows polynomially with the dimension

n. Similar results also hold when considering the PPT criterion, because the partial

transpose of ΦAB···Z with respect to any bipartition is within the tensor product of two

symmetric subspaces P+
k ⊗ P+

N−k for some k [63].

3.2.2 Don’t let de Finetti be misunderstood

Before proceeding to the optimization over real matrices, we want to add a few re-

marks in the context of the quantum de Finetti theorem. While Lemma 3.3 provides

a quantitative statement about the distance between separable states and marginals of

symmetric quantum states, the qualitative statement that any exchangeable state can
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3.2. Rank-constrained SDP and quantum entanglement

be written as the mixture of multi-copy states is more widely known [138]. More

precisely, a state ΦAB···Z is called exchangeable if it is permutation-invariant, i.e.,

VσΦAB···ZVσ = ΦAB···Z for any permutation σ, and there exist permutation-invariant

extensions ΦAB···Zα···Ω for any number of extra parties M, such that Trα···Ω ΦAB···Zα···Ω =

ΦAB···Z. An exchangeable state ΦAB···Z can then be written as

ΦAB···Z =
∫

P(ρ)ρ⊗Ndρ, (3.33)

where P(ρ) is a probability distribution over all quantum states ρ ∈ HA = · · · = HΩ.

The authors of the highly cited Ref. [138], however, falsely claim that the probability

distribution P would be always unique. Indeed, this is generally only the case if all

the extensions ΦAB···Zα···Ω are fixed. We want to clear up this misunderstanding by

first, providing a very simple explicit counterexample. Namely, we find the following

two-qubit state originating from different ensembles of two-copy mixtures,

ΦAB =
1
4

{[
1
2
(1+ X)

]⊗2

+

[
1
2
(1− X)

]⊗2

+

[
1
2
(1+ Z)

]⊗2

+

[
1
2
(1− Z)

]⊗2
}

=
1
4 ∑
±1,±2

[
1
2

(
1±1

1√
2

X±2
1√
2

Z
)]⊗2

=
1
4

(
1⊗ 1+

1
2

X⊗ X +
1
2

Z⊗ Z
)

.

(3.34)

Second, we show that such counterexamples exist for any number of parties N and

local dimension d.

Observation 3.4. For any number of parties N and local dimension d, the normalized

projector onto the symmetric subspace P+
N has different decompositions {pµ, ρ⊗N

µ }.

Proof. We have that

P+
N ∝

∫
dU U⊗N |0〉 〈0|⊗N

(
U†
)⊗N

, (3.35)

where the integral is taken w.r.t. the Haar measure, as well as

P+
N ∝

K

∑
k=1

U⊗N
k |0〉 〈0|⊗N

(
U†

k

)⊗N
, (3.36)

where the Uk form a so-called unitary N-design, that transforms the integral to a finite

sum, which exists for all N and d [139, 140].

On the other hand, there are also states with a unique decomposition without fixing

any of the permutation-invariant extensions. In Lemma 4.2, we will show that indeed
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3. Quantum-inspired hierarchy for rank-constrained optimization

all multi-copy states ρ⊗N are extreme points in the space generated by mixtures of

multi-copy states and hence, their decomposition is unique. Furthermore, there exist

nonextremal states with a unique decomposition, too. Namely, consider the multi-

qubit states

ΦAB···Z =
1
2

[
1
2
(1+ Z)

]⊗N

+
1
2

[
1
2
(1− Z)

]⊗N

, (3.37)

for N ≥ 2. Let us assume, that there is a different decomposition {pµ, ρ⊗N
µ } with

single-qubit states ρµ = (1+ λµ · σ)/2. Then, the decomposition of ρ⊗N
µ in the Pauli

basis is a sum of terms containing

1
2N

(
λ

µ
z
)2 Z⊗ Z⊗ 1⊗(N−2). (3.38)

Since ΦAB···Z contains this term with maximal weight, we have that (λµ
z )

2 = 1 must

hold for all µ, which leaves only the two multi-copy states that already appear in the

decomposition in Eq. (3.37). The weights of these two states are then fixed by any

term containing an odd number of Z, implying that the decomposition in Eq. (3.37)

is indeed unique. Thus, the space generated by mixtures of multi-copy states has

partly the geometry of a simplex. This feature should become more prevalent with

increasing N.

3.2.3 Optimization over real matrices

We move on to consider the F = R case, which is more important in classical infor-

mation theory. One can easily verify that Theorem 3.1 can be directly generalized to

the F = R case, if the decomposition in Eq. (3.12) satisfies that |ϕi〉 〈ϕi| ∈ Rnk×nk. The

obvious way to guarantee this is to define the set of separable states over R. However,

this hinders the application of known separability criteria developed in entanglement

theory.

Thus, we employ a different method. We still use the separability cone SEP with

respect to the complex numbers, more precisely,

ΦAB ∈ SEP∩Rnk×nk, (3.39)

where SEP is still defined as in Eq. (3.5). Equations (3.12, 3.39) are not sufficient for

guaranteeing that |ϕi〉 〈ϕi| ∈ Rnk×nk. An explicit counterexample is given by the (un-

normalized) state

ΦAB = P+
2 ∝

∫
dU U ⊗U |00〉 〈00|U† ⊗U†. (3.40)
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3.2. Rank-constrained SDP and quantum entanglement

This state is obviously in the symmetric subspace, real, and separable. However, it

cannot be expressed as a mixture of real two-copy pure states, which can be seen

by applying P+
2 to a complex two-copy pure state |ψ〉 |ψ〉. Apparently, it holds that

P+
2 |ψ〉 |ψ〉 = |ψ〉 |ψ〉 but also P+

2 |ψψ〉 〈ψψ| P+
2 would be a mixture of real two-copy

pure states which leads to a contradiction since the state |ψψ〉 〈ψψ| is an extremal

point in the state space.

Still, only a small modification to Eq. (3.39) is needed. For pure states, one has

|ϕi〉 〈ϕi|T = |ϕ∗i 〉 〈ϕ∗i |, where (·)T denotes the matrix transpose and |(·)∗〉 the com-

plex conjugation with respect to the same fixed basis. Hence, a necessary condition

for |ϕi〉 〈ϕi| ∈ Rnk×nk is

ΦTA
AB = ΦAB, (3.41)

meaning that the state ΦAB is invariant under partial transposition.

Interestingly, due to the symmetry and separability of ΦAB, Eq. (3.41) is also sufficient

for guaranteeing that |ϕi〉 〈ϕi| ∈ Rnk×nk. From the form of ΦAB in Eq. (3.12), we obtain

ΦTA
AB = ∑

i
pi |ϕ∗i 〉 〈ϕ∗i |A ⊗ |ϕi〉 〈ϕi|B , (3.42)

where |ϕ∗i 〉 denote the complex conjugate of |ϕi〉. Then, the fact that ΦTA
AB = ΦAB is a

separable state within the symmetric subspace implies that

|ϕi〉 〈ϕi| = |ϕ∗i 〉 〈ϕ∗i | , (3.43)

i.e., |ϕi〉 〈ϕi| ∈ Rnk×nk for all i. This proves Theorem 3.5. Notably, this argument can

be directly generalized to multi-party states, which provides a simple proof for the

result in Ref. [141].

Hence, we arrive at the following theorem for rank-constrained optimization over real

matrices.

Theorem 3.5. For F = R, the rank-constrained SDP in Eq. (3.1) is equivalent to the following

conic program
max
ΦAB

tr(X̃A ⊗ 1BΦAB)

s.t. ΦAB ∈ SEP, tr(ΦAB) = 1,

VABΦAB = ΦAB, ΦTA
AB = ΦAB,

Λ̃A ⊗ IdB(ΦAB) = Y⊗ trA(ΦAB).

(3.44)

Similarly to Theorem 3.2, we can also construct a complete hierarchy with the multi-

party extension method for the real case:
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3. Quantum-inspired hierarchy for rank-constrained optimization

Theorem 3.6. For F = R, let ξ be the solution of the rank-constrained SDP in Eq. (3.1).

Then, for any N, ξ is upper bounded by the solution ξN of the following SDP hierarchy

max
ΦAB···Z

tr(X̃A ⊗ 1B···ZΦAB···Z)

s.t. ΦAB···Z ≥ 0, tr(ΦAB···Z) = 1, (3.45)

P+
N ΦAB···ZP+

N = ΦAB···Z, ΦTA
AB···Z = ΦAB···Z,

Λ̃A ⊗ IdB···Z(ΦAB···Z) = Y⊗ trA(ΦAB···Z).

Furthermore, the SDP hierarchy is complete, i.e., ξN+1 ≤ ξN and limN→+∞ ξN = ξ.

We emphasize that all variables involved in Eqs. (3.44) and (3.45) are taken as real

matrices. In addition, due to the permutation symmetry induced by P+
N ΦAB···ZP+

N =

ΦAB···Z, ΦTA
AB···Z = ΦAB···Z already ensures the partial-transpose-invariance with re-

spect to all bipartitions. This also makes the PPT criterion as an additional separability

condition redundant for the hierarchy in Eq. (3.45).

3.2.4 Inherent symmetry for the hierarchy

Before proceeding further, we briefly describe inherent symmetries emerging from the

ancilla introduced for purification in Eqs. (3.19, 3.22, 3.44, 3.45), which is particularly

useful for practical implementations. In a convex optimization problem, if a group

action G does not change the objective function and feasible region, then the variables

can be assumed to be G-invariant. Specifically, if the SDP, maxΦ∈S tr(ΦX), satisfies

that gSg† ⊂ S and gXg† = X for all g ∈ G, then we can add an extra G-invariant

constraint that gΦg† = Φ for all g ∈ G.

For the hierarchy in the complex case in Theorems 3.1 and 3.2, regardless of the actual

form of X, Λ, and Y, there is an inherent U⊗N symmetry on HA2 ⊗HB2 ⊗ · · · ⊗HZ2 =

(Ck)⊗N for all unitary matrices U ∈ SU(k), i.e., on the N auxiliary Hilbert spaces H⊗N
2

shown in Fig. 3.2. Hence, ΦAB···Z can be restricted to those satisfying

(1n ⊗U)⊗NΦAB···Z(1n ⊗U†)⊗N = ΦAB···Z. (3.46)

This implies that ΦAB···Z is generated by the symmetric group SN inHA2 ⊗HB2 ⊗ · · · ⊗
HZ2 = (Ck)⊗N by the Schur-Weyl duality [142].

We take the case N = 2 as an example to illustrate this point. Under the restriction in

Eq. (3.46), ΦAB admits the form

ΦAB = ΦI ⊗ 1A2B2 + ΦV ⊗VA2B2 , (3.47)
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3.2. Rank-constrained SDP and quantum entanglement

where ΦI and ΦV are operators on HA1B1 , and 1A2B2 and VA2B2 are the identity and

swap operators on HA2 ⊗HB2 = Ck ⊗ Ck, respectively. By taking advantage of the

relations
VAB = VA1B1 ⊗VA2B2 , V

TA2
A2B2

= k |φ+
k 〉 〈φ+

k | ,
trA2(1A2B2) = k1B2 , trA2(VA2B2) = 1B2 ,

(3.48)

where |φ+
k 〉 = 1√

k ∑k
α=1 |α〉A2

|α〉B2
is a maximally entangled state, ξT

2 can be simplified

to

max
ΦI ,ΦV

tr
[
XA1 ⊗ 1B1(k

2ΦI + kΦV)
]

s.t. ΦV = VA1B1 ΦI , ΦI + ΦV ≥ 0,

ΦI −ΦV ≥ 0, Φ
TA1
I + kΦ

TA1
V ≥ 0, (3.49)

Φ
TA1
I ≥ 0, k2 tr(ΦI) + k tr(ΦV) = 1,

ΛA1 ⊗ IdB1(kΦI + ΦV) = Y⊗ trA1(kΦI + ΦV).

A significant improvement in Eq. (3.49) is that the dimension of the variables is Cn2⊗n2
,

which no longer depends on the rank k.

For the hierarchy in the real case in Theorems 3.5 and 3.6, we consider the symmetry

Q⊗N for orthogonal matrices Q ∈ O(k), which would also simplify the structure of

ΦAB···Z in HA2 ⊗HB2 ⊗ · · · ⊗ HZ2 = (Rk)⊗N . The O(k) symmetry can reduce ΦAB···Z
to the Brauer algebra BN(k) in HA2 ⊗HB2 ⊗ · · · ⊗HZ2 = (Rk)⊗N [142], which is more

complicated than the SU(k) symmetry.

For N = 2, the Brauer algebra B2(k) is the linear span of {1A2B2 , VA2B2 , k |φ+
k 〉 〈φ+

k |},
which implies that the symmetrized ΦAB is of the form

ΦAB = ΦI ⊗ 1A2B2 + ΦV ⊗VA2B2 + Φφ ⊗ k |φ+
k 〉 〈φ+

k | , (3.50)

where ΦI , ΦV , and Φφ are operators on HA1B1 . Correspondingly, ξ2 can be simplified

to

max
ΦI ,ΦV ,Φφ

tr
[
XA1 ⊗ 1B1(k

2ΦI + kΦV + kΦφ)
]

s.t. ΦV = VA1B1 ΦI , Φφ = Φ
TA1
V , Φ

TA1
I = ΦI ,

VA1B1 Φφ = Φφ, ΦI + ΦV ≥ 0, (3.51)

ΦI −ΦV ≥ 0, ΦI + ΦV + kΦφ ≥ 0,

k2 tr(ΦI) + k tr(ΦV) + k tr(Φφ) = 1,

ΛA1 ⊗ IdB1(kΦI + ΦV + Φφ) = Y⊗ trA1(kΦI + ΦV + Φφ).
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3. Quantum-inspired hierarchy for rank-constrained optimization

Curiously, in the SDPs in Eqs. (3.49) and (3.51), the rank constraint k appears as a

parameter that, in principle, can take on non-integer values. Indeed, k can, in some

sense, be considered a continuous rank, which is useful for handling numerical errors.

Observation 3.7. A feasible point ΦA1B1 = k2ΦI + kΦV of the SDP in Eq. (3.49) with

parameter k ≥ 1 is also a feasible point ΦA1B1 = k′2Φ′I + k′Φ′V of the SDP with param-

eter k′ ≥ k.

Proof. The observation is trivial when k′ = k. In the following, we assume that k′ > k ≥
1. From the relations ΦV = VΦI , Φ′V = VΦ′I , and ΦA1B1 = k2ΦI + kΦV = k′2Φ′I + k′Φ′V ,

we obtain
k′2Φ′I + k′Φ′V = k2ΦI + kΦV ,

k′Φ′I + k′2Φ′V = kΦI + k2ΦV ,
(3.52)

which further imply that

Φ′I =
k(kk′ − 1)
k′(k′2 − 1)

ΦI +
k(k′ − k)

k′(k′2 − 1)
ΦV . (3.53)

Thus, we can express Φ′I and Φ′V in terms of ΦI and ΦV . The feasibility follows from

the feasibility of ΦA1B1 = k2ΦI + kΦV and

Φ′I ±Φ′V =
k(k± 1)

k′(k′ ± 1)

(
ΦI ±ΦV

)
,

(
Φ′I
)TA1 =

k′ − k
k′(k′2 − 1)

(
Φ

TA1
I + kΦ

TA1
V

)
+

k2 − 1
k′2 − 1

Φ
TA1
I ,

(
Φ′I
)TA1 + k′

(
Φ′V
)TA1 =

k
k′
(

Φ
TA1
I + kΦ

TA1
V

)
,

(3.54)

since all coefficients are nonnegative. The linear constraints are obviously satisfied as

we consider Φ′A1B1
= ΦA1B1 .

A similar statement also holds in the real case.

Observation 3.8. A feasible point ΦA1B1 = k2ΦI + kΦV + kΦφ of the SDP in Eq. (3.51)

with parameter k ≥ 1 is also a feasible point ΦA1B1 = k′2Φ′I + k′Φ′V + k′Φ′φ of the SDP

with parameter k′ ≥ k.

Proof. In this case, from Φ′V = VΦ′I , Φ′φ = (Φ′V)
TA1 , and k′2Φ′I + k′Φ′V + k′Φ′φ = k2ΦI +

kΦV + kΦφ, we obtain

Φ′I =
k(kk′ + k− 2)

k′(k′ + 2)(k′ − 1)
ΦI +

k(k′ − k)
k′(k′ + 2)(k′ − 1)

ΦV +
k(k′ − k)

k′(k′ + 2)(k′ − 1)
Φφ. (3.55)
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Analogous to the proof of Observation 3.7, it is straightforward to verify that the

coefficients in the following equalities are all nonnegative,

Φ′I + Φ′V =
(k + 2)(k− 1)
(k′ + 2)(k′ − 1)

(
ΦI + ΦV

)
+

2(k′ − k)
k′(k′ + 2)(k′ − 1)

(
ΦI + ΦV + kΦφ

)
(3.56)

Φ′I −Φ′V =
k(k− 1)

k′(k′ − 1)

(
ΦI −ΦV

)
, (3.57)

Φ′I + Φ′V + k′Φ′φ =
k
k′
(

ΦI + ΦV + kΦφ

)
. (3.58)

It is also obvious that (Φ′I)
TA1 = Φ′I and VΦ′φ = Φ′φ. Hence, the feasibility follows.

Thus, the set of feasible points grows monotonically with continuous k, and hence,

the same is true for the objective value. Apart from the interpretation as a continuous

rank, this also helps in preventing invalid conclusions because of numerical errors,

since parameters k can be sampled in a region around the considered rank.

3.3 Examples

In this section, we show that our method can be widely used in quantum and classi-

cal information theory. As illustrations, we investigate examples of optimization over

pure states and unitary channels, the characterization of faithful entanglement, ma-

jorization uncertainty relations, and quantum contextuality as problems in quantum

information theory. Concerning classical information theory, we study the Max-Cut

problem, pseudo-Boolean optimization, and the minimum dimension of the orthonor-

mal representation of graphs.

3.3.1 Optimization over pure quantum states and unitary channels

A direct application of our method in quantum information theory is the optimization

over pure states. For example, we consider the optimization problem from incomplete

measurement information
max
|ϕ〉

〈ϕ|X |ϕ〉

s.t. 〈ϕ|Mi |ϕ〉 = mi,
(3.59)

where the Mi are the performed measurements and the mi are the corresponding

measurement results. This can be viewed as a refined problem of compressed sensing

tomography [110], in which the feasibility problem is considered. The optimization in
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Eq. (3.59) is obviously a rank-constrained SDP,

max
ρ

tr(Xρ)

s.t. tr(Miρ) = mi, tr(ρ) = 1,

ρ ≥ 0, rank(ρ) = 1.

(3.60)

Thus, Theorem 3.1 gives the following equivalent conic program

max
ΦAB

tr(XA ⊗ 1BΦAB)

s.t. ΦAB ∈ SEP, tr(ΦAB) = 1, VABΦAB = ΦAB, (3.61)

trA(Mi ⊗ 1BΦAB) = mi trA(ΦAB),

from which a complete SDP hierarchy can be constructed using Theorem 3.2. Simi-

larly, we can also consider the optimization over low-rank quantum states.

Due to the Choi-Jamiołkowski duality described in Section 2.3, the result in Eqs. (3.60,

3.61) can also be used for the optimization over unitary (and low-Kraus-rank) chan-

nels. As an example, we show that our method provides a complete characterization

of the mixed-unitary channels, which was recently proved to be an NP-hard problem

[116].

A channel Λ is called mixed-unitary if there exists a positive integer m, a probability

distribution (p1, p2, . . . , pm), and unitary operators U1, U2, . . . , Um such that

Λ(ρ) =
m

∑
i=1

piUiρU†
i . (3.62)

According to the Choi-Jamiołkowski duality, a channel is mixed-unitary if, and only

if, the corresponding Choi state ηΛ is a mixture of maximally entangled states. Thus,

characterizing the mixed-unitary channels is equivalent to characterizing the mixture

of maximally entangled states,

M = conv
{
|φ〉 〈φ|

∣∣∣ tr1(|φ〉 〈φ|) =
1n

n

}
. (3.63)
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According to Eq. (3.8), Λ being mixed-unitary, i.e., ηΛ ∈ M, is equivalent to the

following feasibility problem

find ΦAB ∈ SEP

s.t. trB(ΦAB) = ηΛ, VABΦAB = ΦAB, (3.64)

trA1 ⊗ IdA2 ⊗ IdB(ΦAB) =
1n

n
⊗ trA(ΦAB),

IdA1 ⊗ trA2 ⊗ IdB(ΦAB) =
1n

n
⊗ trA(ΦAB),

where the last constraint follows from tr2(|φ〉 〈φ|) = 1n/n according to Eq. (3.63). This

constraint is redundant for Eq. (3.64), but it may help when semidefinite relaxations

are considered.

A further application comes from entanglement theory. Following Ref. [108], the

optimization over M also provides a complete characterization of faithful entangle-

ment [114], i.e., the entangled states that are detectable by fidelity-based witnesses.

In Ref. [108], the authors prove that a state ρ ∈ Cn ⊗ Cn is faithful if, and only if,

ξ := maxσ∈M tr(σρ) > 1/n. According to Theorem 3.1, the solution ξ also equals the

following conic program

max tr(ρA ⊗ 1BΦAB)

s.t. ΦAB ∈ SEP, VABΦAB = ΦAB, (3.65)

trA1 ⊗ IdA2 ⊗ IdB(ΦAB) =
1n

n
⊗ trA(ΦAB),

IdA1 ⊗ trA2 ⊗ IdB(ΦAB) =
1n

n
⊗ trA(ΦAB),

where HA = HB = Cn ⊗ Cn. By taking advantage of the complete hierarchy, if for

some N there is ξN ≤ 1/n or ξT
N ≤ 1/n, then ρ is unfaithful. In practice, it is already

enough to take ξT
2 for verifying the unfaithfulness of some states that are not detectable

by any of the known methods [108, 114]. An explicit example for n = 4 is

ρ =
p

16
14 ⊗ 14 +

1− p
2
|x〉 〈x|+ 1− p

2
|y〉 〈y| , (3.66)

where

|x〉 = 1√
10

4

∑
α=1

√
α |αα〉 ,

|y〉 = 1√
10

4

∑
α=1

βα
4

√
5− α |αα〉 ,

(3.67)

with p = 23/40 and β4 = (1 + i)/
√

2. For this state, the SDP relaxation of Eq. (3.65)

gives the upper bound ξT
2 = 0.24888 < 1/4, which matches the lower bound from
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gradient search and is strictly better than the best known upper bound ξ1 = 0.25063 >

1/4 from Ref. [108].

3.3.2 Majorization uncertainty relations

As described in Section 2.9, majorization relations provide a way to compare how

chaotic probability distributions are independent from a specific entropy. Let us con-

sider two POVM measurements with effects {Ej} and {Fj}. For each state ρ, they

give rise to two probability vectors pj = Tr ρEj and qj = Tr ρFj. We try to find

a minimal ω such that p ⊗ q is majorized by ω, i.e. p ⊗ q ≺ ω, for all states ρ.

Minimality means that, for any other ω′ that satisfies this condition, it holds that

ω ≺ ω′, . Then, such an ω gives rise to a family of entropic uncertainty relations

S(p⊗ q) = S(p) + S(q) ≥ S(ω) for any additive entropy S.

Via the definition of majorization, the search can be reduced to the optimization prob-

lem [117, 118]

ωk = max
T⊂[n]×[m],|S|=k

max
ρ

∑
(i,j)∈T

Tr(ρEi)Tr(ρFj) (3.68)

= max
T⊂[n]×[m],|S|=k

max
ρ

∑
(i,j)∈T

Tr[(ρ⊗ ρ)(Ei ⊗ Fj)], (3.69)

where [n] = {1, . . . , N} with N being the number of effects Ej and similar for [m] and

we have k = 1, 2, . . . , min(N, M)− 1 because for larger k, ωk is obviously 1. Since the

outer maximization is over a finite set, we can focus on the inner optimization which

is of the two-copy type central to Chapters 3 and 4.

The easily computable general approximations of ωk in Refs. [117, 118] are indeed

exact for k = 1, 2. It turns out that the approximations found in Refs. [117, 118] are in-

deed exact for k = 1, 2. For k ≥ 3, however, we can apply the hierarchy in Theorem 3.2

to obtain better and better bounds. An interesting example is to consider ω3 for mea-

surements in the computational and the Fourier basis in dimension d = 4. In this case,

for T = {(i, j), (i, k), (i, l)}, the method in Refs. [117, 118] gives a maximum value of

(7 + 4
√

3)/16 which is realized by the state |ψ〉 =
√

a/3 |0〉+
√

a/3 |1〉+
√

a/3 |2〉+√
1− a |3〉 with a = (2 +

√
3)/4. Due to the symmetry between the bases, the same

result is obtained for T = {(j, i), (k, i), (l, i)}. Finally, for T = {(i, j), (i, k), (l, j)}, their

method yields a value of 1 implying overall only a trivial bound for ω3. Our ex-

tension method, on the other hand, gives a certified numerical value of 0.84038 for

this T, probably realized by the state |ψ〉 = √a |0〉 +
√
(1− a− b)/2 |1〉 +

√
b |2〉 +√

(1− a− b)/2 |3〉 with a = (33− 5 · 31/3 + 9 · 32/3)/68 and b = (27 + 33 · 31/3 − 5 ·
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32/3)/204 yielding a value of (121 + 27 · 31/3 + 33 · 32/3)/272. Although the semidefi-

nite program proves this value only up to numerical precision, at least without being

able to guess the analytical expression for the optimum of the dual problem, together

with the analytical result for the T = {(i, j), (i, k), (i, l)} and T = {(j, i), (k, i), (l, i)},
this proves that indeed ω3 = (7 + 4

√
3)/16. Thus, we established the minimal

ω =

[
9
16

,
1
8

(
3 + 2

√
2
)

,
1
16

(
7 + 4

√
3
)

, 1
]

(3.70)

for measurements in the computational and the Fourier basis.

Interestingly, further investigations indicate that there might always be an optimal

state which is pure for two measurements but presumably not for more POVMs. It is

worthwhile to examine this observation in more detail and also consider the special

case of projective measurements.

3.3.3 Gram matrix and orthonormal representation

Let |ai〉 ∈ Fk (F = C or F = R) for i = 1, 2, . . . , n be a sequence of vectors, then

the Gram matrix defined as Γ = [〈ai|aj〉]ni,j=1 satisfies Γ ≥ 0 and rank(Γ) ≤ k. The

converse is also true in the sense that if an n× n matrix in Fn×n satisfies Γ ≥ 0 and

rank(Γ) ≤ k, then there exist |ai〉 ∈ Fk for i = 1, 2, . . . , n, such that Γij = 〈ai|aj〉
[119]. This correspondence can trigger many applications of the rank-constrained

optimization. For example, it can be used to bound the minimum dimension of the

orthonormal representation of graphs.

In graph theory, a graph G is denoted by a pair (V, E), where V is the set of vertices,

and E is the set of edges connecting pairs of vertices. For a graph G = (V, E), an

orthonormal representation is a set of normalized vectors
{
|ai〉 ∈ Fk

∣∣ i ∈ V
}

, such

that 〈ai|aj〉 = 0 if {i, j} /∈ E [119]. The minimum dimension problem is to find the

smallest number k such that an orthonormal representation exists. This is not only an

important quantity in classical information theory [119], but also widely used in quan-

tum information theory. For example, it is a crucial quantity in quantum contextuality

theory [120, 121], and can be directly used for contextuality-based dimension witness

[143]. Note that in quantum contextuality, the definition of orthonormal representa-

tions is slightly different, where the adjacent instead of the nonadjacent vertices are

required to be orthogonal to each other, i.e., 〈ai|aj〉 = 0 if {i, j} ∈ E. In the following,

we will use the standard definition in graph theory. All results can be trivially adapted

to the alternative definition by considering the complement graph.
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Figure 3.3: [99] For this 11-vertex graph, one obtains that ϑ(G) = 4 (up to a numerical
error smaller than 10−100) using the standard primal and dual problem of the Lovász
ϑ-function’s SDP characterization [103] and hence, a lower bound of 4 for the minimal
dimension. In contrast, our PPT relaxation of Eq. (3.73) can already exclude both real
and complex orthonormal representations in dimension 4.

By taking advantage of the Gram matrix, the problem of the minimum dimension of

the orthonormal representation [119] can be expressed as

min
Γ

k

s.t. ∆(Γ) = 1n, Γij = 0 ∀ {i, j} /∈ E,

Γ ≥ 0, rank(Γ) ≤ k,

(3.71)

where G = (V, E) is a graph with |V| = n vertices, E is the set of edges, ∆(·) denotes

the map of eliminating all off-diagonal elements of a matrix (completely dephasing

map), and Γ ∈ Rn×n or Γ ∈ Cn×n corresponds to the real or complex representation.

Let W be the adjacency matrix of G, i.e., Wij = 1 if {i, j} ∈ E and Wij = 0 otherwise,

then the first two constraints in Eq. (3.71) can also be written as (1−Wij)Γij = δij, i.e.,

Λ(Γ) := (Jn −W)� Γ = 1n, (3.72)

where Jn is the n× n matrix with all elements being one and [X � Y]ij = XijYij is the

Hadamard product of matrices. Then, the existence of a k-dimensional orthonormal

representation is equivalent to the following feasibility problem

find ΦAB

s.t. ΦAB ∈ SEP, tr(ΦAB) = n, (3.73)

VABΦAB = ΦAB,
(

ΦTA
AB = ΦAB

)
,

Λ̃A ⊗ IdB(ΦAB) =
1
n
1n ⊗ trA(ΦAB),

where HA = HB = H1 ⊗H2 = Cn ⊗ Ck (Rn ⊗Rk), Λ̃(·) = Λ[tr2(·)], and the extra

constraint ΦTA
AB = ΦAB is for the case that F = R only. Note that the inherent symmetry
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1 2

3

45

6

Figure 3.4: [99] The Max-Cut problem for a graph is to find a cut, i.e., a bipartition,
such that the number of edges that cross the cut is maximized. For the graph shown in
the figure, the Max-Cut is 8 (achieved by the cut 1, 2 versus 3, 4, 5, 6), which matches
our SDP relaxation ξ2 = 8, while the Goemans-Williamson method yields only an
upper bound of ξ1 = 9.

presented in Section 3.2.4 can be used to simplify the SDP relaxations.

The Lovász ϑ-function defined by

ϑ(G) = min
{|ai〉}i∈V ,|c〉

max
i∈V

1
| 〈c|ai〉 |2

, (3.74)

where the |ai〉 form an orthonormal representation and |c〉 is a unit vector, is prob-

ably the best-known way to obtain a lower bound on the minimal dimension of or-

thonormal representations. Note that the value of the Lovász ϑ-function is indepen-

dent of whether the orthonormal representation is real or complex [119]. For any

k-dimensional orthonormal representation |ai〉, also |ai〉 ⊗ |a∗i 〉 form an orthonormal

representation and, with |c〉 = 1√
k ∑k

α=1 |α〉 ⊗ |α〉, the bound k ≥ ϑ(G) is readily ob-

tained from Eq. (3.74). Our method can provide a better bound even for small graphs;

see Fig. 3.3.

3.3.4 Max-Cut problem

The Max-Cut problem is among the best-known rank-constrained optimization prob-

lems [122] and also draws a lot of interest in quantum computing [144, 145]. Given

a graph G = (V, E), the Max-Cut problem is to find a cut, i.e., a bipartition of the

vertices (S, Sc), where Sc = V \ S, that maximizes the number of edges between S and

Sc; see Fig. 3.4. A significant breakthrough for the Max-Cut problem was the work by

Goemans and Williamson [122], in which they showed that the Max-Cut problem can

be written as the following rank-constrained optimization

max
ρ

1
4

tr[W(Jn − ρ)]

s.t. ∆(ρ) = 1n, ρ ≥ 0, rank(ρ) = 1,
(3.75)
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where n = |V|, ρ ∈ Rn×n, Jn is the n × n matrix with all elements being one, and

W is the adjacency matrix of G. To see why the Max-Cut problem is equivalent to

Eq. (3.75), we denote a cut with the binary vector x ∈ {−1, 1}n such that xi = 1 if i ∈ S

and xi = −1 if i ∈ Sc and let ρ = xxT, then the number of edges between S and Sc is
1
4 ∑(i,j)∈E(1− xixj), which is equal to the objective function in Eq. (3.75). Furthermore,

the set of all cuts ρ = xxT can be fully characterized by the constraints in Eq. (3.75).

The idea of the Goemans-Williamson approximation is to remove the rank constraint

in Eq. (3.75) and solve the resulting SDP relaxation, which gives an upper bound ξ1

for the Max-Cut problem.

In the following, we show how our method can give a better estimate compared to

the Goemans-Williamson approximation. By noting that we can add a redundant

constraint tr(ρ) = n, Theorem 3.5 implies that the Max-Cut problem is equivalent to

the following conic program

max
ΦAB

1
4

tr[WJn]−
1
4

tr[WA ⊗ 1BΦAB]

s.t. ΦAB ∈ SEP, tr(ΦAB) = n,

VABΦAB = ΦAB, ΦTA
AB = ΦAB,

∆A ⊗ IdB(ΦAB) =
1
n
1n ⊗ trA(ΦAB),

(3.76)

where HA = HB = Rn. Consequently, a complete hierarchy of SDPs can be con-

structed from Theorem 3.6.

We have tested the SDP relaxation ξ2 (replacing ΦAB ∈ SEP by ΦAB ≥ 0) with some

random graphs (randomly generated adjacency matrices). Let us discuss the largest

two graphs that we have tested. For a 64-vertex graph with 419 edges, the Goemans-

Williamson method gives the upper bound bξ1c = 299, instead ξ2 = 287. For the 72-

vertex graph with 475 edges, the Goemans-Williamson method gives the upper bound

bξ1c = 335, instead ξ2 = 321. Furthermore, the optimal ΦAB also shows that the upper

bound ξ2 in these two cases are achievable. Hence, ξ2 gives the exact solution to the

Max-Cut problem in these examples. Actually, for all the graphs that we have tested,

ξ2 already gives the exact solution of the Max-Cut problem. At last, we would like

to mention that, although our method gives a much better bound, it is more costly

than the Goemans-Williamson method. For example, the size of the matrix grows

quadratically on the number of vertices for ξ2, compared to only growing linearly for

the Goemans-Williamson method.
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3.3.5 Pseudo-Boolean optimization

Similar to the Max-Cut problem, we can apply the method to general optimization of

a real-valued function over Boolean variables. These so-called pseudo-Boolean opti-

mization problems find wide applications in, for example, statistical mechanics, com-

puter science, discrete mathematics, and economics (see [123] and references therein).

As a demonstration, we consider the quadratic pseudo-Boolean optimization

max
x

xTQx + cTx

s.t. xi = ±1,
(3.77)

where Q ∈ R(n−1)×(n−1), c ∈ Rn−1, and xT = [x1, x2, . . . , xn−1]; higher-order cases

can be obtained by reducing to quadratic forms [123] or applying the results of Sec-

tion 3.5.4. Notably, performing quadratic pseudo-Boolean optimization problems with

noisy intermediate-scale quantum computers has drawn a lot of research interest [126–

129]. So, the following method may be used to characterize benchmarks of such de-

vices.

The quadratic pseudo-Boolean optimization problem can also be written as a rank-

constrained optimization. The basic idea is to write ρ as an n× n matrix

ρ =

[
xxT x

xT 1

]
=

[
x

1

] [
xT 1

]
. (3.78)

Further, we define L as

L =

[
Q 1

2 c
1
2 cT 0

]
. (3.79)

Then, the optimization problem in Eq. (3.77) can be written as the following rank-

constrained SDP
max

ρ
tr(Lρ)

s.t. ∆(ρ) = 1n, ρ ≥ 0, rank(ρ) = 1,
(3.80)

which is of a similar form as in Eq. (3.75). By Theorem 3.5, the quadratic pseudo-

Boolean optimization problem is equivalent to the conic program in Eq. (3.76) with

the objective function replaced by tr(LA ⊗ 1BΦAB).

To illustrate the performance of our method, we consider the Boolean least squares

optimization, i.e.,
min

x
‖Ax− b‖2

2

s.t. xi = ±1.
(3.81)
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We have tested our SDP relaxation ξ2, compared to the widely-used SDP relaxation ξ1

[146], for 1000 random matrices A ∈ R40×30 and vectors b ∈ R40 with elements inde-

pendently normally distributed. For this size, the optimal value ξ can still be obtained

by brute force. In most cases, the optimum is reached by ξ2 while there is a significant

gap between the optimal value ξ and ξ1. More precisely, for the 1000 random samples,

we obtain an average ratio of 〈ξ2/ξ〉 = 99.93% in contrast to 〈ξ1/ξ〉 = 49.32%. Note

that in Eq. (3.81), a the minimization is considered which means that the ξN provide

lower bounds for ξ instead of upper bounds.

In passing, we would like to mention that Lasserre’s hierarchy for polynomial opti-

mization can also be used for the pseudo-Boolean optimization [104, 105], however,

the construction of the SDP hierarchy is much easier with our method. Moreover, our

method also makes it more convenient to utilize the symmetry of the optimization

problem, which usually plays a crucial role when solving large-scale problems.

3.4 Arbitrary-precision certified semidefinite programming

Reading Section 3.3.3, one might stumble over the remarkably high precision obtained

for the Lovász ϑ-function at the graph given in Fig. 3.3, namely ϑ(G) = 4± 10−100.

As indicated in the text, we find feasible points of the standard primal and dual prob-

lem of the Lovász ϑ-function’s SDP characterization [103] which provide a certified

lower and upper bound to ϑ(G), respectively. To do so, we use the arbitrary-precision

SDP solver SDPA-GMP [147–149] to obtain highly-accurate numerical solutions to the

SDPs.

Then, using fractions, we find exact feasible points close to the numerical solution.

To ensure positive semidefiniteness, we examine the characteristic polynomial p(λ) =

det(λ1−Φ) whose roots are the eigenvalues of the K× K-matrix Φ. An efficient way

to compute the coefficients ck in the decomposition

p(λ) =
K

∑
k=0

ckλk (3.82)

analytically is to use the Faddeev–LeVerrier algorithm [150, 151]. Using Descartes’ rule

of signs [152], the positivity of Φ is determined by the signs of the coefficients ck [153].

More precisely, we consider the characteristic polynomial of −Φ with coefficients c̃k

for convenience. If c̃k ≥ 0 for all k, then ∑K
k=0 c̃kλk > 0 for λ > 0 and hence, −Φ is

negative semidefinite, i.e., Φ is positive semidefinite. On the other hand, writing p̃(λ)
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as (note that c̃K = 1)

p̃(λ) =
K

∏
j=0

(
λ− λ̃j

)
=

K

∑
k=0

c̃kλk, (3.83)

where λ̃j are the eigenvalues of −Φ, negative semidefiniteness of −Φ implies that c̃k ≥
0 by the expansion of the product because −λ̃j ≥ 0. Thus, Φ is positive semidefinite

if, and only if, all the c̃k are nonnegative.

One possibility to find exact feasible points from approximate solutions uses the stan-

dard form for SDPs in Eq. (2.76). In this form, the constraints are incorporated into

the basis Fj. Then, finding a linear combination ∑j>0 µjFj > 0, we can obtain an exact

feasible point from an almost semidefinite approximate solution by adding a small

multiple of this linear combination and hence, a certified upper of lower bound for

the optimal value. Sometimes, the exact solution can even be guessed from the numer-

ical result and verified as described. In this way, we were able to certify that indeed

ϑ(G) ≥ 4, however, we could not find a certificate for ϑ(G) ≤ 4 and hence, a small

uncertainty remains.

3.5 More general results on rank-constrained optimization

In this section, we consider extensions of the problem in Eq. (3.1) and general cases

of rank-constrained optimization. For simplicity, we only consider the optimization

over complex matrices. All results can be similarly applied to the optimization over

real matrices by adding the partial-transpose-invariance constraint ΦTA
AB = ΦAB or

ΦTA
AB···Z = ΦAB···Z.

3.5.1 Inequality constraints

Starting from the following rank-constrained SDP with inequality constraints

max
ρ

tr(Xρ)

s.t. Λ(ρ) ≤ Y, tr(ρ) = 1,

ρ ≥ 0, rank(ρ) ≤ k,

(3.84)

where Λ is a Hermiticity-preserving map [154], we can still define the feasible region

F in Cn×n and its purification P in Cnk×nk, similar to Eqs. (3.2, 3.3), as

F =
{

ρ
∣∣ Λ(ρ) ≤ Y, tr(ρ) = 1, ρ ≥ 0, rank(ρ) ≤ k

}
, (3.85)

P =
{
|ϕ〉 〈ϕ|

∣∣ Λ̃(|ϕ〉 〈ϕ|) ≤ Y, 〈ϕ|ϕ〉 = 1
}

, (3.86)
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where Λ̃(·) = Λ[tr2(·)]. Again, we denote the solution of Eq. (3.84) as ξ. In this case,

the proof of Theorem 3.1 does not work, because although the constraints

ΦAB ∈ SEP, tr(ΦAB) = 1, VABΦAB = ΦAB,

Λ̃⊗ IdB(ΦAB) ≤ Y⊗ trA(ΦAB),
(3.87)

still provide a necessary condition for trB(ΦAB) ∈ S := conv(P), they are no longer

sufficient. This is because contrary to the equality case, the pure states in the decompo-

sition of ΦAB can no longer be guaranteed to be in P for the inequality case. However,

the complete hierarchy analogously to Eq. (3.22) still provides the exact solution ξ.

Theorem 3.9. For F = C, let ξ be the solution of the rank-constrained SDP in Eq. (3.84).

Then, for any N, ξ is upper bounded by the solution ξN of the following SDP hierarchy

max
ΦAB···Z

tr(X̃A ⊗ 1B···ZΦAB···Z)

s.t. ΦAB···Z ≥ 0, tr(ΦAB···Z) = 1, (3.88)

P+
N ΦAB···ZP+

N = ΦAB···Z,

Λ̃⊗ IdB···Z(ΦAB···Z) ≤ Y⊗ trA(ΦAB···Z).

Furthermore, the SDP hierarchy is complete, i.e., ξN+1 ≤ ξN and limN→+∞ ξN = ξ.

Similarly, any criterion for the full separability of ΦAB···Z or the unnormalized state

Y⊗ trA(ΦAB···Z)− Λ̃⊗ IdB···Z(ΦAB···Z), such as the PPT criterion, can be added to the

optimization in Eq. (3.88), which can give a better upper bound for the optimization

in Eq. (3.84).

For simplicity, we only present the intuition of the proof of Theorem 3.9 here; see

[99] for a rigorous proof. The property ξN+1 ≤ ξN follows from the hierarchical

property that if ΦAB···ZZ′ is within the feasible region of level N + 1, then ΦAB···Z =

trZ′(ΦAB···ZZ′) is within the feasible region of level N.

For the convergence property, we consider a separable variant of the optimization in

Eq. (3.88) by replacing ΦAB···Z ≥ 0 with ΦAB···Z ∈ SEP, and denote the corresponding

solutions as ξ̃N , i.e., add a tilde to distinguish the solution with the separability con-

straint from the original ξN . Then, the quantum de Finetti theorem [135, 138] implies

that

lim
N→+∞

ξ̃N = lim
N→+∞

ξN . (3.89)

Now, we assume that the ξ̃N are achieved by the separable states

Φ̃AB···Z =
∫

ψ
fN(ψ) |ψ〉 〈ψ|⊗N dψ, (3.90)
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where the fN(ψ)dψ are N-dependent probability distributions, and dψ denotes the

normalized uniform distribution. As the set of probability distributions on a compact

set is also compact in the weak topology [155], we can take f∞(ψ)dψ as a limit point

of fN(ψ)dψ. Thus, we get an N-independent probability distribution f∞(ψ)dψ. Let

Φ̃∞
AB···Z =

∫
ψ

f∞(ψ) |ψ〉 〈ψ|⊗N dψ, (3.91)

which satisfies all the constraints in Eq. (3.88) for arbitrary N by the hierarchical prop-

erty, and moreover

lim
N→+∞

ξ̃N = lim
N→+∞

tr
(
X̃AΦ̃N

A
)
= tr

(
X̃AΦ̃∞

A
)
, (3.92)

where

Φ̃N
A = trB···Z

(
Φ̃AB···Z

)
=
∫

ψ
fN(ψ) |ψ〉 〈ψ|dψ, (3.93)

Φ̃∞
A = trB···Z

(
Φ̃∞

AB···Z
)
=
∫

ψ
f∞(ψ) |ψ〉 〈ψ|dψ. (3.94)

By Eq. (3.89), to prove that limN→+∞ ξN = ξ, we only need to show that Φ̃∞
A ∈

conv(P). To this end, it is sufficient to show that Yϕ := Λ̃(|ϕ〉 〈ϕ|) ≤ Y whenever

f∞(ϕ) 6= 0. By plugging Eq. (3.91) into the last constraint in Eq. (3.88), we get that for

arbitrary N ∫
ψ

f∞(ψ)(Y−Yψ)⊗ |ψ〉 〈ψ|⊗N dψ ≥ 0, (3.95)

which implies that ∫
ψ f∞(ψ)(Y−Yψ)|〈ϕ|ψ〉|2Ndψ∫

ψ|〈ϕ|ψ〉|2Ndψ
≥ 0 (3.96)

for any |ϕ〉 and N. Note that for any ε > 0, the integral over the complement of the

ε-ball Bc
ϕ(ε) :=

{
|ψ〉 〈ψ|

∣∣ |〈ϕ|ψ〉|2 ≤ 1− ε
}

is

lim
N→+∞

∫
Bc

ϕ(ε)
|〈ϕ|ψ〉|2Ndψ∫

ψ|〈ϕ|ψ〉|2Ndψ
= 0, (3.97)

because while the numerator decreases to zero exponentially with N, the denominator∫
ψ|〈ϕ|ψ〉|2Ndψ = 1/ dim(P+

N ) decreases only polynomially according to Eq. (3.32) and

the relation
∫

ψ |ψ〉 〈ψ|
⊗N dψ = P+

N / dim(P+
N ) [154]. Hence,

lim
N→+∞

|〈ϕ|ψ〉|2N∫
ψ|〈ϕ|ψ〉|2Ndψ

= δ(ψ− ϕ), (3.98)
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where δ(·) is the Dirac-delta function. Then, in the limit N → +∞, Eq. (3.96) gives

that ∫
ψ

f∞(ψ)(Y−Yψ)δ(ψ− ϕ)dψ = f∞(ϕ)(Y−Yϕ) ≥ 0, (3.99)

and hence, Yϕ ≤ Y when f∞(ϕ) 6= 0.

3.5.2 Non-positive-semidefinite variables

Second, we study the rank-constrained optimization for non-positive-semidefinite and

even non-square matrices. Consider the rank-constrained optimization

max
ω

tr(Xω) + tr(X†ω†)

s.t. Λ(ω) = Y, rank(ω) ≤ k,
(3.100)

where ω ∈ Cm×n, and the form of the objective function is chosen such that it is real-

valued. Here, we impose an extra assumption that the optimal value can be attained

on bounded ω, i.e., we consider the optimization

max
ω

tr(Xω) + tr(X†ω†)

s.t. Λ(ω) = Y, ‖ω‖ ≤ R, rank(ω) ≤ k,
(3.101)

where ‖ω‖ = tr(
√

ωω†) is the trace norm of ω, and R is a suitably chosen bound

depending on the actual problem. Especially, by taking R → +∞, Eq. (3.101) turns to

Eq. (3.100). The key observation for solving Eq. (3.101) is the following lemma.

Lemma 3.10. A matrix ω ∈ Fm×n (F = C or F = R) satisfies that rank(ω) ≤ k and

‖ω‖ ≤ R if, and only if, there exists A ∈ Fm×m and B ∈ Fn×n such that

Ω :=

[
A ω

ω† B

]
(3.102)

satisfies that Ω ≥ 0, tr(Ω) = 2R, and rank(Ω) ≤ k.

Proof. We take advantage of the following observations from elementary algebra:

Observation (i): For any a, b, x ≥ 0 satisfying ab ≥ x2, we have that a + b ≥ 2x.

Observation (ii): For any y ≥ x ≥ 0, there exist a, b ≥ 0 such that ab = x2 and

a + b = 2y.

We first prove the sufficiency part. The rank statement is obvious because the rank of

a submatrix is no larger than that of the whole matrix, i.e., rank(ω) ≤ rank(Ω) ≤ k.
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Now, we show that Ω ≥ 0 and tr(Ω) = 2R imply that ‖ω‖ ≤ R. Consider the singular

value decomposition of ω

ω = U†DV, (3.103)

where U and V are unitary matrices, Dii ≥ 0, and Dij = 0 for i 6= j. Furthermore, we

have ‖ω‖ = ∑i Dii. Let

Ω̃ =

[
U 0

0 V

]
Ω

[
U† 0

0 V†

]
=

[
UAU† D

DT VBV†

]
. (3.104)

Then, Ω ≥ 0 implies that

(UAU†)ii(VBV†)ii ≥ D2
ii. (3.105)

Thus, Observation (i) implies that

(UAU†)ii + (VBV†)ii ≥ 2Dii, (3.106)

whose summation gives

tr(Ω) = ∑
i

[
(UAU†)ii + (VBV†)ii

]
≥ 2 ∑

i
Dii (3.107)

Hence, tr(Ω) = 2R implies ‖ω‖ = ∑i Dii ≤ R.

To prove the necessity part, we again consider the decomposition in Eq. (3.104). Then,

rank(ω) ≤ k implies that Dii = 0 when i > k. One can easily verify that Ω satisfies

that Ω ≥ 0 and rank(Ω) = rank(Ω̃) ≤ k when

(UAU†)ij = 0 for i 6= j and i = j > k,

(VBV†)ij = 0 for i 6= j and i = j > k,

(UAU†)ii ≥ 0, (VBV†)ii ≥ 0 for i = 1, 2, . . . k,

(UAU†)ii(VBV†)ii = D2
ii for i = 1, 2, . . . k.

(3.108)

Then, Observation (ii) and the bound constraint ‖ω‖ = ∑k
i=1 Dii ≤ R imply that we can

choose suitable (UAU†)ii and (VBV†)ii for i = 1, 2, . . . , k such that tr(Ω) = tr(Ω̃) =

∑k
i=1[(UAU†)ii + (VBV†)ii] = 2R.

By taking advantage of Lemma 3.10, the optimization in Eq. (3.101) can be written as

max
Ω

tr(LΩ)

s.t. Λ ◦ P(Ω) = Y, tr(Ω) = 2R,

Ω ≥ 0, rank(Ω) ≤ k,

(3.109)
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where

Ω =

[
A ω

ω† B

]
, L =

[
0 X†

X 0

]
, P(Ω) = ω. (3.110)

Then, after normalization, Eq. (3.109) is of the simple form given in Eq. (3.1). Thus, all

the methods developed in Section 3.2 are directly applicable.

Furthermore, by applying the technique from Section 3.5.1, it is also possible to con-

sider element-wise inequality constraints of the form Λ(ω) � Y for the optimization

in Eq. (3.100), where � denotes the element-wise comparison.

3.5.3 Unnormalized variables

Third, we consider rank-constrained semidefinite optimization without normalization

constraint. Formally, we consider the general rank-constrained SDP

max
ρ

tr(Xρ)

s.t. Λ(ρ) = Y, M(ρ) ≤ Z,

ρ ≥ 0, rank(ρ) ≤ k,

(3.111)

which contains both an equality constraint Λ(ρ) = Y and an inequality constraint

M(ρ) ≤ Z.

The first method we can try is to find a matrix C such that W := Λ∗(C) > 0, where

Λ∗ is the dual/adjoint map of Λ [154]. If this is possible, we can add a redundant

normalization-like constraint

tr(Wρ) = w, (3.112)

where w = tr(CY), which follows from Λ(ρ) = Y. The strictly-positive-definite prop-

erty of W implies that w > 0, otherwise the problem is trivial (ρ = 0). Then, by

applying the transformation ρ̃ = w−1
√

Wρ
√

W, the general rank-constrained SDP is

transformed to a form with normalization condition for ρ̃. Thus, the methods in Sec-

tion 3.2 and 3.5.1 are directly applicable.

In general, we can combine the techniques of the inequality constraint and the non-

positive-semidefinite variable to tackle the problem. Again, we impose an extra as-

sumption that the optimization can be attained on bounded ρ, i.e., we consider the

optimization
max

ρ
tr(Xρ)

s.t. Λ(ρ) = Y, M(ρ) ≤ Z, tr(ρ) ≤ R,

ρ ≥ 0, rank(ρ) ≤ k,

(3.113)
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where R is a suitably chosen bound depending on the actual problem. By taking

advantage of Lemma 3.10, the optimization in Eq. (3.113) can be written as

max
Ω

tr(LΩ) (3.114)

s.t. Λ ◦ P(Ω) = Y, M ◦ P(Ω) ≤ Z, P(Ω) ≥ 0,

tr(Ω) = 2R, Ω ≥ 0, rank(Ω) ≤ k,

where

Ω =

[
A ρ

ρ B

]
, L =

1
2

[
0 X

X 0

]
, P(Ω) = ρ. (3.115)

Eq. (3.114) is a rank-constrained SDP with normalization constraint. Thus, by applying

the methods from Section 3.2 and Section 3.5.1, a complete SDP hierarchy can be

constructed.

3.5.4 Quadratic optimization and beyond

Finally, we show that our method can also be used for (rank-constrained) quadratic

and higher-order optimization. The key observation is that quadratic functions over ρ

can be written as linear functions over ρ⊗ ρ. For example, we can rewrite

tr(XρYρ) =
1
2

tr[{V, X⊗Y}(ρ⊗ ρ)],

tr(Xρ) tr(Yρ) = tr[(X⊗Y)(ρ⊗ ρ)],
(3.116)

where V is the swap operator, and the anti-commutator {·, ·} is taken to ensure Her-

miticity. Thus, without loss of generality, we consider the following rank-constrained

quadratic optimization
max

ρ
tr[XA1B1(ρA1 ⊗ ρB1)]

s.t. Λ(ρ) = Y, tr(ρ) = 1,

ρ ≥ 0, rank(ρ) ≤ k,

(3.117)

where HA1 = HB1 = Cn, ρA1 and ρB1 denote the same state ρ on HA1 and HB1 ,

respectively, and XA1B1 is some Hermitian operator on HA1 ⊗HA2 . The generalization

to the general cases as in the previous subsections is obvious.

To solve Eq. (3.117), we consider F2 :=
{

ρ ⊗ ρ
∣∣ ρ ∈ F

}
and P2 :=

{
|ϕ〉 〈ϕ| ⊗

|ϕ〉 〈ϕ|
∣∣ |ϕ〉 〈ϕ| ∈ P}; see Fig. 3.5. From the definitions in Eqs. (3.2, 3.3, 3.7), we have

trA2B2(S2) = conv
[

trA2B2(P2)
]
= conv(F2). (3.118)
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H1⊗H1 ⇒ HA⊗HB ⇒ HA⊗HB

F2 ⇒ P2 ⇒ S2

ρ⊗ ρ ⇒ |ϕ〉〈ϕ| ⊗ |ϕ〉〈ϕ| ⇒ ∑i pi|ϕi〉〈ϕi|⊗2

Figure 3.5: [99] An illustration of the relations between the two-party feasible region
F2, the two-party purification P2, and the two-party extension S2.

As the set S2 is already fully characterized by Theorem 3.1, the rank-constrained

quadratic optimization in Eq. (3.117) is equivalent to the conic program

max
ΦAB

tr[X̃ABΦAB]

s.t. ΦAB ∈ SEP, tr(ΦAB) = 1, VABΦAB = ΦAB, (3.119)

Λ̃A ⊗ IdB(ΦAB) = Y⊗ trA(ΦAB),

where X̃AB = XA1B1 ⊗ 1A2B2 . Accordingly, a complete hierarchy can be constructed

similarly as in Theorem 3.2.

We conclude this section with a few remarks. First, taking k = n (i.e., taking the

rank bound to be the dimension of ρ) corresponds to the quadratic program without

rank constraint. Second, this method can be used for various uncertainty relations in

quantum information, in which the minimization of the variance is automatically a

quadratic program. Finally, the above procedure can be easily generalized to higher-

order programming. The main idea is that all the results in Section 3.2 can be directly

generalized to fully characterize

SN := conv
({
|ϕ〉 〈ϕ|⊗N

∣∣∣ |ϕ〉 〈ϕ| ∈ P}), (3.120)

and SN satisfies that trA2B2···Z2(SN) = conv(FN), where FN :=
{

ρ⊗N
∣∣ ρ ∈ F

}
. More

precisely, recall that P is defined as

P =
{
|ϕ〉 〈ϕ|

∣∣ Λ̃(|ϕ〉 〈ϕ|) = Y, 〈ϕ|ϕ〉 = 1
}

. (3.121)
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Then, we show that ΦABC···Z ∈ SN if, and only if,

ΦABC···Z ∈ SEP, tr(ΦABC···Z) = 1, (3.122)

P+
N ΦABC···ZP+

N = ΦABC···Z, (3.123)

Λ̃A ⊗ IdBC···Z(ΦABC···Z) = Y⊗ trA(ΦABC···Z). (3.124)

Similarly to the case of S2, the constraints in Eqs. (3.122) and (3.123) imply that ΦABC···Z
is a separable state in the symmetric subspace, which always admits the form [133]

ΦABC···Z = ∑
i

pi |ϕi〉 〈ϕi|⊗N , (3.125)

where the pi form a probability distribution and the |ϕi〉 are normalized. Thus,

Eq. (3.124) implies that

EA ⊗ E †
B ⊗ trC···Z(ΦABC···Z) = ∑

i
piEi ⊗ E†

i = 0, (3.126)

where Ei = E(|ϕi〉 〈ϕi|). Then, |ϕi〉 〈ϕi| ∈ P follows from Eqs. (3.17, 3.18), which

prove that ΦABC···Z ∈ SN . Similarly, in the case of F = R, we only need to add the

partial-transpose-invariant constraint

ΦTA
ABC···Z = ΦABC···Z. (3.127)

Thus, (rank-constrained) higher-order optimizations over ρ⊗N are fully characterizable

with SN .

3.6 Conclusion

We have introduced a method to map SDPs with rank constraints to optimizations over

separable quantum states. This result establishes a new connection between the theory

of quantum entanglement, convex optimization, and rank-constrained semidefinite

programming. While the DPS hierarchy characterizes entanglement via a hierarchy

of semidefinite programs, we reformulate rank-constrained SDPs as conic optimiza-

tions using the cone of separable matrices, which again can be solved through a SDP

hierarchy. Furthermore, we studied various examples and demonstrated the practical

viability of our approach. In particular, we show how certified bounds with arbitrary

precision can be obtained from the SDP relaxations. Since the quantum de Finetti

theorem is indispensable for the completeness of our hierarchy, we commented on
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the uniqueness of multi-copy decompositions, which is a common misunderstanding.

Finally, we discussed several extensions to more general problems.

For further research, there are several interesting directions. First, concerning the pre-

sented method, a careful study of possible large-scale implementations, including the

exploitation of possible symmetries, is desirable. This may finally shed new light on

some of the examples presented here. Second, another promising method for solv-

ing the convex optimization problems in Theorems 3.1 and 3.5 is to consider the dual

conic programs, which correspond to the optimization over entanglement witnesses.

The benefit of this method will be that any feasible witness operator can provide a

certified upper bound for the optimization problem. Third, on a broader perspective,

it would be interesting to study other SDPs with additional constraints. An example is

conditions in a product form, which frequently occur in quantum information due to

the tensor product structure of the underlying Hilbert spaces. Finding SDP hierarchies

for such problems will be very useful for the progress of this field.
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4 A complete hierarchy for the

pure-state marginal problem in

quantum mechanics

Prerequisites

2.2 Quantum mechanics

2.5 Entanglement

2.7 The marginal problem and quantum codes

2.8 Semidefinite programming

4.1 Introduction

The main parts of this chapter have been published as Publication (C) [134]. Clarifying

the relation between the whole and its parts is crucial for many problems in science.

In quantum mechanics, this question manifests itself in the quantum marginal prob-

lem. For a given multiparticle quantum state |ϕ〉 it is straightforward to compute its

marginals or reduced density matrices on some subsets of the particles. The reverse

question, whether a given set of marginals is compatible with a global pure state, is,

however, not easy to decide. Still, it is at the heart of many problems in quantum

physics. Already in the early days it was a key motivation for Schrödinger to study

entanglement [156], and it was recognized as a central problem in quantum chemistry

[157]. There, often additional constraints play a role, e.g., if one considers fermionic

systems. Then, the anti-symmetry leads to additional constraints on the marginals,

generalizing the Pauli principle [158, 159]. A variation of the marginal problem is

the question whether or not the marginals determine the global state uniquely or not

[160–162]. This is relevant in condensed matter physics, where one may ask whether

a state is the unique ground state of a local Hamiltonian [163, 164]. Many other cases,

such as marginal problems for Gaussian and symmetric states [165, 166] and applica-

tions in quantum correlations [167], quantum causality [168], and interacting quantum

many-body systems [169, 170] have been studied.
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With the emergence of quantum information processing, various specifications of the

marginal problem moved into the center of attention. In entanglement theory a pure

two-particle state is maximally entangled, if the one-particle marginals are maximally

mixed. Furthermore, absolutely maximally entangled (AME) states are multiparticle

states that are maximally entangled for any bipartition. This makes them valuable

ingredients for quantum information protocols [80, 81], but it turns out that AME

states do not exist for arbitrary dimensions, as not always global states with the de-

sired mixed marginals can be found [86, 171–173]. In fact, also states obeying weaker

conditions, where a smaller number of marginals must be maximally mixed, are of

fundamental interest, but in general it is open when such states exist [174–176]. More

generally, the construction of quantum error correcting codes, which constitute fun-

damental building blocks in the design of quantum computer architectures [177–179],

essentially amounts to the identification of subspaces of the total Hilbert space, where

all states in this space obey certain marginal constraints. This establishes a connection

to the AME problem, which consequently was announced to be one of the central

problems in quantum information theory [180]. Although an AME(4, 6) state, the spe-

cific instance which was asked for in Ref. [180], has been found recently [181], the

general existence problem still remains unsolved.

In this chapter, we rewrite the marginal problem as an optimization problem over

separable states, which can be seen as a special case of the optimization problem

considered in Chapter 3. Here and in the following, the term marginal problem usu-

ally refers to the pure-state marginal problem in quantum mechanics. This rewriting

allows us to transform the nonconvex and thus intractable purity constraint into a

complete hierarchy of conditions for a set of marginals to be compatible with a global

pure state. Each step is given by a semidefinite program (SDP), the conditions become

stronger with each level, and a set of marginals comes from a global state, if, and

only if, all steps are passed. There are at least two advantages of writing the marginal

problem as an SDP hierarchy: First, the symmetry in the physical problem can be

directly incorporated to drastically simplify the optimization (or feasibility) problem.

Second, many known efficient and reliable algorithms are known for solving SDPs

[89], which is in stark contrast to nonconvex optimization. To show the effectiveness

of our method, we consider the existence problem of AME states. By employing the

symmetry, we show that an AME state for a given number of particles and dimension

exists, if, and only if, a specific two-party quantum state is separable. In fact, this

allows us to reproduce nearly all previous results on the AME problem [17] with only

few lines of calculation. Finally, we show that our approach can also be extended to

study the existence problem of quantum codes.
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1

2

3

n

1

2
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n

n-body
system A

n-body
system B

Figure 4.1: [134] An illustration of the two-party extension for the marginal problem.
In the marginal problem one aims to characterize the pure states |ϕ〉 on n particles,
which are compatible with given marginals. The key idea of our approach is to drop
the purity constraint and to consider mixed states ρ with the given marginals. Then,
the purity is enforced by considering a two-party extension ΦAB.

4.2 Connecting the marginal problem with the separability

problem

The formal definition of the marginal problem is the following: Consider an n-particle

Hilbert space H =
⊗n

i=1Hi, and let I ⊂ {I | I ⊂ [n] = {1, 2, . . . , n}} be some subsets

of the particles, where the reduced states ρI are known marginals. Then, the problem

reads
find |ϕ〉

s.t. trIc(|ϕ〉 〈ϕ|) = ρI , I ∈ I .
(4.1)

Here, Ic = [n] \ I denotes the complement of the set I. Two facts are worth mentioning:

First, if the global state |ϕ〉 〈ϕ| is not required to be pure, then the quantum marginal

problem without purity constraint is already an SDP. Second, if the given marginals

are only one-body marginals, that is I = {{i} | i ∈ [n]}, the marginals are non-

overlapping and the problem in Eq. (4.1) was solved by Klyashko [79]. For overlapping

marginals, however, the solution is more complicated, and this is what we want to

discuss in this work.

The main idea of our method is to consider, for a given set of marginals, the compatible

states and their extensions to two copies. Then, we can formulate the purity constraint

using an SDP. We denote the two parties as A and B, and each of them owns an n-body

quantum system; see Fig. 4.1.

Theorem 4.1. There exists a pure quantum state |ϕ〉 that satisfies trIc(|ϕ〉 〈ϕ|) = ρI for all

I ∈ I if, and only if, the solution of the following convex optimization is equal to one,

max
ΦAB

tr(VABΦAB) = 1 (4.2)

s.t. ΦAB ∈ SEP, tr(ΦAB) = 1, (4.3)

trAIc (ΦAB) = ρI ⊗ trA(ΦAB) ∀ I ∈ I . (4.4)
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where SEP denotes the set of separable states w.r.t. the bipartition (A|B), AIc denotes all

subsystems Ai for i ∈ Ic, and similarly for BIc .

This result follows directly from Theorem 3.1 for rank-1-constrained optimization by

noting that the permuation matrix VAB has eigenvalues ±1.

Before proceeding further, we would like to add a few remarks. First, in Theorem 4.1

the constraint in Eq. (4.5) can be replaced by a weaker condition

trAIc BIc (ΦAB) = ρI ⊗ ρI ∀ I ∈ I , (4.5)

This is because for any separable quantum state ΦAB with tr(VABΦAB) = 1, Eq. (4.5)

implies Eq. (4.4). More precisely, in this case, we can write ΦAB as [133]

ΦAB = ∑
µ

pµ |ψµ〉 〈ψµ| ⊗ |ψµ〉 〈ψµ| . (4.6)

Then, with Eq. (4.5) we have that

trAIc BIc (ΦAB) = ∑
µ

pµρ
(µ)
I ⊗ ρ

(µ)
I = ρI ⊗ ρI . (4.7)

Furthermore, the following lemma implies that ρ
(µ)
I = ρI for all µ, and hence,

trAIc (ΦAB) = ρI ⊗∑
µ

pµ |ψµ〉 〈ψµ| = ρI ⊗ trA(ΦAB). (4.8)

Lemma 4.2. Any state of the form ρ⊗ ρ is an extreme point of the convex set conv{ρ⊗ ρ |
ρ ≥ 0, tr(ρ) = 1}.

Proof. Suppose that

ρ⊗ ρ = ∑
µ

pµρµ ⊗ ρµ, (4.9)

for some probability distribution {pµ}µ and quantum states ρµ. Without loss of gen-

erality, we assume that all pµ are strictly positive and we want to show that all ρµ = ρ.

Let X be any Hermitian matrix such that tr(Xρ) = 0, then we have

tr[(X⊗ X)(ρ⊗ ρ)] = ∑
µ

pµ tr[(X⊗ X)(ρµ ⊗ ρµ)] = ∑
µ

pµ[tr(Xρµ)]
2. (4.10)

Combining Eq. (4.10) with the relations tr[(X ⊗ X)(ρ ⊗ ρ)] = [tr(Xρ)]2 = 0 and

tr(Xρµ) ∈ R, we get that

tr(Xρµ) = 0, (4.11)

78



4.2. Connecting the marginal problem with the separability problem

for all µ and all X such that tr(Xρ) = 0. This implies that

ρµ = cµρ, (4.12)

for some cµ ∈ C. Furthermore, tr(ρ) = tr(ρµ) = 1 implies that cµ = 1, i.e., ρµ = ρ for

all µ. Thus, we proved that ρ⊗ ρ are extreme points.

Hence, the replacement of Eq. (4.4) by Eq. (4.5) will lead to an equivalent result as in

Theorem 4.1. However, when considering relaxations of the optimization in Eq. (4.2)

by replacing the separability constraint in Eq. (4.3) with some entanglement criteria,

Eq. (4.4) may be strictly stronger for certain marginal problems.

Second, physically, tr(VABΦAB) = 1 means that ΦAB is a two-party state acting on

the symmetric subspace only. Hence, Theorem 4.1 is also equivalent to the feasibility

problem

find ΦAB ∈ SEP (4.13)

s.t. VABΦAB = ΦAB, tr(ΦAB) = 1, (4.14)

trAIc (ΦAB) = ρI ⊗ trA(ΦAB) ∀ I ∈ I . (4.15)

Furthermore, any feasible state ΦAB can be used to construct the global state |ϕ〉 with

the desired marginals, as the constraints in Theorem 4.1 imply that any pure state in

the separable decomposition of ΦAB yields a desired global state.

Third, the separability condition in the optimization Eq. (4.3) is usually not easy to

characterize, hence relaxations of the problem need to be considered. The first candi-

date is the positive partial transpose (PPT) criterion [57, 58], which is an SDP relaxation

of the optimization in Eq. (4.2). The PPT relaxation provides a pretty good approxima-

tion when the local dimension and the number of parties are small. In the following,

inspired by the symmetric extension criterion [62], we propose a multi-party extension

method as in Theorem 3.2 and obtain a complete hierarchy for the marginal problem.

We denote the N parties as A, B, . . . , Z, and each of them owns an n-body quantum

system. For any H⊗N := HA ⊗HB ⊗ · · · ⊗HZ, the symmetric subspace is defined as{
|Ψ〉 ∈ H⊗N

∣∣∣ VΣ |Ψ〉 = |Ψ〉 ∀ Σ ∈ SN

}
, (4.16)

where SN is the permutation group over N symbols and VΣ are the corresponding

operators on the N parties A, B, . . . , Z; see Fig. 4.2. Let P+
N denote the orthogonal
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Figure 4.2: [134] An illustration of the complete hierarchy for the marginal problem.
In order to formulate the hierarchy for the marginal problem, one extends the two
copies in Fig. (4.1) to an arbitrary number of copies N. If the marginal problem has a
solution |ϕ〉, then there are multi-party extensions ΦAB···Z in the symmetric subspace
specified by VΣ = V⊗n

σ for any number of copies, obeying the semidefinite constraints
in Eqs. (4.19, 4.19).

projector onto the symmetric subspace of H⊗N . P+
N can be explicitly written as

P+
N =

1
N! ∑

Σ∈SN

VΣ. (4.17)

In particular, for two parties we have the well-known relation P+
2 = (1AB + VAB)/2,

which implies that tr(VABΦAB) = 1 if, and only if, tr(P+
2 ΦAB) = 1. Also, VABΦAB =

ΦAB is equivalent to P+
2 ΦABP+

2 = ΦAB. Hereafter, without ambiguity, we will use P+
N

to denote both the symmetric subspace and the corresponding orthogonal projector.

Then, the SDP hierarchy characterizing the marginal problem is given by the following

theorem.

Theorem 4.3. There exists a pure quantum state |ϕ〉 that satisfies trIc(|ϕ〉 〈ϕ|) = ρI for all

I ∈ I if and only if for all N ≥ 2 there exists an N-party quantum state ΦAB···Z such that

P+
N ΦAB···ZP+

N = ΦAB···Z, (4.18)

ΦAB···Z ≥ 0, tr(ΦAB···Z) = 1, (4.19)

trAIc (ΦAB···Z) = ρI ⊗ trA(ΦAB···Z) ∀ I ∈ I . (4.20)

Each step of this hierarchy is a semidefinite feasibility problem, and the conditions become more

restrictive if N increases.

This result is a direct corollary of Theorem 3.2.

Notably, we can add any criterion of full separability, e.g., the PPT criterion for all

bipartitions, as extra constraints to the feasibility problem. Then, Theorem 4.3 still

provides a complete hierarchy for the quantum marginal problem. In addition, the

quantum marginal problems of practical interest are usually highly symmetric. These

symmetries can be utilized to largely simplify the problems in Theorems 4.1 and 4.3.
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4.3. Absolutely maximally entangled states

Indeed, taking advantage of symmetries is usually necessary for practical applica-

tions, because the general quantum marginal problem is QMA-complete [182, 183].

Notably, even for non-overlapping marginals, despite recent progress in Refs. [184–

186], it is still an open problem whether there exists a polynomial-time algorithm. In

the following, we illustrate how symmetry can drastically simplify quantum marginal

problems with the existence problem of AME states.

4.3 Absolutely maximally entangled states

For convenience, we recall the definition of AME states introduced in Section 2.7. An

n-qudit state |ψ〉 is called an AME state, denoted as AME(n, d), if it satisfies

trIc(|ψ〉 〈ψ|) = 1dr

dr ∀ I ∈ Ir, (4.21)

where Ir = {I ⊂ [n] | |I| = r} and r = bn/2c. Thus, Eqs. (4.13, 4.14, 4.15) imply that

an AME(n, d) exists if, and only if, the following problem is feasible,

find ΦAB ∈ SEP (4.22)

s.t. tr(ΦAB) = 1, VABΦAB = ΦAB, (4.23)

trAIc (ΦAB) =
1dr

dr ⊗ trA(ΦAB) ∀ I ∈ Ir. (4.24)

Direct evaluation of the problem is usually difficult, because the dimension of ΦAB

is d2n × d2n, which is already very large for the simplest cases. For instance, for the

4-qubit case, the size of ΦAB is 256× 256.

To resolve this size issue, we investigate the symmetries that can be used to simplify

the feasibility problem. Let X denote the set of ΦAB that satisfy the constraints in

Eqs. (4.22, 4.23, 4.24). If we find a unitary group G such that for all g ∈ G and ΦAB ∈ X
we have that

gΦABg† ∈ X , (4.25)

then the convexity of X implies that we can add a symmetry constraint to the con-

straints in Eqs. (4.22, 4.23, 4.24), namely,

gΦABg† = ΦAB ∀ g ∈ G. (4.26)

In the following, we will show that the symmetries of the set of AME states (if they

exist for given n and d) are restrictive enough to leave only a single unique candidate

for ΦAB, for which separability needs to be checked. The set of AME(n, d) is invariant
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4. A complete hierarchy for the pure-state marginal problem in quantum mechanics

under local unitaries and permutations on the n particles, so by Theorem 4.1 (or by

direct verification) the following two classes of unitaries satisfy Eq. (4.25),

U1 ⊗ · · · ⊗Un ⊗U1 ⊗ · · · ⊗Un ∀ Ui ∈ SU(d), (4.27)

π ⊗ π ∀ π ∈ Sn, (4.28)

where π = π(A1, A2, . . . , An) = π(B1, B2, . . . , Bn) denotes the permutation operators

on HA and HB. Note that the Ui in Eqs. (4.27, 4.28) can be different.

First, let us view VAB and ΦAB as V12...n and Φ12...n, where i labels the subsystems AiBi.

Hereafter, without ambiguity, we will omit the subscripts of

1 := 1d2 , V := VAi Bi , (4.29)

for simplicity. From this perspective, VAB can be written as V⊗n, and the sym-

metries in Eqs. (4.27, 4.28) can be written as
⊗n

i=1(Ui ⊗ Ui) for Ui ∈ SU(d) and

Π = Π(A1B1, A2B2, . . . , AnBn) for Π ∈ Sn, respectively. According to Werner’s re-

sult [187], a (U ⊗U)-invariant Hermitian operator must be of the form α1+ βV with

α, β ∈ R. This implies that a [
⊗n

i=1(Ui ⊗Ui)]-invariant state must be a linear combi-

nation of operators of the form

n⊗
i=1

(αi1+ βiV) ∀ αi, βi ∈ R. (4.30)

In addition, we take advantage of the permutation symmetry under Π ∈ Sn to write

any invariant ΦAB as

ΦAB =
n

∑
i=0

xiP{V⊗i ⊗ 1⊗(n−i)}, (4.31)

where P represents the sum over all possible permutations that give different terms,

e.g., P{V ⊗ 1⊗ 1} = V ⊗ 1⊗ 1+ 1⊗V ⊗ 1+ 1⊗ 1⊗V.

Before proving the existence and uniqueness of the symmetrized ΦAB, we show how

to simplify the constraints in Eqs. (4.23, 4.24) by taking advantage of Eq. (4.31). The

meaning of this simplification is two-fold: first, it gives an intuition about why the

symmetrized ΦAB is uniquely determined; second, it can be directly generalized to

other marginal problems, such as the m-uniform states and quantum codes, in which

the symmetrized ΦAB are no longer uniquely determined.

• Normalization constraint tr(ΦAB) = 1:

tr(ΦAB) = tr

[
n

∑
i=0

xiP{V⊗i ⊗ 1⊗(n−i)}
]
=

n

∑
i=0

(
n
i

)
d2n−ixi = 1. (4.32)
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4.3. Absolutely maximally entangled states

• Symmetric subspace constraint VABΦAB = ΦAB:

VABΦAB = V⊗nΦAB =
n

∑
i=0

xiP{V⊗(n−i) ⊗ 1⊗i} =
n

∑
i=0

xiP{V⊗i ⊗ 1⊗(n−i)}, (4.33)

which implies that

xi = xn−i ∀ i = 0, 1, . . . , n− r− 1, (4.34)

where r = bn/2c.

• Marginal constraints trAIc (ΦAB) =
1dr
dr ⊗ trA(ΦAB):

Because ΦAB is invariant under permutations Π ∈ Sn, it is sufficient to consider Ic =

{1, 2, . . . , n− r}. Further, as 1dr
dr ⊗ trA(ΦAB) ∝ 1dn+r , it must also hold that trAIc (ΦAB) ∝

1dn+r . Hence, all terms that contain V in trAIc (ΦAB) must be zero. Thus, the marginal

constraints trAIc (ΦAB) =
1dr
dr ⊗ trA(ΦAB) are equivalent to

n−r

∑
i=0

(
n− r

i

)
dn−r−ixs+i = 0 ∀ s = 1, 2, . . . , r. (4.35)

Eqs. (4.32, 4.34, 4.35) provide n+ 1 linear equations, which can uniquely determine the

n + 1 parameters (x0, x1, . . . , xn) in ΦAB.

To rigorously prove the existence and uniqueness of ΦAB, we also take advantage of

the following lemma; for more details about the dual basis see, e.g., Ref. [188].

Lemma 4.4. Let {|xi〉}i be a basis for a finite-dimensional Hilbert space, which is not required

to be orthogonal or normalized. Then, there exists a unique vector |y〉 satisfying the linear

equations {〈xi|y〉 = yi}i for any {yi}i. Concretely, let {|x̃i〉}i be the dual basis for {|xi〉}i,

i.e., 〈xi|x̃j〉 = δij, then |y〉 = ∑i yi |x̃i〉.

Let S be the space generated by the linearly independent operators

Xi = P{V⊗i ⊗ 1⊗(n−i)} ∀ i = 0, 1, . . . , n, (4.36)

and the inner product to be the Hilbert-Schmidt inner product, e.g.,

〈Xi, Xj〉 = tr(X†
i Xj) = tr(XiXj). (4.37)

Obviously, ΦAB ∈ S by Eq. (4.31).

By slightly modifying the derivation of Eq. (4.35), it is easy to see that the normaliza-

tion constraint and the marginal constraints for AME(n, d) are equivalent to

trAIc BIc (ΦAB) =
1dr

dr ⊗
1dr

dr ∀ I ∈ Ir, (4.38)
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4. A complete hierarchy for the pure-state marginal problem in quantum mechanics

which implies that

tr(XiΦAB) =

(
n
i

)
tr
[

V⊗i1di

di ⊗
1di

di

]
=

(n
i )

di ∀ i = 0, 1, . . . , r. (4.39)

The symmetric subspace constraint VABΦAB = V⊗nΦAB = ΦAB and the relation

XiVAB = XiV⊗n = Xn−i imply that

tr(XiΦAB) = tr(XiVABΦAB) = tr(Xn−iΦAB) ∀ i = 0, 1, . . . , n. (4.40)

Thus, we get

〈Xi, ΦAB〉 = tr(XiΦAB) =
(n

i )

min{di, dn−i} ∀ i = 0, 1, . . . , n. (4.41)

which implies the uniqueness by Lemma 4.4.

We want to find the dual basis {X̃i}n
i=0 for {Xi}n

i=0 explicitly. To do so, we first compute

straightforwardly the dual basis

{ 1
d2 − 1

(1− 1
d

V),
1

d2 − 1
(V − 1

d
1)} (4.42)

of {1, V} using the definition. Then, for bases {|x(1)i 〉}, {|x
(2)
i 〉} and their dual bases

{|x̃(1)i 〉}, {|x̃
(2)
i 〉}, respectively, we have that {|x̃(1)i 〉⊗ |x̃

(2)
j 〉} is the dual basis of {|x(1)i 〉⊗

|x(2)j 〉} because

(
〈x(1)i | ⊗ 〈x

(2)
j |
) (
|x̃(1)k 〉 ⊗ |x̃

(2)
l 〉
)
= 〈x(1)i |x̃

(1)
k 〉 〈x

(2)
j |x̃

(2)
l 〉 = δikδjl . (4.43)

Hence, the dual basis respects the tensor product structure. Finally, symmetrizing both

the primal and dual basis over all permutations ensures that the resulting vectors form

bases of the symmetric subspace and remain dual to each other after renormalization

by the number of different permutations. Thus, we obtain the dual basis of the Xi =

P{V⊗i ⊗ 1⊗(n−i)} as

X̃i =
1

(n
i )(d

2 − 1)nP
{
(1− 1

d
V)⊗i ⊗ (V − 1

d
1)⊗(n−i)

}
∀ i = 0, 1, . . . , n. (4.44)
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4.3. Absolutely maximally entangled states

It is straightforward to check that tr(X̃iXj) = δij. Hence, we can also explicitly compute

ΦAB from xi = tr(X̃iΦAB),

xi =
1

(d2 − 1)n tr
[
(1− 1

d
V)⊗i ⊗ (V − 1

d
1)⊗(n−i)ΦAB

]
=

1
(d2 − 1)n

n

∑
l=0

l

∑
k=0

(−1)i+l

di+l−2k

(
i
k

)(
n− i
l − k

)
tr
[
V⊗(n−l) ⊗ 1⊗lΦAB

]
=

(−1)i

(d2 − 1)n

n

∑
l=0

l

∑
k=0

(−1)l( i
k)(

n−i
l−k)

min{di+2l−2k, dn+i−2k} ,

(4.45)

where we have used the relation

tr
[
V⊗(n−l) ⊗ 1⊗lΦAB

]
=

1
min{dl , dn−l} , (4.46)

whose proof is similar to Eq. (4.41).

Finally, we show that the symmetrized ΦAB with coefficients determined by Eq. (4.45)

is indeed compatible with the constraints in Eqs. (4.32, 4.34, 4.35). To this end, we

show that Eq. (4.41) implies that VABΦAB = ΦAB and Eq. (4.38). As tr(XiΦAB) =

tr(Xn−iΦAB) by Eq. (4.41) and XiVAB = XiV⊗n = Xn−i, it holds that

tr(XiΦAB) = tr(XiVABΦAB) ∀ i = 0, 1, . . . , n. (4.47)

From the uniqueness statement in Lemma 4.4, it follows that VABΦAB = ΦAB. To

prove Eq. (4.38), we define R to be the space generated by the linearly independent

operators

Ri = P{V⊗i ⊗ 1⊗(r−i)} ∀ i = 0, 1, . . . , r. (4.48)

Eq. (4.41) and the permutation symmetry of ΦAB ∈ S imply that

tr
[
V⊗i ⊗ 1⊗(n−i)ΦAB

]
=

1
di ∀ i = 0, 1, . . . , r. (4.49)

Thus,

tr[Ri trAIc BIc (ΦAB)] =

(
r
i

)
tr
[
V⊗i ⊗ 1⊗(n−i)ΦAB

]
=

(r
i)

di , ∀ i = 0, 1, . . . , r ∀ I ∈ Ir.

(4.50)

Furthermore, one can easily check that

tr
[

Ri
1dr

dr ⊗
1dr

dr

]
=

(r
i)

di ∀ i = 0, 1, . . . , r. (4.51)

Then, applying the uniqueness statement in Lemma 4.4 toR implies Eq. (4.38). Hence,

we proved the compatibility of ΦAB with Eqs. (4.32, 4.34, 4.35).
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4. A complete hierarchy for the pure-state marginal problem in quantum mechanics

This means that the two-party extension under the symmetries is independent of the

specific AME state, which is an interesting structural result considering that there

exist even infinite families of AME(n, d) states that are not SLOCC equivalent [189].

Together with Theorem 4.1, this result implies that an AME state exists if, and only if,

ΦAB is a separable quantum state.

Theorem 4.5. An AME(n, d) state exists if, and only if, the state ΦAB defined by Eqs. (4.31)

and (4.45) is a separable state w.r.t. the bipartition (A|B) = (A1 A2 . . . An|B1B2 . . . Bn).

To check the separability of ΦAB, we first consider the positivity condition and the

PPT condition. It is easy to see that ΦAB can be written as

ΦAB =
n

∑
i=0

piP
{

P⊗(n−i)
+ ⊗ P⊗i

−
}

, (4.52)

and ΦTB
AB can be written as

ΦTB
AB =

n

∑
i=0

qiP
{

P⊗(n−i)
φ ⊗ P⊗i

⊥
}

, (4.53)

where

P± =
1
2
(1±V), Pφ = |φ+〉 〈φ+| , P⊥ = 1− Pφ, (4.54)

with |φ+〉 = 1√
d ∑d

k=1 |k〉 |k〉. Here pi and qi are the eigenvalues of ΦAB and ΦTB
AB,

respectively. To get a closed form of the positivity and PPT conditions for AME states,

we will use the following relations

tr
(

V⊗l ⊗ 1⊗(n−l)ΦAB

)
=

1
min{dl , dn−l} ,

tr
(
|φ+〉 〈φ+|⊗l ⊗ 1⊗(n−l)ΦTB

AB

)
=

1
min{d2l , dn} ,

(4.55)

where the proof of the first relation is similar to Eqs. (4.41, 4.49) and the second relation

follows from the observation that tr(WΦTB
AB) = tr(WTB ΦAB). From Eq. (4.52) it follows

that the positivity condition is equivalent to tr(P⊗(n−i)
+ ⊗ P⊗i

− ΦAB) ≥ 0. This gives

tr
[
(1+ V)⊗(n−i) ⊗ (1−V)⊗iΦAB

]
= tr

[
n

∑
l=0

l

∑
k=0

(−1)k
(

i
k

)(
n− i
l − k

)
V⊗l ⊗ 1⊗(n−l)ΦAB

]

=
n

∑
l=0

l

∑
k=0

(−1)k( i
k)(

n−i
l−k)

min{dl , dn−l} ≥ 0 ∀ i = 0, 1, . . . , n.

(4.56)
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Similarly due to Eq. (4.53), the PPT condition is equivalent to

tr
[
|φ+〉 〈φ+|⊗(n−i) ⊗ (1− |φ+〉 〈φ+|)⊗iΦTB

AB

]
= tr

[
i

∑
k=0

(−1)k
(

i
k

)
|φ+〉 〈φ+|⊗(n+k−i) ⊗ 1⊗(i−k)ΦTB

AB

]

=
i

∑
k=0

(−1)k( i
k)

min{d2(n+k−i), dn} ≥ 0 ∀ i = 0, 1, . . . , n.

(4.57)

By noticing that

tr[(1+ V)⊗(n−i) ⊗ (1−V)⊗i] = dn(d + 1)n−i(d− 1)i

tr[|φ+〉 〈φ+|⊗(n−i) ⊗ (1− |φ+〉 〈φ+|)⊗i] = (d2 − 1)i,
(4.58)

we also obtain an explicit expressions for pi and qi

pi =
1

dn(d + 1)n−i(d− 1)i

n

∑
l=0

l

∑
k=0

(−1)k( i
k)(

n−i
l−k)

min{dl , dn−l} ,

qi =
1

(d2 − 1)i

i

∑
k=0

(−1)k( i
k)

min{d2(n+k−i), dn} .

(4.59)

For example, for the existence of the 4-qubit AME state, the eigenvalues of the matrix

ΦAB are

(p0, p1, p2, p3, p4) =

(
5

864
, 0,

1
96

, 0,− 1
32

)
. (4.60)

The last negative eigenvalue implies that no AME(4, 2) state exists.

The positivity and PPT conditions can already rule out the existence of many AME

states. Actually, they can reproduce all the known nonexistence results [17] except

AME(7, 2) [172] and AME(4, 6) [181]. To get a higher-order approximation, we pro-

vide a general framework for performing the symmetric extension.

4.4 Multi-party extension: primal problem

We are going to analyze and simplify the hierarchy of SDPs stated in Theorem 4.3 for

the case of the existence of AME states, i.e.,

find ΦAB···Z

s.t. P+
N ΦAB···ZP+

N = ΦAB···Z,

ΦAB···Z ≥ 0, tr(ΦAB···Z) = 1,

trAIc (ΦAB···Z) =
1dr

dr ⊗ tr(ΦB···Z) ∀ I ∈ Ir.

(4.61)
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Figure 4.3: [134] Extended illustration of the multipartite extension. If the marginal
problem has a solution |ϕ〉, then there are multi-party extensions ΦAB···Z for any
number of copies, obeying some semidefinite constraints.

Similar to the two-party case, we can view the N-party state ΦAB···Z as Φ12...n, where

i labels the subsystems AiBi · · · Zi. The permutations on AiBi · · · Zi are denoted with

subscripts ab · · · z. For example, VAB and VABC can be written as V⊗n
ab and V⊗n

abc , re-

spectively, where Vab are the permutations Ai ↔ Bi and Vabc are the permutations

Ai → Bi → Ci → Ai. Generally, we use σ and Σ to denote the permutations on ab · · · z
and AB · · · Z, respectively, and in addition VΣ = V⊗n

σ .

Again, as the set of AME(n, d) is invariant under local unitaries and permutations on

the n particles, we can assume that ΦAB···Z is symmetric under the following opera-

tions,
[U1 ⊗ · · · ⊗Un]

⊗N ∀ Ui ∈ SU(d),

π⊗N ∀ π ∈ Sn.
(4.62)

Note that π ∈ Sn denotes a permutation on 12 · · · n (vertical permutation in Fig. 4.3),

while σ ∈ SN in the previous paragraph denotes a permutation on ab · · · z (horizontal

permutation in Fig. 4.3). According to Schur-Weyl duality [190], any operator Φ such

that [Φ, U⊗N ] = 0 must have the form

Φ = ∑
σ

xσVσ. (4.63)

Thus, the [U1 ⊗ · · · ⊗Un]⊗N symmetry implies that

ΦAB···Z = ∑
σ1σ2···σn

xσ1σ2···σn Vσ1 ⊗Vσ2 ⊗ · · · ⊗Vσn . (4.64)

The number of parameters can be further reduced by taking advantage of the vertical

permutation symmetry {Π = π⊗N | π ∈ Sn}, i.e.,

xσ1σ2···σn = xσ′1σ′2···σ′n (4.65)
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4.4. Multi-party extension: primal problem

when {σ1, σ2, · · · , σn} and {σ′1, σ′2, · · · , σ′n} are the same multiset (set that allows re-

peated elements).

We are now ready to express the constraints in Eq. (4.61) in terms of the variables

xσ1σ2···σn in Eq. (4.64). Naively plugging Eq. (4.64) into Eq. (4.61) results in relations

between large matrices; however the symmetry of the problem allows one to also

simplify these constraints.

Notice that the partial trace operation can also be expressed under the basis {Vσ | σ ∈
SN}. For example,

trc(1)⊗ 1c = d1, trc(Vab)⊗ 1c = dVab, trc(Vac)⊗ 1c = 1,

trc(Vbc)⊗ 1c = 1, trc(Vabc)⊗ 1c = Vab, trc(Vcba)⊗ 1c = Vab,
(4.66)

where all Vσ are operators on abc and we perform ⊗1c to ensure that the operator

stays within the original space. Similarly, we can implement the trace operation. In

this way, the equality constraints regarding the marginals in Eq. (4.61) can be written

in terms of the basis operators Vσ1 ⊗Vσ2 ⊗ · · · ⊗Vσn without referring to explicit matrix

elements. Also, the symmetric projection P+
N takes the form

P+
N =

1
N! ∑

σ∈SN

V⊗n
σ . (4.67)

Therefore the equality P+
N ΦAB···ZP+

N = ΦAB···Z can also be expressed in terms of basis

operators Vσ1 ⊗Vσ2 ⊗ · · · ⊗Vσn .

Let us now consider the positivity constraint ΦAB···Z ≥ 0. Here, the crucial observation

is that ΦAB···Z is simply a linear combination of the basis matrices Vσ1 ⊗ Vσ2 ⊗ · · · ⊗
Vσn . The matrices Vσi in fact form a so-called (unitary linear) representation of the

group SN [190]. By the general theory of linear representations of groups, there is

an orthogonal basis such that all of these matrices are block-diagonalized. Moreover,

the possible blocks that appear in the block-diagonal form of these matrices are also

completely specified by the group, known as the unitary irreducible representations

of the group. In this way, the positivity constraint on ΦAB···Z ≥ 0 is reduced to the

positivity of each of the different irreducible blocks.

For the symmetric group SN , the irreducible representations are conveniently labeled

by the partitions of N. A partition λ of length k = |λ| is a tuple of positive integer

numbers λ = (N1, N2, . . . , Nk) such that N1 ≥ N2 ≥ · · · ≥ Nk and N1 + N2 + · · ·+ Nk =

N. We denote the set of all partitions by ΛN . For each partition λ, there is an associated

unitary irreducible representation Mλ, that is, the set of unitary matrices Mλ(σ) for

σ ∈ SN . Concretely, by choosing a suitable orthonormal basis (independent of σ), all
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4. A complete hierarchy for the pure-state marginal problem in quantum mechanics

Vσ can be written as

Vσ =
⊕

λ

Mλ(σ)⊗ 1dλ
(4.68)

where the Mλ(σ) correspond to the unitary irreducible representations and dλ are the

corresponding multiplicities. The matrix elements of Mλ(σ) can also be constructed

explicitly by taking advantage of the Young tableaux [191]. For practical purposes,

these matrices can be called from an appropriate computer algebra system such as

GAP [192]. For the representation Vσ, it is also known that Mλ(σ) is present (dλ 6= 0)

in the block-diagonal form of Vσ if, and only if, the length of λ is smaller than the local

dimension |λ| ≤ d [190]. We thus have the following observation.

Observation 4.6. For ΦAB···Z in Eq. (4.64), ΦAB···Z ≥ 0 if, and only if,

∑
σ1σ2···σn

xσ1σ2···σn Mλ1(σ1)⊗Mλ2(σ2)⊗ · · · ⊗Mλn(σn) ≥ 0, (4.69)

for all (λ1, λ2, . . . , λn) ∈ Λn
N such that |λi| ≤ d. In addition, as the state ΦAB···Z is also

permutation-invariant under Π ∈ Sn, we can restrict to the cases where λ1 ≥ λ2 ≥
· · · ≥ λn with any predefined order for the partitions.

There is yet another way to parameterize the optimization problem, which addition-

ally incorporates the constraint P+
N ΦAB···ZP+

N = ΦAB···Z more directly.

Recall from above that ΦAB···Z as well as P+
N are linear combinations of operators of

the form Vσ1 ⊗ Vσ2 ⊗ · · · ⊗ Vσn . Thus, by choosing a suitable basis such that Vσi are

all block-diagonal, both ΦAB···Z and P+
N are also block-diagonal. The possible blocks

of Vσ are labeled by partitions of the form λ = (N1, N2, . . . , Nk) with k = |λ| ≤ d.

Correspondingly, the possible blocks of Vσ1 ⊗ Vσ2 ⊗ · · · ⊗ Vσn are labeled by a tuple

of partitions λ = (λ1, λ2, . . . , λn) with |λi| ≤ d. Each of such blocks may appear

multiple times, but because of Eq. (4.68), this simply results in exactly the same blocks

in ΦAB···Z as well as P+
N . Therefore, considering just one time of appearance of each

block is sufficient. Moreover, because of the symmetry of coefficients in the linear

combination under vertical permutations as in Eq. (4.65), only a single representative

of the tuples of partitions that are different by a vertical permutation needs to be

considered. Hence, we are left with analyzing the constraint P+
N ΦAB···ZP+

N = ΦAB···Z
within the blocks corresponding to λ = (λ1, λ2, . . . , λn).

More specifically, let Hλi denote the subspace corresponding to the blocks λi of the

operators Vσi . Then the subspace corresponding to the block λ = (λ1, λ2, . . . , λn) of

Vσ1 ⊗Vσ2 ⊗ · · · ⊗Vσn is given by

Hλ = Hλ1 ⊗Hλ2 ⊗ · · · ⊗Hλn . (4.70)
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In this subspace, the symmetric projection P+
N reads

(P+
N )λ =

1
N! ∑

σ∈SN

Mλ1(σ)⊗Mλ2(σ) · · · ⊗Mλn(σ). (4.71)

The constraint P+
N ΦAB···ZP+

N = ΦAB···Z restricted to the subspace Hλ means that the

corresponding block of ΦAB···Z, denoted as Φλ
AB···Z, is supported only on the symmet-

ric subspace defined by the projection (P+
N )λ,

Kλ = Image
[
(P+

N )λ
]

. (4.72)

Thus, if one chooses a basis {|Ψλ
i 〉}

kλ
i=1, where kλ = dim(Kλ), for this subspace Kλ,

then the corresponding block of ΦAB···Z is of the form

Φλ
AB···Z =

kλ

∑
i,j=1

Xλ
ij |Ψλ

i 〉 〈Ψλ
j | . (4.73)

In this way, Φλ
AB···Z is parameterized by the matrix Xλ, and its positivity reduces to

the positivity of Xλ.

In short, let us summarize the procedure to implement the optimization problem.

First, enumerate all irreducible representations of SN , i.e., all possible partitions λ.

Then, select those partitions that have length |λ| no longer than d. Based on that,

enumerate all tuples of partitions λ = (λ1, λ2, . . . , λn) with |λi| ≤ d. For each of

those tuples λ, compute the symmetric projection (P+
N )λ by Eq. (4.71) and select a

basis for Kλ = Image(P+
N )λ. Finally, for each partition tuple λ, consider the associated

positive semidefinite Hermitian matrix variable Xλ and write down the constraints

corresponding to the condition on the marginals in Eq. (4.61) to complete the SDP.

In addition, we provide some more details for the construction of the basis of Kλ. For

readers who are familiar with the representation theory of groups, there is a simple

characterization of Kλ that helps carrying out the practical implementation. In the

language of representation theory,Hλi is an irreducible representation of SN , whileHλ

is an irreducible representation of (SN)
n. This space is also a representation of SN via

the diagonal embedding into (SN)
n, which maps σ ∈ SN to (σ, σ, . . . , σ) ∈ (SN)

n. As

a representation of SN , Hλ contains a subrepresentation Kλ on which SN acts trivially

(this is technically known as the isotropic component of the trivial representation).

Methods of representation theory then allow for detailed characterization of Kλ. In

particular, one obtains the dimension of Kλ as [190]

kλ =
1

N! ∑
σ∈SN

n

∏
i=1

tr(Mλi(σ)). (4.74)
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The symmetric projection (P+
N )λ in Eq. (4.71) is in fact also known as the twirling

operator: it maps a vector of Hλ to its average under the action of the group SN . A

basis of this space can be found by applying the twirling operation (P+
N )λ to a set

of kλ random vectors in Hλ; if the resulted vectors are linearly independent, they

form a basis of Kλ, else one can start over with another random set of vectors. As

an alternative method, Eqs. (4.71, 4.72) imply that Kλ is the common unit eigenspace

of Mλ1(σ)⊗Mλ2(σ)⊗ · · · ⊗ Mλn(σ) for all σ ∈ SN . As all eigenvalues of Mλi(σ) are

always in the unit circle, a basis of Kλ can also be constructed from calculating the

kernel of

Mλ1(σs)⊗Mλ2(σs)⊗ · · · ⊗Mλn(σs) + Mλ1(σc)⊗Mλ2(σc)⊗ · · · ⊗Mλn(σc)− 21, (4.75)

where σs = (ab) and σc = (ab · · · z) form a set of generators of SN .

As another technical remark, working with unitary representations requires computa-

tion with cyclotomic numbers, which is often slow. Therefore, one may adjust the pro-

cedure by implementing intermediate computations in non-unitary representations

(or equivalently, working in nonorthogonal bases) where matrix elements (of the rep-

resentations of symmetric groups) are all rationals.

4.5 Multi-party extension: dual problem and entanglement

witness

Specifically for the existence problem of AME states, as ΦAB is uniquely determined,

one can easily verify that the following equation is a relaxed but still complete hierar-

chy of Theorem 4.3,

find ΦABC···Z

s.t. trC···Z(P+
N ΦABC···ZP+

N ) = ΦAB,

P+
N ΦABC···ZP+

N ≥ 0,

(4.76)

where ΦAB is the unique quantum state given by Theorem 4.5. Alternatively, we can

write the objective function in Eq. (4.76) as maxΦABC···Z{0}, such that the dual problem

reads
min
WAB

tr(WABΦAB)

s.t. P+
N WAB ⊗ 1C···ZP+

N ≥ 0,
(4.77)

where WAB is Hermitian. One can easily verify that strong duality holds from Slater’s

condition [89] with positivity considered on the symmetric subspace, which means
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4.5. Multi-party extension: dual problem and entanglement witness

the problem in Eq. (4.76) is feasible if, and only if, the solution of the dual problem

in Eq. (4.77) equals zero. Thus, if tr(WABΦAB) < 0, we know that ΦAB is entangled

and the corresponding AME state does not exist from Theorem 4.5. Notice that nu-

merically determining the negativity of the dual problem in Eq. (4.77) is less sensitive

to small numerical errors, and hence, more stable than solving the primal feasibility

problem in Eq. (4.76). Moreover, the physical meaning of WAB is also clear: a feasi-

ble point WAB of Eq. (4.77) with a negative objective value provides an entanglement

witness for ΦAB in the symmetric subspace P+
2 = 1

2 (1AB + VAB). Indeed, because

the set of separable states in P+
2 is given by conv{|ψ〉 〈ψ| ⊗ |ψ〉 〈ψ|}, the constraint in

Eq. (4.77) implies that

〈ψ| 〈ψ|WAB |ψ〉 |ψ〉 = 〈ψ|⊗N P+
N WAB ⊗ 1C···ZP+

N |ψ〉
⊗N ≥ 0. (4.78)

The analysis of the symmetry and parametrization of the dual problem Eq. (4.77) is

similar to that for the primal problem as discussed in Section 4.4; in fact, it is more

straightforward for the dual problem. For g ∈ G defined in Eqs. (4.100,4.101), we have

gΦABg† = ΦAB, gP+
N g† = P+

N . (4.79)

In addition, we know that ΦAB and P+
N are also in the symmetric subspace P+

2 , i.e.,

P+
2 ΦABP+

2 = ΦAB,
(

P+
2 ⊗ 1C···Z

)
P+

N
(

P+
2 ⊗ 1C···Z

)
= P+

N . (4.80)

Thus, we can assume that WAB is invariant under G and constrained to P+
2 , i.e.,

gWABg† = WAB ∀ g ∈ G, P+
2 WABP+

2 = WAB. (4.81)

Similar to the analysis of Eq. (4.31), one can easily see that gWABg† = WAB for all

g ∈ G implying that

WAB =
n

∑
l=0

wlP{V⊗l ⊗ 1⊗(n−l)}, (4.82)

where again P denotes the sum over all permutations of the tensor product under its

argument. Furthermore, P+WABP+ = WAB implies that

wl = wn−l ∀ l = 0, 1, . . . , n− r− 1. (4.83)

Hence, the objective function tr(WABΦAB) can be expressed as

tr(WABΦAB) =
n

∑
l=0

alwl , (4.84)
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where

al = tr(P{V⊗l ⊗ 1⊗(n−l)}ΦAB) =
(n

l )

min{dl , dn−l} , (4.85)

from Eq. (4.41).

The constraint P+
N WAB ⊗ 1C···ZP+

N ≥ 0 can be expressed in terms of the variables wl

similar to Section 4.4. Let us summarize the arguments once more for completeness.

The fact that WAB⊗1C···Z and P+
N are both linear combinations of Vσ1 ⊗Vσ2 ⊗ · · · ⊗Vσn

implies that they are block-diagonal when one chooses a basis such that the Vσi are

block-diagonal. Let Hλi denote the subspace corresponding to the block of Vσi la-

beled by partition λi with |λi| ≤ d. Then Hλ = Hλ1 ⊗Hλ2 ⊗Hλn denotes the sub-

space corresponding to a block of Vσ1 ⊗Vσ2 ⊗ · · · ⊗Vσn labeled by a tuple of partitions

λ = (λ1, λ2, . . . , λn). Moreover, within this subspace, (P+
N )λ is a projection onto the

symmetric subspace, which is typically low-rank. Let Kλ denote the image of (P+
N )λ

and {|Ψλ
i 〉}

kλ
i=1 denote a basis of Kλ. One defines the matrix Yλ as

Yλ
ij = 〈Ψλ

i | P+
N WAB ⊗ 1C···ZP+

N |Ψλ
j 〉 . (4.86)

Notice that in computing these matrix elements, we only need the blocks of P+
N and

WAB⊗1C···Z corresponding to partitions λ. Then, P+
N WAB⊗1C···ZP+

N ≥ 0 is equivalent

to Yλ ≥ 0 for all tuples of partitions λ with |λi| ≤ d. Moreover, since the problem is

symmetric under vertical permutations, tuples of partitions λ that are different by a

vertical permutation are considered just once.

As a final remark, we can consider relaxations of the constraints in Eq. (4.77). If the

optimal value of a relaxed problem is nonnegative, this is also the case for the optimal

value of Eq. (4.77). In particular, ignoring some tuples of partitions λ in the constraints

Yλ ≥ 0 corresponds to a relaxation of Eq. (4.77). For example, one can consider only λ

such that (P+
N )λ is rank-1 and hence, obtain a linear program relaxation of Eq. (4.77).

4.6 Multi-party extension: PPT criterion with respect to any

bipartition

In Sections 4.4 and 4.5, we used the representation theory of SN to simplify the positiv-

ity constraints on the multipartite extension by block-diagonalizing the permutation

matrices that appear in the decomposition of ΦABC···Z and the symmetrized witness

P+
N WAB ⊗ 1C···ZP+

N . However, from Lemma 3.3 we can only expect a linear scaling

in the entanglement detection performance. To improve this scaling, we need to add

extra entanglement criteria to ensure full separability of the extension. Naturally,
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ΦABC···Z has a positive partial transpose with respect to any bipartition, a criterion

which is known to lead to more effective detection performance [136].

From Eq. (4.64), it is clear that the partially transposed ΦABC···Z can be written as a

linear combination of partially transposed permutation matrices. Instead of a [U1 ⊗
· · · ⊗Un]⊗N symmetry, ΦTk

ABC···Z, where the first k subsystems are transposed, satisfies

a [U∗1 ⊗ · · · ⊗ U∗k ⊗Uk+1 ⊗ · · · ⊗ Un]⊗N symmetry. Fortunately, this implies that the

partially transposed permutation matrices also form an algebra and hence, it is in

principle possible to find the invariant subspaces and block-diagonalize the VTk
σ in

analogy to Eq. (4.68).

While the representation theory of the symmetric group SN is well understood [190],

there is much less known about the algebra generated by partially transposed per-

mutation matrices beyond the partial transposition of a single subsystem [193–196].

For N = 3, these considerations are sufficient as there is only a single relevant partial

transpose because ΦABC is symmetric and (ΦTA
ABC)

T = ΦTBC
ABC, where the transpose pre-

serves the spectrum and hence, also the positive semidefiniteness. In Ref. [197], the

block-diagonal basis for N = 3 is explicitly given.

In general, only the projectors onto the invariant subspaces are needed to ensure pos-

itivity since a corresponding basis can be computed by projecting random vectors

onto the different subspaces until a complete (nonorthogonal) basis is found. Such a

projector S onto an invariant subspace is apparently characterized by the equations

VTk
σ S = SVTk

σ S or equivalently

(1− S)VTk
σ S = 0, (4.87)

for all permutations σ. We express S as a vector of N! coefficients sσ such that S =

∑σ sσVσ. Furthermore, we express VTk
σ and (1− S) as matrices via their action on this

vector space. This allows us to describe the Eqs. (4.87) with matrices and vectors whose

size is independent of the considered local dimension d. However, the coefficients of

the matrices and vectors depend, of course, on d.

We use a computer algebra system to solve the resulting system of quadratic equations

for N = 4 and partial transposes w.r.t. the first and the first two subsystems and fixed

dimension d. Then, the partial result for small dimensions d enables us to guess

a general solution whose correctness can easily be checked through Eqs. (4.87). The

projectors onto the invariant subspaces are given explicitly in Appendix A. To facilitate

an improved multipartite extension technique by adding PPT constraints for every

bipartition, we hope to extend the computations also to N = 5 in the near future

using, e.g., Gröbner bases [198].
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Finally, note that ΦTk
ABC···Z is not in the symmetric subspace anymore, however, it still

holds that

P+
k ⊗ P+

N−kΦTk
ABC···Z =

(
P+

k ⊗ P+
N−k

)Tk ΦTk
ABC···Z = ΦTk

ABC···Z, (4.88)

which allows to simplify the analysis of the PPT criterion further, similar to the de-

composition of ΦABC···Z in Eq. (4.73).

4.7 Quantum codes

As another application, we show that our method can also be used to analyze the

existence of quantum error correcting codes introduced in Section 2.7. First, we only

consider pure quantum codes [87]. Our starting point is the fact that pure quantum

codes are closely related to m-uniform states [86]. More precisely, an ((n, K, m + 1))d

pure code exists if, and only if, there exists a K-dimensional subspace Q of H =⊗n
i=1Hi = (Cd)⊗n such that all states in Q are m-uniform, i.e., for all |ϕ〉 ∈ Q

trIc(|ϕ〉 〈ϕ|) = 1dm

dm ∀ I ∈ Im, (4.89)

where Im = {I ∈ [n] | |I| = m} and Ic = [n] \ I. The existence of ((n, 1, m + 1))d pure

codes reduces to the existence of m-uniform states, for which the methods from the

last section are directly applicable. Here, we show that the existence of ((n, K, m+ 1))d

pure codes can still be written as a marginal problem if K > 1. To do so, we define an

auxiliary system H0 = CK and let H̃ = H0 ⊗H =
⊗n

i=0Hi = CK ⊗ (Cd)⊗n. Now, we

can write the existence of ((n, K, m + 1))d pure codes as a marginal problem on H̃.

Lemma 4.7. A quantum ((n, K, m + 1))d pure code exists if, and only if, there exists a quan-

tum state |Q〉 in H̃ such that

trIc(|Q〉 〈Q|) = 1Kdm

Kdm ∀ I ∈ Im, (4.90)

where Ic is still defined as {1, 2, . . . , n} \ I.

Proof. We first show the necessity part. Suppose that a ((n, K, m + 1))d code with

corresponding subspace Q exists. We define an entangled state |Q〉 in H0⊗Q ⊂ H̃ as

|Q〉 = 1√
K

K

∑
k=1
|k〉 |kL〉 , (4.91)
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where {|k〉}K
k=1 and {|kL〉}K

k=1 are orthonormal bases for H0 and Q, respectively. Then

for any pure state |a〉 in H0,
√

K 〈a|Q〉 ∈ Q. Hence, Eq. (4.89) implies that

tr0[trIc(|a〉 〈a| ⊗ 1dn |Q〉 〈Q|)] = 1dm

Kdm ∀ I ∈ Im, (4.92)

for all |a〉 in H0, which in turn implies Eq. (4.90).

To prove the sufficiency part, let Q be the space generated by the pure states |ϕa〉 =√
K 〈a|Q〉 for all |a〉 in H0. Then, Eq. (4.90) implies that all |ϕa〉 are m-uniform states.

Furthermore, from rank(tr0(|Q〉 〈Q|)) = rank(tr12···n(|Q〉 〈Q|)) = rank(1K/K) = K it

follows that Q is a K-dimensional subspace.

Thus, Theorem 4.1 gives a necessary and sufficient condition for the existence of

((n, K, m + 1))d pure codes.

Proposition 4.8. A quantum ((n, K, m + 1))d pure code exists if, and only if, there exists

ΦAB in H̃A ⊗ H̃B = [CK ⊗ (Cd)⊗n]⊗2 such that

ΦAB ∈ SEP, VABΦAB = ΦAB, tr(ΦAB) = 1, (4.93)

trAIc (ΦAB) =
1Kdm

Kdm ⊗ trA(ΦAB) ∀ I ∈ Im, (4.94)

where SEP denotes the set of separable states w.r.t. the bipartition (A|B), VAB is the swap

operator between H̃A and H̃B, and AIc denotes all subsystems Ai for i ∈ Ic.

Furthermore, the multi-party extension and symmetrization techniques that we de-

veloped for AME states can be easily adapted to the quantum error correcting codes.

For instance, the PPT relaxation can be written as a linear program and the symmetric

extensions can be written as SDPs. An important difference is that the symmetrized

ΦAB for quantum error correcting codes is no longer uniquely determined by the

marginals in general. Finally, we would like to mention that Lemma 4.7 is of in-

dependent interest on its own. For example, Eq. (4.90) implies that Kdm ≤
√

Kdn,

as rank(trIc(|Q〉 〈Q|)) ≤
√

dim(H̃). This provides a simple proof for the quantum

Singleton bound [85, 87] K ≤ dn−2m for pure codes.

In general, a quantum ((n, K, m + 1))d code exists if, and only if, there exists a K-

dimensional subspace Q of H =
⊗n

i=1Hi = (Cd)⊗n such that for all |ϕ〉 ∈ Q

trIc(|ϕ〉 〈ϕ|) = ρI ∀ I ∈ Im, (4.95)

where ρI are marginals that are arbitrary but independent of |ϕ〉, Im = {I ∈ [n] | |I| =
m}, and Ic = [n] \ I = {1, 2, . . . , n} \ I. Similar to the case of pure codes, we can prove

the following lemma.
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Lemma 4.9. A quantum ((n, K, m + 1))d code exists if, and only if, there exists a quantum

state |Q〉 in H̃ and marginal states ρI such that

trIc(|Q〉 〈Q|) = 1K

K
⊗ ρI ∀ I ∈ Im, (4.96)

where H̃ = H0 ⊗H =
⊗n

i=0Hi = CK ⊗ (Cd)⊗n and Ic = [n] \ I = {1, 2, . . . , n} \ I.

If the marginals ρI are given like in the case of pure codes, the problem reduces to

a marginal problem. However, to ensure the existence of ((n, K, m + 1))d codes, an

arbitrary set of marginals is sufficient. This makes the problem no longer a marginal

problem, however, we can circumvent this issue by observing that Eq. (4.96) is equiv-

alent to

tr0[(M0 ⊗ 1I) trIc(|Q〉 〈Q|)] = 0 ∀ I ∈ Im, (4.97)

for all M0 such that tr(M0) = 0. Moreover, we can choose an arbitrary basis B for

{M0 | tr(M0) = 0, M†
0 = M0}. Then, with the general result on rank-constrained

optimization in Theorem 3.2, we obtain the following theorem, and similar to the

AME existence problem, a complete hierarchy can be constructed using the symmetric

extension technique.

Proposition 4.10. A quantum ((n, K, m + 1))d code exists if, and only if, there exists ΦAB

in H̃A ⊗ H̃B = [CK ⊗ (Cd)⊗n]⊗2 such that

ΦAB ∈ SEP, VABΦAB = ΦAB, tr(ΦAB) = 1, (4.98)

trA0 trAIc [(MA0 ⊗ 1Ac
0
)ΦAB] = 0, (4.99)

for all I ∈ Im and MA0 ∈ B, where the SEP means the separability with respect to the

bipartition (A|B) = (A0 A1 · · · An|B0B1 · · · Bn), VAB is the swap operator between H̃A and

H̃B, AIc denotes all subsystems Ai for i ∈ Ic, and 1Ac
0

denotes the identity operator on

AB \ A0 = A1 A2 · · · AnB0B1B2 · · · Bn.

By noticing that the set of ((n, K, m + 1))d (pure or general) codes, or rather, the set of

states |Q〉, is invariant under local unitaries and permutations on the bodies 123 · · · n,

we can assume that ΦAB is invariant under the following two classes of unitaries

U0 ⊗U1 ⊗ · · · ⊗Un ⊗U0 ⊗U1 ⊗ · · · ⊗Un, (4.100)

Id0⊗π ⊗ Id0⊗π. (4.101)
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for all U0 ∈ SU(K), Ui ∈ SU(d), and π ∈ Sn. Thus, the symmetrized ΦAB is of the

form

ΦAB =1K2 ⊗
n

∑
i=0

xiP{V⊗i ⊗ 1⊗(n−i)}

+ VA0B0 ⊗
n

∑
i=0

yiP{V⊗i ⊗ 1⊗(n−i)},
(4.102)

for xi, yi ∈ R. The constraints in Eq. (4.99) for all MA0 ∈ B are indeed equivalent for

the symmetrized ΦAB reducing to

trAIc

n

∑
i=0

yiP{V⊗i ⊗ 1⊗(n−i)} = 0, (4.103)

simplifying the application of Proposition 4.10. Hence, all the techniques we devel-

oped for AME states can be easily adapted to the quantum error correcting codes.

4.8 Conclusion

We have shown that the marginal problem for multiparticle quantum systems is

closely related to the problem of entanglement and separability for two-party sys-

tems. More precisely, we have shown that the existence of a pure multiparticle state

with given marginals can be reformulated as the existence of a two-party separable

state with additional semidefinite constraints. This allows for further refinements:

First, one may use the multi-party extension technique to develop a complete hier-

archy for the quantum marginal problem. Second, one can use symmetries of the

original marginal problem to restrict the search of the two-party separable state fur-

ther. For the AME problem, this allows us to determine a unique candidate for the

state, and it remains to check its separability properties. Furthermore, we provide the

projectors onto the invariant subspaces of the algebra generated by the partially trans-

posed permutation matrices of four elements explicitly. Our approach might be used

to also compute these projectors for permutations of five or more elements. Finally,

we extend the approach to characterize the existence of quantum codes.

Our work provides new insights in several subfields of quantum information theory.

First, it may provide a significant step towards solving the general AME existence

problem beyond the case of AME(4, 6) or quantum orthogonal Latin squares, a prob-

lem which has been highlighted as an outstanding problem in quantum information

theory [180, 181]. Second, there are already a variety of results on the separability

problem, and in the future, these can be used to study marginal problems in various

situations. Finally, it would be interesting to extend our work to other versions of the
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4. A complete hierarchy for the pure-state marginal problem in quantum mechanics

marginal problem, e.g., in fermionic systems or with a relaxed version of the purity

constraint. We believe that our approach can also lead to progress in these cases.
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5 Entanglement detection with scrambled

data

Prerequisites

2.2 Quantum mechanics

2.5 Entanglement

2.8 Semidefinite programming

2.9 Classical entropy and majorization

5.1 Introduction

The main parts of this chapter have been published as Publication (A) [199]. Since

entanglement is such an intriguing quantum phenomenon and a vital resource for

quantum information protocols, its characterization is a central problem in many ex-

periments. From a theoretical point of view, methods like quantum state tomography

or entanglement witnesses are available. In practice, however, the situation is not so

simple, as experimental procedures are always imperfect, and the imperfections are

difficult to characterize. To give an example, the usual schemes for quantum tomogra-

phy require the performance of measurements in a well-characterized basis such as the

Pauli basis, but in practice the measurements may be misaligned in an uncontrolled

manner. Thus, the question arises how to characterize states with relaxed assumptions

on the measurements or on the obtained data.

For the case that the measurements are not completely characterized, several methods

exist to learn properties of quantum states in a calibration-robust or even device-

independent manner [200–204]. But even if the measurements are well characterized

and trustworthy, there may be problems with the interpretation of the observed prob-

abilities. For instance, in some ion trap experiments [205] the individual ions cannot

be resolved, so that some of the observed probabilities cannot be uniquely assigned to

the measurement operators in a quantum mechanical description. More generally, we

consider the situation where the connection between the outcomes of a measurement

and the observed probabilties is lost, in the sense that the probabilities are permuted
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5. Entanglement detection with scrambled data

in an uncontrolled way. We call this situation the “scrambled data” scenario. Because

we still assume that the measurements have a well-characterized quantum mechani-

cal description, the examined situation is complementary to the calibration-robust or

device-independent scenario.

One simple example of scrambling is the permutation of particles. Permutation-

invariant states have been considered extensively in the literature [133, 206–209]. Scram-

bling, however, allows for more manipulations than just permuting particles. Thus,

entanglement detection methods relying just on the scrambled data require only few

assumptions.

In this chapter, we present a detailed study of different methods of entanglement de-

tection using scrambled data. After explaining the setup and the main definitions, our

focus lies on the two-qubit case and Pauli measurements. We first study the use of

entropies for entanglement detection. Entropies are natural candidates for this task,

as they are invariant under permutations of the probabilities. We demonstrate that

Tsallis- and Rényi entropies can detect entanglement in our scenario, while the Shan-

non entropy is sometimes useless. For deriving our criteria, we prove some entropic

uncertainty relations, which may be of independent interest. Second, we introduce

scrambling invariant entanglement witnesses. The key observation is here that for

certain witnesses the permutation of the data corresponds to the evaluation of another

witness, so that the scrambling of the data does not matter. Third, we characterize the

states for which the scrambled data may origin from a separable state, meaning that

their entanglement cannot be detected in the scrambled data scenario. We show that

this set of states is generally not convex, which gives an intuition why entanglement

detection with scrambled data is a hard problem in general.

5.2 Setup and Definitions

Consider an experiment with two qubits and local projective dichotomic measure-

ments A ⊗ B, i.e., local measurements with two outcomes each described by ob-

servables with eigenvalues ±1. Then, the data consists of four outcome probabili-

ties p(A = ±1, B = ±1). We define the scrambled data as a random permutation of

these probabilities within but not in-between measurements, such that the assignment

of probabilities to outcomes is erased. The restriction that permutations in-between

measurements are excluded is natural since they are generically inconsistent because

the probabilities are not normalized anymore.
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σx ⊗ σx σz ⊗ σz

p++ p+− p−+ p−− p00 p01 p10 p11

|ψ−〉 0 1
2

1
2 0 0 1

2
1
2 0

|+〉 ⊗ |0〉 1
2

1
2 0 0 1

2 0 1
2 0

Table 5.1: This table shows the measurement data for the singlet state |ψ−〉 =

(|+−〉 − |−+〉)/
√

2 and the product state |+〉 ⊗ |0〉 and local measurements σx ⊗ σx
and σz ⊗ σz. The scrambled data is the same for the two states. Thus, detecting the
entanglement of the singlet state with these measurements is impossible using only
the scrambled data.

As an example for scrambled data, we consider the singlet state |ψ−〉 = (|+−〉 −
|−+〉)/

√
2 and the product state |0〉 ⊗ |+〉. In order to detect the entanglement of

|ψ−〉, it is usually sensible to perform the local measurements σx ⊗ σx and σz ⊗ σz, as

there exists an entanglement witness W = 1+σx⊗σx +σz⊗σz detecting this state [52].

These measurements yield the outcome probabilities p++, p+−, p−+, and p−− and p00,

p01, p10, and p11, respectively. From Table 5.1, we clearly see that the measurement

data is different for the two states. However, it is easy to see that there is no way of

distinguishing the two states using these measurements if one has access only to the

scrambled data since the probability distributions are mere permutations of each other.

Thus, it is impossible to detect the entanglement of the singlet state because there is

a separable state realizing the same scrambled data. We call states whose scrambled

data can be realized by a separable state possibly separable as the entanglement cannot

be detected in this scenario.

The above observation motivates to focus specifically on the local measurements σx ⊗
σx and σz ⊗ σz in the following analysis. However, all results hold more generally for

local measurements A1 ⊗ B1 and A2 ⊗ B2 if the eigenstates of both A1, A2 and B1, B2

form mutually unbiased bases, i.e., | 〈a(i)1 |a
(j)
2 〉 | = | 〈b

(i)
1 |b

(j)
2 〉 | = 1/

√
d. This is clear

from the Bloch sphere representation because any orthogonal basis can be rotated

to match the analysis in this work. Indeed, in dimension two and three, all pairs

of mutually unbiased bases are equivalent under local unitaries [210], including the

locally two-dimensional case considered here.

In total, there are (4!)2 = 576 different scrambling permutations of the eight proba-

bilities. 96 of the permutations can be realized by quantum channels, i.e., completely

positive trace-preserving maps. Namely, those transformations can be implemented

using the local channelsM(ρ) = (σx ⊗ σx)ρ(σx ⊗ σx) and N (ρ) = (σz ⊗ σz)ρ(σz ⊗ σz)

plus the two-qubit SWAP-gate and the controlled-NOT gate, as well as compositions
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5. Entanglement detection with scrambled data

Figure 5.1: [199] These plots show entropy samples of local measurements σx ⊗ σx
and σz ⊗ σz for Shannon entropy (left) and Tsallis-2 entropy (right) where separa-
ble and entangled states are represented by green vertical and red horizontal lines,
respectively. The plot indicates that Shannon entropy is useless for entanglement de-
tection, while Tsallis-2 entropy is suitable.

of these channels. In particular, this means that a violation of our entanglement cri-

teria certifies that the experimental setup allows for entanglement generation beyond

the controlled-NOT gate.

5.3 Entropic uncertainty relations

Entropies provide a natural framework to examine scrambled data because they are

invariant under permutation of probabilities and hence, robust against scrambling.

In this section, we show that measuring Tsallis-q or Rényi-α entropies for the two

local measurements σx ⊗ σx and σz ⊗ σz in many cases allows for the detection of

entanglement and show a new family of non-linear entropic uncertainty relations.

For local measurements σi ⊗ σi, Sii and S(q)
ii where i ∈ {x, y, z} shall denote the Shan-

non and Tsallis-q entropy of the corresponding four probabilities, respectively. In order

to detect entanglement, we investigate the possible pairs of S(q̃)
xx and S(q)

zz that can be

realized by physical states. For gaining some intuition, we have plotted in Fig. 5.1

random samples of separable and entangled two-qubit states, where separability can

be checked using the PPT criterion [57, 58]. As the figures indicate, the accessible

region for both kinds of states does not differ in the case of Shannon entropy and

hence, entanglement detection seems impossible in this case. This is supported by

findings in earlier works: It has been shown in Ref. [211] that in the case of Shannon

entropy and two local measurements, linear entropic uncertainty relations of the type
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5.3. Entropic uncertainty relations

αSxx + βSzz ≥ csep ≥ c with bounds csep for separable and c for all states, are infea-

sible to detect entanglement, i.e., csep = c. Furthermore, Conjecture V.6 in Ref. [212]

states that in the example of local measurements σx ⊗ σx and σz ⊗ σz, even non-linear

entropic uncertainty relations cannot be used to detect entanglement. However, non-

linear relations are unknown in most cases [212].

In contrast to the case of Shannon entropy, using Tsallis-2 entropy, we identify a dis-

tinct region occupied by entangled states only. In the following, we will show that also

(S(q̃)
xx , S(q)

zz )-plots with q, q̃ > 2 exhibit this feature by determining the lower bounds of

the set of all and the set of separable states explicitly. First, note that a vanishing

entropy of Sq
ii = 0 implies that the system is in an eigenstate of the measurement

operator σi ⊗ σi. Since the measurements define mutually unbiased bases, it is clear

that in this case the other entropy is maximal. Hence, the states |00〉 and |++〉 lie on

the boundary of the realizable region. The mixture of these states with white noise

1/4 leaves the maximal entropy of one measurement unchanged while increasing the

entropy of the other measurement continuously. Therefore, the upper and the right

boundary of the region, corresponding to maximal Szz and Sxx, respectively, is reached

by separable states (see Fig. 5.1). We will see later that the lower boundaries for all

and for separable states are both realized by continuous one-parameter families of

states. Thus, the mixture of these states with white noise forms a continuous fam-

ily of curves connecting the lower boundary with the point where both entropies are

maximal. Hence, these states realize any accessible point in the entropy plot and it is

sufficient to only determine the lower boundary.

5.3.1 Entropic bound for general states

We begin by determining the bounds in the (S(q̃)
xx , S(q)

zz )-plot for all states. In Ref. [212],

Theorem V.2 states that for two concave functionals f1, f2 on the state space, for any

state ρ, there is a pure state |ψ〉 such that f1(|ψ〉 〈ψ|) 6 f1(ρ) and f2(|ψ〉 〈ψ|) 6 f2(ρ).

Furthermore, it is shown in Theorem V.3 that the state |ψ〉 can additionally be chosen

real if the inputs of the functionals are linked by a real unitary matrix. Thus, in the case

of general two-qubit states and local measurements σx ⊗ σx and σz ⊗ σz, the analysis

of the boundary of the entropy plots can be reduced to pure real states. First, we will

solve the special case where q = 2, also known as linear entropy. This result can then

be used as an anchor to prove the bound for all q > 2.

Lemma 5.1. For two-qubit states ρ and fixed S(2)
zz (ρ), minimal S(2)

xx (ρ) is reached by the

unique state ρt = |ψt〉 〈ψt| where |ψt〉 = 1√
3+t2 (t |00〉+ |01〉+ |10〉+ |11〉) and some t > 1

determined by the given entropy S(2)
zz (ρ).
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5. Entanglement detection with scrambled data

Proof. According to Theorem V.3 in Ref. [212], if two entropies S1 and S2 are consid-

ered where the measurement bases are related by a real unitary transformation, then

for any state ρ, there is always a pure and real state |ψ〉 with S1(|ψ〉 〈ψ|) 6 S1(ρ) and

S2(|ψ〉 〈ψ|) 6 S2(ρ). As in our case σx = HσzH† where H is the Hadamard matrix,

it is sufficient to consider pure real states to obtain minimal S(2)
zz for given S(2)

xx . For a

general pure real state |ψ〉 = (x1, x2, x3, x4)
T, the problem boils down to the following

maximization problem under constraints

max
xi

f (x1, x2, x3, x4),

s.t. x4
1 + x4

2 + x4
3 + x4

4 = k = const.,

x2
1 + x2

2 + x2
3 + x2

4 = 1

(5.1)

where f ({xi}) = (x1 + x2 + x3 + x4)
4 + (x1 + x2 − x3 − x4)

4 + (x1 − x2 + x3 − x4)
4 +

(x1 − x2 − x3 + x4)
4 = 1− S(2)

xx and k = 1− S(2)
zz . Note that 1

4 6 k 6 1. It is straight-

forward to see that 1
96 [ f ({xi})− 12× 12 + 8k] = 1

96 [ f ({xi})− 12(x2
1 + x2

2 + x2
3 + x2

4)
2 +

8(x4
1 + x4

2 + x4
3 + x4

4)] = x1x2x3x4, using the constraints. So, we can replace f by

x1x2x3x4. Clearly, the xj can be chosen greater than 0 in case of a maximum. Conse-

quently, xi can be substituted by
√

yi because the square root is a monotone function.

Thus, the problem reduces to

max
yi

y1y2y3y4,

s.t. y2
1 + y2

2 + y2
3 + y2

4 = k = const.,

y1 + y2 + y3 + y4 = 1

(5.2)

where all yi are positive. Using Lagrange multipliers, it is straightforward to obtain

the optimal solution. For given S(2)
zz , the minimal S(2)

xx is reached by the state

|ψt〉 =
1√

3 + t2
(t |00〉+ |01〉+ |10〉+ |11〉), (5.3)

for some t > 1. Since the minimal S(2)
zz -entropy state |ψ∞〉 = |00〉 and maximal

S(2)
zz -entropy state |ψ0〉 = 1

2 (|00〉 + |01〉 + |10〉 + |11〉) are part of the family |ψt〉 and
dS(2)

zz (|ψt〉)
dt < 0, fixing S(2)

zz uniquely determines t and hence, also ρt = |ψt〉 〈ψt|.

This result holds for the Tsallis-2 entropy. However, it can be generalized to any

pair of Tsallis-q and Tsallis-q̃ entropies with q, q̃ > 2. To that end, we use a result

from Ref. [213]. There, the authors consider entropy measures H f = ∑i f (pi) and

Hg = ∑i g(pi) where f (0) = g(0) = 0 and the functions f , g are strictly convex

(implying that g′(p) is invertible) with their first derivatives being continuous in the
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Figure 5.2: [199] These sketched plots depict the proof of Theorem 5.2. Starting with
the lower right picture, for fixed ρr with S(q̃)

xx (ρr) = r, we consider the state |ψt0〉
defined in Lemma 5.1, with t0 such that also S(q̃)

xx (ψt0) = r. The state |ψt0〉 has the

largest S(2)
xx -entropy among all states ρ with S(q̃)

xx (ρ) = r [213], particularly including
ρr (see lower left). From Lemma 5.1, it follows that S(2)

zz (ψt0) 6 S(2)
zz (ρr) which is

shown in the upper left. This, in turn, implies that S(q)
zz (ψt0) 6 S(q)

zz (ρr) [213] (see plot
on the upper right). In summary, we have that for any state ρr, there exists a state
|ψt0〉 with S(q̃)

xx (ψt0) = S(q̃)
xx (ρ) and S(q)

zz (ψt0) 6 S(q)
zz (ρ). This proves that the boundary

is realized by the states |ψt〉, which is illustrated again in the lower right.

interval (0, 1). They show that then the maximum (minimum) of H f for fixed Hg is

obtained by the probability distribution p1 > p2 = · · · = pn if f ′[p(g′)] as a function

of g′ is strictly convex (concave). Furthermore, for each value of Hg, there is a unique

probability distribution of this form.

In the specific case of Tsallis entropies with parameters q and q̃, it is shown that if

q(q− 1)
q̃(q̃− 1)

pq−q̃ (5.4)

is monotonically increasing (decreasing), the minimum (maximum) Sq for fixed Sq̃ is

reached by the probability distribution described above, when considering the same

measurement for different q, q̃. That is exactly the probability distribution obtained by

measuring σx ⊗ σx or σz ⊗ σz locally in the state |ψt〉 since

|ψt〉 ∝ t |00〉+ |01〉+ |10〉+ |11〉
∝ (t + 3) |++〉+ (t− 1)(|+−〉+ |−+〉+ |−−〉), (5.5)

where t2 > 1 and (t + 3)2 > (t− 1)2. This observation assists in proving the following

theorem.

Theorem 5.2. For all q, q̃ > 2, the lower boundary in the (S(q̃)
xx , S(q)

zz )-plot is realized by the

family of states |ψt〉 = 1√
3+t2 (t |00〉+ |01〉+ |10〉+ |11〉) where t > 1.
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5. Entanglement detection with scrambled data

Figure 5.3: [199] This plots shows entropy samples of local measurements σx⊗ σx and
σz ⊗ σz for Rényi-2.5- and Rényi-∞-entropies, respectively. Separable states are rep-
resented by green vertical lines, while red horizontal lines indicate entangled states.
The lower boundary is given by the states |ψt〉 defined in Lemma 5.1.

Proof. For fixed r and a state ρr with S(q̃)
xx (ρr) = r, there exists a unique state |ψt0〉 with

S(q̃)
xx (ψt0) = r. From Theorem 1 in Ref. [213], it follows that

S(2)
xx (ρr) 6 S(2)

xx (ψt0) ≡ s (5.6)

(see bottom left graph in Fig. 5.2). Since dS(2)
zz (|ψt〉)

dS(2)
xx (|ψt〉)

= dS(2)
zz (|ψt〉)

dt

(
dS(2)

xx (|ψt〉)
dt

)−1

< 0, it

follows from Lemma 5.1 that S(2)
xx (ρr) 6 s implies

S(2)
zz (ρr) > S(2)

zz (ψt0) ≡ u (5.7)

(see top left graph in Fig. 5.2). Now, given S(2)
zz (ρr) > u, using the fact that dS(q)

zz (|ψt〉)
dS(2)

zz (|ψt〉)
>

0, it follows from Ref. [213] that

S(q)
zz (ρr) > S(q)

zz (ψt0) ≡ v (5.8)

(see top right graph in Fig. 5.2).

In summary, by considering all values of r, we find that for all two-qubit states ρr,

S(q̃)
xx (ρr) = r ⇒ S(2)

xx (ρr) 6 S(2)
xx (ψt0) (5.9)

⇒ S(2)
zz (ρr) > S(2)

zz (ψt0) (5.10)

⇒ S(q)
zz (ρr) 6 S(q)

zz (ψt0) (5.11)

(see also the lower right graph in Fig. 5.2), where |ψt0〉 is uniquely determined by

S(q̃)
xx (ψt0) = r. All bounds, as well as the overall implication S(q̃)

xx (ρr) = r ⇒ S(q)
zz (ρr) 6
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S(q)
zz (ψt0) are tight since they are saturated by the same state |ψt0〉. Thus, the lower

boundary in the (S(q̃)
xx , S(q)

zz )-plot is realized by the family of states |ψt〉 = 1√
3+t2 (t |00〉+

|01〉+ |10〉+ |11〉) where t > 1.

In the above proof, we used the q = q̃ = 2-case as an anchor to derive the result for all

q, q̃ > 2. The same argument also holds if we would use any other anchor case where

the |ψt〉 are the optimal states. Numerical evidence suggests that the conclusion is

indeed valid for any q, q̃ & 1.37. Furthermore, the result can also be interpreted as a

family of entropic uncertainty relations.

Corollary 5.3. For all two-qubit states ρ and q, q̃ > 2,

F[S(q̃)
xx (ρ), S(q)

zz (ρ)] ≡ S(q)
zz (ρ)− S(q)

zz (|ψt〉 [S(q̃)
xx (ρ)])

= S(q)
zz (ρ)− 1

q− 1

(
1− 3 + t2q[S(q̃)

xx (ρ)]

{3 + t2[S(q̃)
xx (ρ)]}q

)
> 0. (5.12)

Here, |ψt〉 [S(q̃)
xx (ρ)] and t[S(q̃)

xx (ρ)] are the unique state |ψt〉 and parameter t in dependence on

S(q̃)
xx (ρ), such that S(q̃)

xx (|ψt〉) = S(q̃)
xx (ρ).

In the case of q = q̃ = 2, we have

F[S(2)
xx (ρ), S(2)

zz (ρ)] = S(2)
zz −

3QT2 − T4

3Q2 > 0, (5.13)

where

T =

√
9− 12S(2)

xx , (5.14)

Q = 3 + T +
√

3
√
(1 + T)(3− T). (5.15)

This bound is displayed in Fig. 5.1.

Note that this result is also valid for Rényi-α entropies [98] with α, α̃ > 2 as Rényi-α

and Tsallis-q entropies are monotone functions of each other for α = q. Thus, the

change from Tsallis- to Rényi entropies merely induces a rescaling of the axes in the

(Sxx, Szz)-plot. An example is given in Fig. 5.3 where α = 2.5 and α̃ = ∞.

In contrast to any linear bounds which are usually considered [211] the uncertainty

relations found here are optimal. That means, for any entropic uncertainty relation

defined in Corollary 5.3 and any S(q)
zz , there exists a state, namely the |ψt〉 with the

given entropy, saturating the corresponding bound.
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5.3.2 Entropic bound for mutually unbiased bases

Before proceeding with the entropic bound for separable states measuring σx ⊗ σx

and σz ⊗ σz locally, we want to discuss the general problem of an entropic bound for

measurements in the computational and Fourier basis, given by |j〉 and

| j̃〉 = 1√
d

∑
k

eiωjk |k〉 , (5.16)

respectively, where ω = 2π/d. In particular, we aim at generalizing Lemma 5.1, i.e.,

minimizing the Tsallis-2 entropy for one measurement for fixed Tsallis-2 entropy of

the other measurement.

Again, it is sufficient to consider pure states [212]. The coefficients of a general pure

state |ψ〉 = ∑j zj |j〉, where zj = rje−iφj with rj ≥ 0 and 0 ≤ φj ≤ 2π, in the Fourier

basis are given by z̃j = ∑k zke−iωjk/
√

d. Then, we have for the entropy measuring in

the Fourier basis,

1− S(2)
F = ∑

j
|z̃j|4 =

1
d2 ∑

j

∣∣∣∣∣∑k
zke−iωjk

∣∣∣∣∣
4

=
1
d2 ∑

j


[
∑

k
rk cos(ωjk + φk)

]2

+

[
∑

k
rk sin(ωjk + φk)

]2


2

=
1
d2 ∑

j

[
∑
k,l

rkrl cos(ωjk + φk) cos(ωjl + φl) + sin(ωjk + φk) sin(ωjl + φl)

]2

=
1
d2 ∑

j,k,l,m,n
rkrlrmrn cos(ωj(k− l) + φk − φl) cos(ωj(m− n) + φm − φn)

=
1

2d2 ∑
k,l,m,n

rkrlrmrn

[
∑

j
cos(ωj(k− l + m− n) + φk − φl + φm − φn)

+∑
j

cos(ωj(k− l − (m− n)) + φk − φl − (φm − φn))

]

=
1

2d ∑
k,l,m,n

rkrlrmrn [δk−l+m−n mod d,0 cos(φk − φl + φm − φn)

+δk−l−(m−n) mod d,0 cos(φk − φl − (φm − φn))
]

,
(5.17)

where we used the well-known fact that ∑j cos(qω + φ) = dδq mod d,0 for whole num-

bers q, where δq mod d,0 is equal to 1 if q is a multiple of d and 0 otherwise.

Since all rj > 0, the minimal entropy with respect to the angles φj is achieved if

φk − φl ± (φm − φn) ≡ 0 mod 2π, (5.18)
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5.3. Entropic uncertainty relations

for all k, l, m, n for which k− l ± (m− n) ≡ 0 mod d holds. Choosing a global phase

such that φ0 = 0, which leaves the state |ψ〉 invariant, this condition can be simplified

to

φj ≡ jφ1 mod d (5.19)

where j = 0, . . . , d. Hence, φ1 determines all other phases and has to satisfy dφ1 ≡ 0

mod 2π.

Because of the symmetry between the computational and the dual basis, we can also

fix the entropy S(2)
F while minimizing S(2)

C , the entropy of a measurement in the com-

putational basis. Again, we obtain the analogous condition φ̃j ≡ jφ̃1 mod d. If a state

|ψ〉 satisfies only one of the conditions, we can decrease one of the entropies while

keeping the other constant by adjusting the phases φj or φ̃j. Hence, the optimal states

satisfy both φj ≡ jφ1 mod d and φ̃j ≡ jφ̃1 mod d. Now, the choice of different feasible

φ1 corresponds merely to a cyclic permutation of the z̃j, and vice versa, because

z̃j =
1√
d

∑
k

rke−iωk(j+ξ), (5.20)

where φ1 = ξω and 0 ≤ ξ < d is a natural number. Thus, we can choose φ1 = φ̃1 = 0

making the coefficients in both bases positive real numbers. Then, from x̃j = x̃∗j , it

follows that

0 =
d−1

∑
k=0

xk sin(ωjk) =
1
2

b(d−1)/2c
∑
k=1

(xk − xd−k) sin(ωjk), (5.21)

which are independent for j = 1, . . . , b(d− 1)/2c. Using an inverse-Fourier-like trans-

form for l = 1, . . . , b(d− 1)/2c,

0 =
d−1

∑
j=0

b(d−1)/2c
∑
k=1

(xk − xd−k) sin(ωjk) sin(ωjl)

∝
b(d−1)/2c

∑
k=1

(xk − xd−k)
d−1

∑
j=0

[cos (ωj(k− l))− cos (ωj(k + l))] ∝ (xl − xd−l),

(5.22)

because 2 ≤ k + l ≤ d− 1 and hence, the sum over the second cosine term vanishes,

and we again use ∑j cos (ωj(k− l)) = dδ(k−l)0. Thus, we obtain the symmetry xj =

xd−j.
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5. Entanglement detection with scrambled data

Figure 5.4: [199] This sketch shows the proof idea of Theorem 5.4, where the left plot
is based on Fig. 6 in Ref. [212]. Any separable state ρ can be written as the mixture
of two states on the topological boundary of the space of separable states. These
two states can be converted into each other continuously. In this process, we find a
state γH(t) on the boundary such that f1[γ

H(t)] 6 f1(ρ) and f2[γ
H(t)] 6 f2(ρ) for

continuous concave functionals f1 and f2.

In summary, the optimization problem that needs to be solved for any d > 3 is given

by

max
d−1

∑
k,l,m=0

xkxlxmxk−l+m mod d (5.23)

s.t. ∑
j

x2
j = 1, (5.24)

s.t. ∑
j

x4
j = 1− S(2)

C = c, (5.25)

with the additional symmetry constraint xj = xd−j for j = 1, . . . , d− 1. The optimiza-

tion can be easily solved for small d using Lagrange multipliers and yields indeed

states of the form as the |ψt〉. We conjecture that these considerations might also ap-

ply to any pair of mutually unbiased bases because entropic uncertainty relations com-

monly only consider the absolute overlap of basis states but not their phases [96, 214].

In the cases where the |ψt〉-like states are optimal, the result can be generalized to

Tsallis-q and Rényi-α entropies with q, α ≥ 2 as in the proof of Theorem 5.2.

5.3.3 Entropic bound for separable states

In this section, we determine the entropic bound for separable states and local mea-

surements σx ⊗ σx and σz ⊗ σz. Theorem V.2 from Ref. [212], which shows that for any

state ρ there is a pure state |ψ〉 such that f1(ψ) 6 f1(ρ) and f2(ψ) 6 f2(ρ), cannot be

applied to separable states. This is because the boundary of the space of separable

states is determined by positivity as well as separability conditions. While the for-

mer implies that states on the boundary are of lower rank, the latter gives a different

constraint. However, this can still be used to simplify the optimization process.

112



5.3. Entropic uncertainty relations

Theorem 5.4. Let f1, f2 be two continuous concave functions on the state space. Then, for

every separable state ρ, there exists a separable state ρ∗ of the form

ρ∗ = (1− p) |ab〉 〈ab|+ p |cd〉 〈cd| , (5.26)

where 0 6 p 6 1 and |ab〉 〈ab|, |cd〉 〈cd| are pure product states, such that f1(ρ
∗) 6 f1(ρ)

and f2(ρ∗) 6 f2(ρ).

Proof. In the range of ρ, we consider some state σ on the boundary of the space

of separable states in this subspace. Then, there is some antipode σH defined as
1
λ [ρ− (1− λ)σ] for the smallest λ such that this expression still describes a separa-

ble state. By this definition, obviously, also σH lies on the boundary. Now, σ can be

converted continuously into σH by a curve t 7→ γ(t) on the boundary where γ(0) = σ

and γ(1) = σH, as long as the boundary is connected (see Fig.5.4). Since the func-

tions are continuous, there must be some t∗ ∈ [0, 1] such that f1[γ(t∗)] = f1(ρ). At this

point, either f2[γ(t∗)] 6 f2(ρ) or it holds that f1[γ
H(t∗)] 6 f1(ρ) and f2[γH(t∗)] 6 f2(ρ)

since otherwise concavity implies the contradiction

fi(ρ) > [1− λ(t)] fi[γ(t)] + λ(t) fi[γ
H(t)] (5.27)

> [1− λ(t)] fi(ρ) + λ(t) fi(ρ) = fi(ρ) (5.28)

for i = 1 or i = 2. Thus, we find a state γ∗ with f1,2[γ
∗] 6 f1,2(ρ). Compared to ρ, this

boundary state γ∗ satisfies at least one additional constraint of the form

γ∗ |φ0〉 = 0, Tr(γ∗W) = 0, (5.29)

where |φ0〉 is an eigenstate of γ∗ and W is an entanglement witness, because γ∗ lies at

the positivity or separability boundary, respectively.

Decomposing γ∗ into pure product states γ∗ = ∑j pj |ajbj〉 〈ajbj|, every |ajbj〉 〈ajbj|
satisfies the constraints individually. This is because the range of each of them has

to be contained in the range of γ∗, and furthermore, for product states it holds that

Tr(|ajbj〉 〈ajbj|W) > 0 and since we have 0 = Tr(γ∗W) = ∑j pj Tr(|ajbj〉 〈ajbj|W), also

Tr(|ajbj〉 〈ajbj|W) = 0.

Thus, we can apply this procedure repeatedly, considering only the state space defined

by the already accumulated constraints of the form given in Eq. (5.29). In the end,

we either have a pure product state ρ∗ or a one-dimensional state space spanned by

two pure product states |ab〉 〈ab| and |cd〉 〈cd|, whose boundary is disconnected and

hence, the scheme cannot be applied anymore. This might indeed happen, as there are

two-dimensional subspaces of the two-qubit space that contain exactly two product
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5. Entanglement detection with scrambled data

vectors [215]. Either way, for any separable state ρ we find a state ρ∗ of the form

ρ∗ = (1− p) |ab〉 〈ab|+ p |cd〉 〈cd| such that f1(ρ
∗) 6 f1(ρ) and f2(ρ∗) 6 f2(ρ).

Thus, in the case of local σx ⊗ σx and σz ⊗ σz measurements, we can restrict the opti-

mization further to real states |ab〉 and |cd〉.

Observation 5.5. For any separable state ρ, there is a state ρ∗ = (1− p) |ab〉 〈ab| +
p |cd〉 〈cd| where 0 6 p 6 1 and |ab〉 and |cd〉 are pure and real product states such

that S(q̃)
xx (ρ

∗) 6 S(q̃)
xx (ρ) and S(q)

zz (ρ∗) 6 S(q)
zz (ρ) for any q, q̃ ∈ R.

Proof. Using Theorem 5.4, we immediately find a state σ = (1− p) |ab〉 〈ab|+ p |cd〉 〈cd|
such that S(q̃)

xx (σ) 6 S(q̃)
xx (ρ) and S(q)

zz (σ) 6 S(q)
zz (ρ) for any q, q̃ ∈ R. However, the states

|ab〉 and |cd〉 might not be real.

A general one-qubit state can be written as |a〉 = cos θ
2 |0〉+ eiϕ sin θ

2 |1〉 where 0 6 θ 6

π and 0 6 ϕ < 2π. The corresponding probabilities for σx and σz measurements are

then given by

p0 = cos2 θ

2
, p1 = sin2 θ

2
, (5.30)

p± =
1
2
± 1

2
sin θ cos ϕ. (5.31)

Hence, by just varying ϕ, p0 and p1 remain unaffected, while p+ = (1− α)Pmax + αPmin

and p− = αPmax + (1− α)Pmin, where Pmax = 1
2 +

1
2 sin θ and Pmax = 1

2 − 1
2 sin θ, vary

continuously with 0 6 α 6 1. Now, consider varying the state |a〉 in such a way

while leaving |b〉 and |cd〉 the same. Obviously, the probability distribution for the

σz ⊗ σz measurement on σ stays unchanged. The σx ⊗ σx measurement, on the other

hand, yields (1 − α)p1 + αp2 for some probability distributions p1 and p2. Hence,

the optimization problem over α is an optimization over a convex set of probabilities.

As the entropies are concave functions of probability distributions, the optimum can

be found at the boundary. Note that we only optimize the Sq̃
xx while leaving Sq

zz

unchanged. Thus, |a〉 can be chosen real and so can |b〉, |c〉 and |d〉.

Reducing the optimization to real states of rank at most two, the lower number of

parameters allows for robust numerical analysis. This suggests that for q, q̃ > 2, the

boundary is reached by real pure product states of the form

|φq,q̃
θ 〉 =

(
cos

θ

2
|0〉+ sin

θ

2
|1〉
)⊗2

, (5.32)
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5.3. Entropic uncertainty relations

which, for q = q̃ = 2, leads to the boundary for separable states of

S(2)
zz (ρ) > −9

4
+ 3
√

1− S(2)
xx (ρ) + S(2)

xx (ρ), (5.33)

shown in Fig. 5.1. In comparison, in the case of Shannon entropy, numerical analysis

indicates that the boundary is realized by the states

|φS
θ 〉 = |0〉 ⊗

(
cos

θ

2
|0〉+ sin

θ

2
|1〉
)

, (5.34)

|ψS
θ 〉 =

(
cos

θ

2
|0〉+ sin

θ

2
|1〉
)
⊗ |+〉 , (5.35)

also shown in Fig. 5.1.

5.3.4 Robustness

In the previous sections, we showed that the accessible regions in the entropy plot

(S(q)
xx , S(q̃)

zz ) are different for general two-qubit states and separable states when q, q̃ > 2.

Thus, these entropies provide a scrambling-invariant method to detect entanglement.

The accessible regions for q = q̃ = 2 are shown in Fig. 5.1.

We investigate the robustness of this detection method for different q = q̃ > 2. The

robustness is quantified by the amount of white noise that can be added to the bound-

ary states defined in Eq. (5.3) such that they are still detectable. Numerical analysis

indicates that independent of q, the most robust states are those with S(q)
xx = S(q)

zz , i.e.

t = 3. For states ρλ,t = (1− λ) |ψt〉 〈ψt|+ λ1
4 , it also holds that S(q)

xx (ρλ,t) = S(q)
zz (ρλ,t)

independent of λ and hence, they enter the region of separable states at the point of

the symmetric real pure product state
[ 1√

1+s2 (s |0〉+ |1〉)
]⊗2 where s = 1 +

√
2. The

maximal noise level λ is then determined by

( (1− λ)t√
3 + t2

+
λ

4

)2q
+ 3
( (1− λ)√

3 + t2
+

λ

4

)2q

=
( s2

1 + s2

)2q
+ 2
( s

1 + s2

)2q
+
( 1

1 + s2

)2q
(5.36)

which can be solved analytically for large q. In the limit of q → ∞, λ = 1
11 (10−

√
2−√

12−
√

24) ≈ 0.020. Note that this is an upper bound on the robustness, since the

boundary of the region of separable states was only determined numerically in the

last section. However, even this upper bound is rather small and the method is not

very robust. Finally, we see that the method is most robust for large q, but the limit is

reached very fast.
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5. Entanglement detection with scrambled data

5.3.5 Measurement scheme

Although entropies are not observable in the standard quantum mechanical measure-

ment scheme, similar to measuring the Rényi-2 entropy of a quantum state using two

copies of the state [216, 217], which has been implemented experimentally [218], also

the Tsallis-2 or Rényi-2 entropy of the local measurements σx ⊗ σx and σz ⊗ σz can be

directly obtained by a measurement on two copies of the quantum state.

To simplify the discussion, we restrict the following description to local measure-

ments σx ⊗ σx, however, local measurements σz ⊗ σz work analogously. We need the

notion of the swap gate V |ψ〉 |φ〉 = |φ〉 |ψ〉 and the decohering channel ∆x(ρ) =

∑j 〈jx| ρ |jx〉 |jx〉 〈jx|, where |jx〉 is the basis |±±〉. Since ∆x(ρ) has eigenvectors |jx〉,
the spectrum λj of ∆x(ρ) are the probabilities p±±. It is known that Tr{[∆x(ρ) ⊗
∆x(ρ)]V} = ∑j λ2

j [216]. Moreover,

Tr[(ρ⊗ ρ)(∆x ⊗ ∆x)(V)] = Tr{[∆x(ρ)⊗ ∆x(ρ)]V} = ∑
j

λ2
j = ∑

±±
p2
±±. (5.37)

Thus, measuring the expectation value of (∆x⊗∆x)(V) on two copies of a state ρ gives

direct access to the Tsallis-2 or Rényi-2 entropy of the local measurements σx ⊗ σx

and σz ⊗ σz. A similar approach can be used to determine these entropies through

randomized measurements on a single system [219].

5.4 Scrambling-invariant families of entanglement witnesses

Inspired by the probability distributions of the states defined in Eq. (5.3), we define

a scrambling-invariant family of entanglement witnesses. In the most general form,

with local measurements σx ⊗ σx, σy ⊗ σy, and σz ⊗ σz, they are given by

W = 1+ α |x1x2〉 〈x1x2|+ β |y1y2〉 〈y1y2|+ γ |z1z2〉 〈z1z2| , (5.38)

where |xj〉 ∈ {|+〉 , |−〉}, |yj〉 ∈ {|i+〉 , |i−〉}, and |zj〉 ∈ {|0〉 , |1〉} for j = 1, 2. The key

observation is that if for fixed α, β and γ this yields an entanglement witness, then also

every other choice of xj, yj and zj results in an entanglement witness. This is because

using only local unitary transformations and the partial transposition, the witnesses

can be transformed into each other. Consider for example W = 1+ α |+−〉 〈+−| +
β |i+i+〉 〈i+i+| + γ |10〉 〈10|, and the transformations UA = σx, and UB = 1. Then,

U†
A ⊗U†

BWTAUA ⊗UB = 1+ α |+−〉 〈+−|+ β |i+i+〉 〈i+i+|+ γ |00〉 〈00| and one can

directly check that any other witness can also be reached.
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5.4. Scrambling-invariant families of entanglement witnesses

Indeed, such mappings correspond to permutations of the probabilities, as

〈W〉 = 1 + αpx1x2 + βpy1y2 + γpz1z2 . (5.39)

So, for evaluating such a witness from scrambled data, one can simply choose the

probabilities appropriately in order to minimize the mean value of the witness.

As a remark, for α, β, γ < 0, the witnesses are additionally related to an entropic

uncertainty relation for the min-entropy S∞(p) = − log maxj pj since the smallest ex-

pectation value of the corresponding family of entanglement witnesses can be written

as

〈W〉 = 1 + αe−S(∞)
xx (ρ) + βe−S(∞)

yy (ρ) + γe−S(∞)
zz (ρ). (5.40)

We want to find optimized α, β and γ such that W is an entanglement witness tangent

to the space of separable states, i.e., there exists a separable state with 〈W〉 = 0. In

other words, we want W to be weakly optimal as described in Section 2.5. In the

following analysis, we restrict ourselves to only two measurements and witnesses of

the form

W = 1+ α |++〉 〈++|+ γ |00〉 〈00| . (5.41)

First of all, we need to ensure that 〈W〉 > 0 for all separable states. In order to obtain

an optimal witness, we further need to adjust α and γ such that for some separable

state 〈W〉 = 0.

The optimal values for α and γ are found by optimizing minρs Tr(ρsW) over separable

states ρs for all α and γ. Because of linearity, we only need to consider general pure

product states |ψA〉 ⊗ |ψB〉 where

|ψA/B〉 = cos
θA/B

2
|0〉+ eiφA/B sin

θA/B

2
|1〉 (5.42)

with 0 6 θ 6 π, 0 6 φ < 2π. It turns out that for γ
α > −3− 2

√
2, the optimal state is

given by φA = φB = 0 and θA = θB, while φA = φB = 0 and θA − 3π
4 = 3π

4 − θB needs

to be considered in the case of γ
α 6 −3− 2

√
2.

Finally, we have to ensure that there exist entangled states with 〈W〉 < 0. Since

〈W〉 = 1 + αp++ + γp00 and the probabilities are nonnegative, either α or γ must

necessarily be negative. In that case, the eigenvector of W corresponding to the small-

est eigenvalue is indeed given by the entangled state |ψt〉 = 1√
3+t2 (t, 1, 1, 1)T with

t = −(α− 2γ + 2
√

α2 − αγ + γ2)/α.
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5. Entanglement detection with scrambled data

Figure 5.5: [199] Optimized values for the parameters α and γ for different β
in entanglement witnesses of the form W = 1 + α |x1x2〉 〈x1x2| + β |y1y2〉 〈y1y2| +
γ |z1z2〉 〈z1z2|. Here, optimized means that for some separable state 〈W〉 = 0.

The resulting curve of optimal α and γ in the case of β = 0 can thus be obtained

analytically and is shown in Fig. 5.5. More generally, for witnesses of the form in

Eq. (5.38) where β 6= 0, we find the optimal parameters numerically.

5.5 Nonconvex structure of the nondetectable state space

For many methods of entanglement detection, it is crucial that the set of separable

states is convex. For instance, the existence of a witness for any entangled state ρ

relies on this fact. This convexity is also present in the case of restricted measurements,

which are not tomographically complete. If there is a way to detect the entanglement

from a restricted set of measurements, it can be done with an entanglement witness

[220]. In this section, we show that this is not the case when only scrambled data is

available.

In order to test whether there would in principle be a method to detect the entangle-

ment of a specific state using only scrambled data from local measurements σx ⊗ σx

and σz ⊗ σz, we use the fact that the PPT criterion is necessary and sufficient in the

two-qubit case [57]. Thus, we can formulate the problem as a family of semi-definite
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5.5. Nonconvex structure of the nondetectable state space

Figure 5.6: [199] Projection of the set of possibly separable states (blue line) for local
measurements σx ⊗ σx and σz ⊗ σz, where p++ = p00, p+− = p−+ = p01 = p10, and
p−− = p11, onto the coordinates (p++, p+−). Clearly, this set is nonconvex. The green
dots and the red triangle correspond to an explicit counterexample to the convexity,
as explained in the main text.

programs [90]. We consider the problem

min
ρ

0

s.t. Tr ρ = 1,

ρ > 0,

ρTB > 0,

ρ realizes one of the (4!)2 permutations

of the given probability distribution

for measurements σx ⊗ σx and σz ⊗ σz.

(5.43)

This is a so called feasibility problem: If a state ρ with the desired properties exist,

the output of the SDP is zero, and ∞ otherwise. If this family of SDPs fails for all

permutations, then there is no separable state that realizes the same scrambled data

as the original state. Hence, the entanglement of such a state is detected. Otherwise,

we call the state possibly separable.

In practice, without scrambled data, around 1.2% of all random states according to

the Hilbert-Schmidt measure can be shown to be entangled using only local measure-

ments σx ⊗ σx and σz ⊗ σz. In the case of scrambled data, we tested approximately

130, 000, 000 random mixed states and found around 3000 detectable states using the

corresponding scrambled data. Note that for the implementation it is possible to

reduce the number of permutations that need to be considered to just 18, as local re-

labeling of the outcomes or the exchange of qubits can be neglected. Out of the 3000

states, only six can be detected using the scrambling-invariant entanglement witnesses

and none using the entropic uncertainty relations where q = q̃. The reason for this

poor performance is the nonconvex structure of the set of nondetectable states, as we

discuss now.
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First, we note that the set of possibly separable states is star-convex around the max-

imally mixed state 1
4 . This can be seen as follows: If a state ρ is part of the set of

possibly separable states, there is a separable state σ that realizes the same probabil-

ity distribution as ρ up to a permutation. Then, λσ + (1− λ)14 is still separable for

0 6 λ 6 1 and realizes the same probability distribution as λρ + (1− λ)14 up to the

same permutation as before.

This fact can be used to characterize the boundary of the possibly-separable state space

by starting with the maximally mixed state and mixing it with detectable states until

the mixture becomes detectable. To illustrate the nonconvexity of this set, we assume

first that it is convex. Then, the intersection with any convex set, for example the set

of states with probabilities p++ = p00, p+− = p−+ = p01 = p10, and p−− = p11, would

again form a convex set. Furthermore, the projection onto the coordinates (p++, p+−)

would be convex. This projection is shown in Fig. 5.6. Clearly, it is nonconvex, and

hence, the initial assumption is incorrect. To make this statement independent of

numerical analysis, we provide an explicit counterexample.

Observation 5.6. The set of possibly separable states for local measurements σx ⊗ σx

and σz ⊗ σz is nonconvex.

Proof. The states

ρ1 =
1
4

[
1⊗ 1− 7

10
(1⊗ σx + σx ⊗ 1+ 1⊗ σz + σz ⊗ 1)

+
1
2
(σx ⊗ σx + σz ⊗ σz + σx ⊗ σz + σz ⊗ σx)

] (5.44)

and ρ2 = |Φ+〉 〈Φ+| where |Φ+〉 = 1√
2
(|00〉 + |11〉) realize probability distributions

corresponding to the left and right green dot in Fig. 5.6, respectively. While ρ1 is sep-

arable, the product state |+〉 |0〉 realizes the same scrambled data as ρ2 and hence, ρ2

is possibly separable. Thus, both are part of the possibly separable state space. How-

ever, the mixture ρ = 5
6 ρ1 +

1
6 ρ2, shown as a red triangle in Fig. 5.6, is detectable. The

scrambled data of the corresponding probability distribution p++ = p+− = p−+ =

p00 = p01 = p10 = 5
48 and p−− = p11 = 33

48 cannot origin from a separable state. The

witnesses W = 1± σx ⊗ σx ± σz⊗ σz certify the entanglement for all permutations.

5.6 Conclusion

We have introduced the concept of scrambled data, meaning that the assignment of

probabilities to outcomes of the measurements is lost. Clearly, this restriction limits
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the possibilities of entanglement detection. Nevertheless, we have shown that using

entropies and entanglement witnesses one can still detect the entanglement in some

cases. These methods are limited, however, as the set of states whose scrambled data

can be realized by separable states is generally not convex.

There are several directions in which our work may be extended or generalized. First,

one may consider more general scenarios than the two-qubit situation considered here,

such as the case of three or more particles. Second, it would be interesting to study

our results on entropies further, in order to derive systematically entropic uncertainty

relations for various entropies. Such entropic uncertainty relations find natural appli-

cations in quantum information theory, e.g., in the security analysis of quantum key

distribution. Finally, it would be intriguing to connect our scenario to Bell inequali-

ties. This could help to relax assumptions on the data for non-locality detection and

device-independent quantum information processing.
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6 Confident entanglement detection via nu-

merical range

Prerequisites

2.2 Quantum mechanics

2.5 Entanglement

2.6 Numerical range

2.8 Semidefinite programming

6.1 Introduction

The main parts of this chapter have been published as Publication (E) [221]. We inves-

tigate the joint (separable) numerical range of multiple measurements, i.e., the regions

of expectation values accessible with (separable) quantum states for given observables.

This not only enables efficient entanglement detection, but also sheds light on the ge-

ometry of quantum states. More precisely, in an experiment, if the confidence region

for the obtained data and the separable numerical range are disjoint, entanglement is

reliably detected. Generically, the success of such an experiment is more likely the

smaller the separable numerical range is compared to the general numerical range.

We quantify this relation using the volume ratio and show that it cannot be arbitrar-

ily small, giving analytical bounds for any number of particles, local dimensions as

well as number of measurements. Moreover, we explicitly compute the volume of

separable and general numerical range for two locally traceless two-qubit product ob-

servables, which are of particular interest as they are easier to measure in practice.

Furthermore, we consider specific examples of extreme volume ratios and the relation

between commutativity and entanglement detection.

Verifying entanglement in experiments is essential and many methods to do this have

been developed [52]. Here, we consider multiple observables and the measurements

of their expectation values. The accessible regions of expectation value vectors for

(separable) quantum states is given by the (separable) numerical range. If, for a given

state, the measurement results give a point outside the separable numerical range,
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6. Confident entanglement detection via numerical range

−1 0 1
−1

0

1

L(B1, B2)

LSEP (B1, B2)

〈B1〉

〈B
2
〉

Figure 6.1: An illustration of different variants of entanglement witnesses. L(B1, B2)
and LSEP(B1, B2) are the (separable) numerical range of the two-qubit observables
B1 = |00〉 〈11| + |01〉 〈01| + |10〉 〈10| + |11〉 〈00| and B2 = −i |00〉 〈11| + |01〉 〈01| −
|10〉 〈10|+ i |11〉 |00〉. The dashed line indicates the entanglement witness W = B1, the
dotted line the ultrafine entanglement witnesses with 〈W1〉 = 〈B1〉 = 1/4 = ω1 and
W2 =

√
7/4− B2 or W2 = (1−

√
7)/4 + B2, and the curved solid line the nonlinear

entanglement witness 〈WNL〉 = 〈B1〉 − 〈B2〉2.

then that state must have been entangled. Thus, we first provide insight into how

this approach can be used for entanglement detection. Second, since the (separable)

numerical range is ultimately an affine transformation of a projection of the (separable)

quantum state space, our investigation also sheds light on the geometry of quantum

states, especially, on the relation between the separable and the general quantum state

space geometry. Finally, in practical experiments, statistical and systematic errors lead

to a confidence region instead of a single point contained in the numerical range of the

measurements. We compare the volumes of separable and general numerical range

to gain intuition on how useful the considered measurements are for entanglement

detection in practical scenarios.

Entanglement witnesses are the standard tool for entanglement detection and em-

ployed ubiquitously [52]. Although a single measurement, that is repeated sufficiently

many times, suffices to detect entanglement, this measurement, i.e. the entanglement

witness, might be a highly entangled observable and hard to implement in practice.

Ultrafine entanglement witnesses extend the concept of entanglement witnesses by

taking into account multiple measurements for more reliable detection [222, 223].

Also, measurements that are easier to implement, such as product observables, can

be combined to simplify the detection in the experiment. To do so, a first observ-

able W1 determines via measurement a subset of states that need to be considered

contrained by Tr W1ρ = ω1, where ω1 is the obtained measurement result. Then, the
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6.2. Experimental confidence region

second observable W2 only needs to satisfy that Tr Wρsep ≥ 0 for all separable states

ρsep with Tr W1ρsep = ω1 allowing for more effective entanglement detection. Lastly,

nonlinear entanglement witnesses combine multiple measurements in a nonlinear way

to improve entanglement detection [224–227]. While ordinary and ultrafine entangle-

ment witnesses only provide a polyhedral approximation to the separable numerical

range, nonlinear witnesses observe the structure of the convex set generally better; see

Fig. 6.1 for a schematic visualization of the different methods.

In contrast to the different variants of entanglement witnesses, for the general situation

of multiple measurements, the joint (separable) numerical range provides a compre-

hensive framework to tackle the problem of entanglement detection as it contains all

information accessible [75, 228–230]. Throughout the Chapter, we are going to use

the notation introduced in Section 2.6. Furthermore, we define the volume of the (re-

stricted) joint numerical range LX(A1, . . . , Ak) as vol LX using the Euclidean norm of

Rk. This is the natural volume measure for experiments since it is the relevant measure

for the confidence region obtained by measuring a given quantum state.

6.2 Experimental confidence region

An entangled state whose entanglement is in principle detectable by observables

A1, . . . , Ak corresponds to a point in the numerical range which is outside the sep-

arable numerical range. In a realistic experiment, however, only a finite number of

measurement results can be collected which leads to an α-confidence region inside the

numerical range that covers the exact point given by the underlying state with proba-

bility at least 1− α. Such a confidence region can be obtained, e.g., using Hoeffding’s

tail inequality [231]. In this case, it holds that the probability of an estimator aj for

the expectation value of Aj having at least a distance of t from the actual expectation

value is bounded by

P
(∣∣aj − Tr ρAj

∣∣ ≥ t
)
≤ 2 exp

[
− 2mt2(

λ1(Aj)− λ−1(Aj)
)2

]
, (6.1)

where the estimator aj is obtained as the average from m measurements on the state ρ

and λ1(Aj), λ−1(Aj) are the largest and smallest eigenvalues of Aj, respectively. Since

the individual measurements are independent, so are the estimators aj. Let us rescale

the observables such that λ1(Aj)− λ−1(Aj) = 1. Then, we obtain a confidence region

in the form of a hyperrectangle via

P
(
∃j :

∣∣aj − Tr ρAj
∣∣ ≥ tj

)
≤ 1−Πj

[
1− 2 exp

(
−2mt2

j

)]
, (6.2)
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6. Confident entanglement detection via numerical range

where each observable is measured m times, and hence there are km measurements

done in total. The shape of the rectangle can be adjusted by choosing appropriate

tj. Independent from the specific shape and origin of the experimenter’s confidence

region, they can exclude a separable quantum state as cause of the data with statis-

tic significance only if the separable numerical range and the confidence region are

disjoint. Thus, generically, choosing observables such that the volume ratio between

the separable and the general numerical range is small provides a higher statistical

significance for entanglement detection. This is because the confidence region is more

likely to lie outside the separable numerical range. Importantly, this question is dif-

ferent from maximizing the number, i.e. the volume, of entangled states that can be

detected by infinite repetition of the measurements with infinite precision.

This reasoning motivates us to investigate the volume ratio of (separable) numerical

range. As it turns out, it cannot be arbitrarily small and we provide bounds for any

number of particles, local dimensions, and number of observables. Moreover, we focus

on product observables since they are easier to implement in experiments. For two

qubits and two locally traceless product observables, we provide explicit expressions

for the volume of their general and separable numerical range.

6.3 Minimal volume ratio

We investigate minimal volume ratios of the separable numerical range compared to

the general numerical range that can be reached for given number of particles, local

dimensions, and number of measurements. More precisely, we define:

Definition 6.1. For k independent measurements on a quantum system consisting of

n particles and local dimensions d = (d1, . . . , dn), we denote the minimal volume ratio

of the separable numerical range compared to the general numerical range as

µn,d,k = min
A1,...,Ak

vol LSEP(A1, . . . , Ak)

vol L(A1, . . . , Ak)
. (6.3)

If d1 = · · · = dn = d, we just write d instead of d. Also, we denote the total dimension

of the Hilbert space as D = d1 · · · dn.

As we discussed in the introduction, measurements reaching the minimal volume ratio

are in some sense optimal for entanglement detection in practical experiments. Thus,

we find lower bounds for µn,d,k as well as measurements with low µn,d,k, consequently

also providing upper bounds.
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6.3. Minimal volume ratio

First, we consider the case in which the observables A1, . . . , Ak are not linearly inde-

pendent. Then, the (separable) numerical range is contained in a lower-dimensional

manifold and the volume in Rk vanishes. However, we can still define the relative

volume comparing the volumes of the manifolds. More specifically, we have the fol-

lowing result.

Proposition 6.2. For Hermitian observables A1, . . . , Ak, let B1, . . . , Bk′ be a maximal linearly

independent subset of {A1 − 1
D Tr A1, . . . , AD−1 − 1

D Tr AD−1}. Then, it holds that

vol LSEP(A1, . . . , Ak)

vol L(A1, . . . , Ak)
=

vol LSEP(B1, . . . , Bk′)

vol L(B1, . . . , Bk′)
, (6.4)

i.e., we can simply ignore observables that are linearly dependent.

Proof. Adding multiples of the identity to the observables corresponds to a translation

of the (separable) numerical range, and hence, does not change the volume ratio.

More generally, affine transformations also do not change the relative volume; for

details, see the proof of Proposition 6.5. Let Aj − 1
D depend linearly on the B1, . . . , Bk,

i.e., Aj − 1
D = ∑l xl Bl . Then, we apply the transformation aj → ãj = aj − ∑l xlbl ,

where aj is the variable corresponding to the observable Aj − 1
D and similarly for bj

corresponding to Bj. That means, we have

ãj = aj −∑
l

xlbl

= Tr

[
(Aj −

1

D
)−∑

l
xl Bl

]
ρ = 0,

(6.5)

for any state ρ. Hence, we obtain the volume in the subspace given by ãj = 0 which

simply lowers the dimension. Applying this procedure iteratively proves the observa-

tion.

Thus, it suffices to restrict the observables to be linearly independent, traceless, and

bounded, which we assume in the following.

The main idea to obtain a general lower bound for the volume ratio µn,d,k is to compute

the volume of the (separable) numerical range via integration using polar coordinates.

This idea is inspired by the approach used in Refs. [232, 233], however, while the

authors of these works focus on simply finding all the boundary points, i.e., the ex-

treme points whose convex hull forms the (separable) numerical range, we find the

boundary point in a certain direction.
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6. Confident entanglement detection via numerical range

Lemma 6.3. For Hermitian operators A1, . . . , Ak and a star-convex state set X around the

maximally mixed state, the k-dimensional volume of the restricted numerical range is given by

vol LX =
∫ 2π

0
dϕ
∫ π

0
dϑ1 · · ·

∫ π

0
dϑk−2

1
k

RkΠk−2
j=1 sinj ϑj, (6.6)

where the radius R(ϕ, ϑ1, . . . , ϑk−2) is given by

R =max
ρ∈X

Tr ρ[r̂ · A]

s.t. Tr ρ[ϕ̂ · A] = 0,

Tr ρ[ϑ̂j · A] = 0 for j = 1, . . . , k− 2,

(6.7)

and A = (A1 − 1
Tr1 Tr A1, . . . , Ak − 1

Tr1 Tr Ak)
T. The vectors r̂,ϕ̂, ϑ̂1, . . . , ϑ̂k−2 are the unit

vectors of the k-dimensional polar coordinates.

Proof. The volume V of a k-dimensional (star)-convex (around the origin) region that

includes the origin is given via integration as

V =
∫ 2π

0
dϕ
∫ π

0
dϑ1 · · ·

∫ π

0
dϑk−2

∫ R

0
dr rk−1 Πk−2

j=1 sinj ϑj

=
∫ 2π

0
dϕ
∫ π

0
dϑ1 · · ·

∫ π

0
dϑk−2

1
k

Rk Πk−2
j=1 sinj ϑj,

(6.8)

using k-dimensional polar coordinates. Obviously, we have vol L(A1, . . . , Ak) = vol L(A1−
1

Tr1 Tr A1, . . . , Ak − 1
Tr1 Tr Ak) since the transformation merely translates the restricted

joint numerical range. The restricted numerical range LX(A1 − 1
Tr1 Tr A1, . . . , Ak −

1
Tr1 Tr Ak) is a star-convex set around the origin as X is star-convex around the max-

imally mixed state. Hence, we can calculate its volume using the above geometric

formula. The radius R(ϕ, ϑ1, . . . , ϑk−2) is apparently given by

R(ϕ, ϑ1, . . . , ϑk−2) =max
ρ∈X

Tr ρ[r̂(ϕ, ϑ1, . . . , ϑk−2) · A]

s.t. Tr ρ[ϕ̂(ϕ, ϑ1, . . . , ϑk−2) · A] = 0,

Tr ρ[ϑ̂j(ϕ, ϑ1, . . . , ϑk−2) · A] = 0 for j = 1, . . . , k− 2,

(6.9)

where A = (A1 − 1
Tr1 Tr A1, . . . , Ak − 1

Tr1 Tr Ak)
T and r̂,ϕ̂, ϑ̂1, . . . , ϑ̂k−2 are the unit

vectors of the k-dimensional polar coordinates. The constraints of the optimization

make sure that it yields the distance of the boundary to the origin in a certain direction

given by the angles ϕ, ϑ1, . . . , ϑk−2.

This result not only gives an interesting characterization of the volume, it can also be

directly implemented using semi-definite programming [90] to efficiently approximate
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6.3. Minimal volume ratio

the volume if the set X can be characterized using semi-definite and linear constraints

which, e.g., is the case if X is the set of all quantum states or the set of quantum

states with positive partial transpose. In the case of two qubits, the separable states

are exactly those with a positive partial transpose, which allows for efficient numerical

treatment via semi-definite programming [57].

When we are only interested in the relative volume vol LX/ vol LY, we can obtain a

lower bound by comparing the optimizations of the radii. In particular, for X being

the set of separable states and Y being the set of all quantum states, we obtain:

Theorem 6.4. For k observables and n-partite quantum systems with local dimensions d =

(d1, . . . , dn) and total dimension D = d1 · · · dn, the relative volume of the numerical range

restricted to separable states compared to all quantum states is lower bounded by

µn,d,k ≥
[

b
D

√
D− 1
D− b2

]k

, (6.10)

where

b =

√
Dn

(2D− 1)n−2(D2 − 1) + 1
. (6.11)

Moreover, for a bipartite d× d-system, i.e., n = 2 and d1 = d2 = d, it holds that

µ2,d,k ≥
1

(d2 − 1)k . (6.12)

Proof. For an n-partite quantum system ρ with local dimensions d1, . . . , dn and total

dimension D = d1 · · · dn, the state ρ = (1− ε) 1D + εσ is fully separable for any state σ

if ε ≤ b
D

√
D−1
D−b2 , where b =

√
Dn

(2D−1)n−2(D2−1)+1 [234, 235]. Also, for bipartite systems

with d1 = d2 = d, the same is true if ε ≤ 1/(d2 − 1) [236]. Let ρ∗(ϕ, ϑ1, . . . , ϑk−2) be

the optimal state in the maximization that determines R(ϕ, ϑ1, . . . , ϑk−2) in Lemma 6.3

for X being the set of all quantum states with objective value R∗(ϕ, ϑ1, . . . , ϑk−2).

Then, the state ρ̃ = ερ∗ + (1 − ε) 1D with maximal ε such that full separability can

be guaranteed with the above results is a feasible point of the corresponding opti-

mization with X being the set of fully separable states with objective value εR∗ since

Tr(Ai − 1
Tr1 Tr Ai)

1
D = 0. Together with Lemma 6.3, this proves the theorem.

In the simplest example, i.e., a single Hermitian operator A and a two-qubit system ρ,

Theorem 6.4 gives a lower bound of 1/3 for the relative volume µ2,2,1.

A special case is the scenario in which the measurement results determine the under-

lying quantum state uniquely. Although the volume ratio of the (separable) numerical
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6. Confident entanglement detection via numerical range

range is not directly related to the share of nondetectable states, in the case of quantum

state tomography, they coincide.

Proposition 6.5. Let A1, . . . , AD−1 be Hermitian observables such that the translated op-

erators A1 − 1
D Tr A1, . . . , AD−1 − 1

D Tr AD−1 are linearly independent. Then, the relative

volume of the (separable) numerical range is given by

vol LSEP(A1, . . . , AD−1)

vol L(A1, . . . , AD−1)
=

volHS SEP
volHS ALL

, (6.13)

where volHS SEP and volHS ALL denote the volume of separable and all states, respectively,

w.r.t. the Hilbert-Schmidt norm.

Proof. We can express any D-dimensional quantum state ρ in terms of the generalized

Gell-Mann matrices [237], i.e.,

ρ =
1

D
+

D−1

∑
j=1

µjGj, (6.14)

where the µj ∈ R are real coefficients and the Gj together with 1
D form a Hermi-

tian (G†
j = Gj), orthonormal (Tr GiGj = δij) and traceless (Tr Gj = 0) basis. The dis-

tance between two quantum states can be measured using the Hilbert-Schmidt norm

‖A‖HS =
√

Tr A† A. We obtain

‖ρ− σ‖HS =
√

Tr [(ρ− σ)2]

=

√√√√D−1

∑
i,j=1

(µi − ηi)(µj − ηj)Tr GiGj

=

√√√√D−1

∑
j=1

(µj − ηj)2

= |µ− η|

(6.15)

for the distance between the quantum states ρ = 1
D + ∑D−1

j=1 µjGj and σ = 1
D +

∑D−1
j=1 ηjGj. This is the same as the Euclidean distance when we consider the µj and ηj

as coordinates in RD−1.

Because the Ãj = Aj − 1
D Tr Aj are linearly independent, there exists a dual basis [188]

{Bj}j=1,...,D−1, i.e., Tr AiBj = δij, and an invertible matrix Λ such that Gi = ∑j ΛijBj.
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6.4. Geometric considerations

Furthermore, we have that

ρµ =
1

D
+

D−1

∑
j=1

µjGj =
1

D
+ µ ·G

=
1

D
+ µ ·ΛB

=
1

D
+ (ΛTµ) · B,

(6.16)

where ΛT is the tranpose of Λ, which is also invertible. The coefficients (ΛTµ)j are the

coordinates of ρ in the space L(Ã1, . . . , ÃD−1) because we used the dual basis.

In general, a coordinate transformation (v1, . . . , vn) = ϕ(u1, . . . , un) leads to a change

of a volume integral∫
v∈ϕ(U)

f (v)dnv =
∫

u∈U
f (ϕ(u))|det(Dϕ)(u)|dnu, (6.17)

where det(Dϕ) is the determinant of the Jacobi matrix of ϕ. In this case, ϕ(u) =

(ΛT)−1v, which means that

volHS X =
∫

ρµ∈X
dnµ

= |det(ΛT)−1|
∫

ρξ∈Y(X)
dnξ

= |det(ΛT)−1| vol LX(A1, . . . , AD−1),

(6.18)

where ξ = ΛTµ and Y(X) = {ρΛTµ | ρµ ∈ X}. Note that |det(ΛT)−1| = const . > 0

because the transformation is invertible. Also, since the transformation is linear, it is

independent of the variables. Hence, the relative volume does not change as we apply

the same transformation independently of X.

6.4 Geometric considerations

In the case of two qubits and n = 15, the volume ratio is strongly believed to be
volHS SEP
volHS ALL = 8/33 [238–241]. In general, we can find a lower bound on the volume ratio

considering the ε-ball around the maximally mixed state [234, 235] compared to the

volume of all states [242]. From this result for n = D− 1, it might be possible to obtain

bounds for a lower number of observables as well since this corresponds to some

projection of convex bodies. Starting from D − 1 observables and removing some of

them corresponds to taking projections onto lower dimensional subspaces. Then, the

idea is that the volume ratio of the projections cannot be arbitrarily small compared
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6. Confident entanglement detection via numerical range

(a) To maximize the volume ratio, the best
choice for the inner convex body is an infi-
nite rectangle bounded by the outer body.
Furthermore, it is shown how the outer
convex body can be transformed to a con-
vex quadrangle with larger volume ratio
while not changing the volume ratio of
the projection by removing checkerboard
areas and adding striped areas.

(b) The volume ratio of the resulting
shape can be optimized for both trian-
gles separately. It is given by vol PuK

vol Pu L =

1− (y1−x1)2

y1y − (y2−x2)2

y2y , independent from
the vertical positions of the corner points,
and direct optimization gives vol PuK

vol Pu L =

1 − (1 − x
y )

2 with x = x1 + x2 and y =

y1 + y2 as the largest possible volume ra-
tio for fixed volume ratio x

y of the projec-
tions.

Figure 6.2: Illustration of the proof of Proposition 6.6.

to the volume ratio of the original convex bodies. The (very much mathematical)

geometric question is:

Given two convex bodies, i.e. convex, compact sets, K, L ⊂ Rn such that K ⊂ L

with fixed volume ratio vol K
vol L . What is the minimal volume ratio of projections

minu1,...,ul

vol Pu1 ,...,ul K
vol Pu1 ,...,ul L ,where Pu1,...,ul denotes the projection onto the subspace or-

thogonal to the vectors u1, . . . , ul?

The question might be easier when we only consider l = 1. The following observation

finds the optimal bound in the simplest case, i.e. n = 2.

Proposition 6.6. For two convex sets K ⊂ L ⊂ R2 with fixed volume ratio vol K
vol L , it holds that

min
u∈R2

vol PuK
vol PuL

≥ 1−
√

1− vol K
vol L

. (6.19)

This bound is tight.

Proof. The proof is visualized in Fig. 6.2. Instead of minimizing the volume ratio of

projections for given convex bodies, we consider two projections PK ⊂ PL ⊂ R1 with

given volume ratio and maximize the volume ratio of possible convex bodies K ⊂ L.

That means, we maximize the volume of K while minimizing that of L under the con-

straints. Since PK is some line segment, the maximal volume is reached by the infinite
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6.4. Geometric considerations

Figure 6.3: The outer con-
vex body is the large cone
while the inner body con-
sists of the cylinder in addi-
tion to the small cone on top
of the cylinder.

Figure 6.4: Shows the lower
bounds from Theorem 6.4
(blue, cross pattern) and
Conjecture 6.7 (green, line
pattern). The minimum is
reached for n = 9 and is
given by 1

39 ≈ 1
2 10−5.

rectangle with this projection bounded by L as we have K ⊂ L. An arbitrary body L

can be made smaller without changing K by considering two points that project onto

the two end points of PL and their straight connections to the points that lie on the

boundary of both K and L. Removing all points from L that are not within the set

constrained by these straight lines, makes the volume of L smaller while not changing

the volume of K, thus increasing the volume ratio. These points must have been inside

L before because of convexity. Points that lie within the infinite rectangle with projec-

tion PK and the area constrained by the straight lines can be added to both L and K,

increasing both volumes by the same constant, and hence, increasing the volume ratio;

see Fig. 6.2a. Thus, we are left with optimizing the position of a quadrangle. Indeed,

it is sufficient to separately optimize the triangles above and below the connecting line

of the points that are projected onto the end points of PL. Using the intercept theo-

rem, it is easy to show that the relative volume is independent of the vertical position

(compare Fig. 6.2b) of the corner points. Straightforward optimization proofs that the

optimal form is a triangle and PK which are symmetric w.r.t. the center of PL. Then,

volume ratio is given by vol K
vol L = 1− (1− vol PK

vol PL )
2.

This proof motivates us to formulate the following conjecture.

Conjecture 6.7. For two convex sets K ⊂ L ⊂ Rn with fixed volume ratio vol K
vol L , it holds

that

min
u∈Rn

vol PuK
vol PuL

≥ c
(

vol K
vol L

)
, (6.20)

where 0 ≤ c
(

vol K
vol L

)
≤ 1 is the solution to the equation

vol K
vol L

= c
[
1 + (n− 1)

(
1− n−1

√
c
)]

. (6.21)
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6. Confident entanglement detection via numerical range

This bound is tight and can be reached by two concentric (n− 1)-dimensional balls PK

and PL that serve as the base for a cylindrical object and a symmetrically positioned

cone, respectively; compare Fig. 6.3.

If this conjecture is true, together with Theorem 6.4, we would have for two qubits the

bounds shown in Fig. 6.4. We obtain a bound independent of n by taking the limit

n→ ∞, since
∂

∂n
c
[
1 + (n− 1)

(
1− n−1

√
c
)]
≥ 0,

∂

∂c
c
[
1 + (n− 1)

(
1− n−1

√
c
)]
≥ 0.

(6.22)

Then, we have that
vol K
vol L

= c (1− log c) (6.23)

This configuration, however, is most likely suboptimal when l > 1. Thus, better

bounds could be obtained by considering the general geometrical question.

6.5 Two qubits

We extensively study the case of two qubits which is the most basic system for en-

tanglement detection using numerical range. Hence, it serves as a testbed for future

investigations.

6.5.1 Single observable

In the simplest scenario, i.e., a single measurement of a two-qubit quantum system,

Theorem 6.4 gives a bound µ2,2,1 ≥ 1
3 for the minimal volume ratio. To obtain a better

bound, we use so-called absolutely separable states, whose separability can be inferred

from the eigenvalues of the density matrix [243–245].

Proposition 6.8. It holds that µ2,2,1 ≥
√

2− 1 ≈ 0.41. Moreover, this is the best bound

achievable when only absolutely separable states are considered.

Proof. Let us translate and scale the observable A such that its smallest and largest

eigenvalue are 0 and 1. We denote by a and b the two other eigenvalues such that

0 ≤ a ≤ b ≤ 1 and we have that

A(a, b) = |ψ1〉 |ψ1〉+ b |ψb〉 〈ψb|+ a |ψa〉 〈ψa|+ 0 |ψ0〉 〈ψ0| . (6.24)
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Now, let ρ be the quantum state

ρ = λ1 |ψ1〉 |ψ1〉+ λ2 |ψb〉 〈ψb|+ λ3 |ψa〉 〈ψa|+ λ4 |ψ0〉 〈ψ0| , (6.25)

where λ1 ≥ λ2 ≥ λ3 ≥ λ4 = 1− λ1 − λ2 − λ3 ≥ 0. This state is absolutely separable if

and only if (λ1 − λ3)2 ≤ 4λ2λ4 [245]. More specifically, we consider

λ1(a, b) =
1
4

(
8 + δ(a, b)

γ(a, b)
− 1
)

, (6.26)

λ2(a, b) = λ3(a, b) =
1
4

(
1− δ(a, b)

γ(a, b)

)
, (6.27)

λ4(a, b) = 1− λ1(a, b)− λ2(a, b)− λ3(a, b) =
1
4

(
3− 8− δ(a, b)

γ(a, b)

)
, (6.28)

(6.29)

where δ(a, b) = 1 − a − b and γ(a, b) =
√

8 + δ2(a, b). From a, b ≤ 1 and γ ≤ 3,

it follows that, indeed, λ1 ≥ λ2 = λ3 ≥ λ4. Furthermore, λ4 ≥ 0 is equivalent to

3γ ≥ 8− δ which holds due to 8− δ ≥ 0 and (3γ)2− (8− δ)2 = 8(δ + 1)2 ≥ 0. Finally,

we have that (λ1− λ3)2 = 4λ2λ4 and hence, ρ(a, b) is an absolutely separable state for

any a, b. Additionally, let us consider the state σ with

σ = ν4 |ψ1〉 |ψ1〉+ ν3 |ψb〉 〈ψb|+ ν2 |ψa〉 〈ψa|+ ν1 |ψ0〉 〈ψ0| , (6.30)

where νj = λj(1− b, 1− a). Since ρ is an absolutely separable state for any a, b, so is

σ. For the distance between their respective expectation values when measuring the

observable A, we obtain

Tr Aρ− Tr Aσ = −1 +
2
γ

(
2 + δ2) , (6.31)

whose minimum
√

2− 1 is obtained at δ = 0 and implies the bound µ2,2,1 ≥
√

2− 1.

To prove that this is the best we can do with absolutely separable states, we consider

A( 1
2 , 1

2 ). It is well known that for a state ρ, there exists a von Neumann measurement

with probability vector pj = 〈ψj| ρ |ψj〉 if, and only if, p ≺ λ, i.e., the probability vector

is majorized by the eigenvalue vector [20]. Thus, the maximal expectation value with
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A( 1
2 , 1

2 ) for an absolutely separable state is given by the following optimization

max
p,λ

p1 +
p2 + p3

2

s.t. p1 ≤ λ1, p1 + p2 ≤ λ1 + λ2, p1 + p2 + p3 ≤ λ1 + λ2 + λ3,

p1 ≥ p2 ≥ p3 ≥ 1− p1 − p2 − p3 ≥ 0,

λ1 ≥ λ2 ≥ λ3 ≥ 1− λ1 − λ2 − λ3 ≥ 0,

(λ1 − λ3)
2 ≤ 4λ2(1− λ1 − λ2 − λ3).

(6.32)

Note that for absolutely separable states, the eigenvectors of A are irrelevant. Clearly,

for a given feasible point, we can increase p3 while decreasing p2 such that p2 +

p3 = const . since it leaves the objective value invariant and only relaxes the second

constraint. Thus, there exists an optimal solution with p2 = p3. Now increasing

p1 while decreasing p2 = p3 such that p1 + p2 = const . leads to a relaxation of the

constraints, and hence, we can require the optimum to satisfy p1 = λ1. In turn, we are

left with maximizing p2 depending on λ which gives p2 = p3 = λ2+λ3
2 and leads to

the simplified optimization

max
λ

λ1 +
λ2 + λ3

2

s.t. λ1 ≥ λ2 ≥ λ3 ≥ 1− λ1 − λ2 − λ3 ≥ 0,

(λ1 − λ3)
2 ≤ 4λ2(1− λ1 − λ2 − λ3).

(6.33)

It is certainly optimal to maximize λ1 until either 1− λ1− λ2− λ3 = 0 or (λ1− λ3)2 =

4λ2(1− λ1 − λ2 − λ3). In the first case, we can replace λ3 by λ3 = 1− λ1 − λ2. Hence,

we obtain the constraint (2λ1 + λ2 − 1)2 ≤ 0 implying λ2 = 1− 2λ1. Then, it must

hold that λ1 ≥ 1− 2λ1 ≥ λ1 and hence, λ1 = 1
3 leading to an optimal value of 2/3. In

the other case, we use the method of Lagrange multipliers for the equality constraint

and obtain λ1 = 1
2 , λ2 = 0, and λ3 = 1

2 which does not satisfy the inequalities.

Hence, we look for the optimal solution at one of the boundaries λ1 = λ2, λ2 = λ3 or

λ3 = 1− λ1− λ2− λ3. For λ1 = λ2, we obtain via the method of Lagrange multipliers

a single feasible point λ1 = λ2 = (3 +
√

3)/12, λ3 = −1 + (3 +
√

3)/4 with objective

value (1 +
√

3)/4 ≈ 0.68. In the case of λ2 = λ3, the same analysis gives the feasible

point λ1 = (−1 + 2
√

2)/4, λ2 = λ3 = 1/4 with objective value 1/
√

2 ≈ 0.71. The

last case, λ3 = 1− λ1 − λ2 − λ3, leads to an objective value of (1 +
√

3)/4 ≈ 0.68 at

λ1 = (−3 + 5
√

3)/12, λ2 = (3−
√

3)/4, and λ3 = (3−
√

3)/12. Thus, the optimum is

1/
√

2. For the minimal expectation value, we use the fact that

min
ρ

Tr Aρ = 1−max
ρ

Tr(1− A)ρ. (6.34)
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Since 1 − A( 1
2 , 1

2 ) is equivalent to A( 1
2 , 1

2 ) when only considering eigenvalues, the

minimal expectation value is given by 1− 1/
√

2 and the volume between maximal

and minimal expectation value for absolutely separable states is 1/
√

2− (1− 1/
√

2) =√
2− 1.

However, extensive numerical investigation suggests that this bound is not tight and

leads us to formulate the following conjecture.

Conjecture 6.9. For a single measurement on a two-qubit system, the minimal volume

ratio is µ2,2,1 = 1
2 .

This value is for example reached by A = |φ+〉 〈φ+| with eigenvalues 0 and 1, being

the projector onto the maximally entangled state |φ+〉 = 1√
2
(|00〉 + |11〉). From the

given Schmidt decomposition, it is obvious that the maximal overlap of a product

state with the maximally entangled state is 1
2 ; also, the overlap of the product state

|01〉 with |φ+〉 is 0. Thus, it follows that µ2,2,1 ≤ 1
2 .

To prove this conjecture, we try to find a proof for the following statement.

Conjecture 6.10. The minimal volume ratio µ2,d,1, i.e., a single measurement of a bi-

partite locally d-dimensional system, is reached by a projector.

This result would immediately imply Conjecture 6.9 as well as µ2,d,1 = 1
3 , since for

any projector P, either the subspace P or 1− P has at least dimension d2

2 and hence,

contains a product vector if d = 2, 3 [246]. Then, from the Schmidt decomposition

of the maximally entangled state, it follows that there exists a product state having

an overlap with the other subspace of at least 1
d . Furthermore, a projector onto the

maximally entangled state reaches a volume ratio of 1
d . In higher dimensions, there

exist partitions of the Hilbert space into two subspaces which neither contain a product

state [246]. Indeed, almost all partitions do have this property [247].

One idea to prove Conjecture 6.10, that seems to fail, is to use perturbation theory.

Nevertheless, we present it here as it might inspire further investigations. To make

things easy, we (initially) only show evidence that either the ground state or the most

excited state of the observable A must be degenerate (which is not true!). Let us

assume that we found an optimal observable

H = λmin |ψmin〉 〈ψmin|+
d2−1

∑
j=2

λj |ψj〉 〈ψj|+ λmax |ψmax〉 〈ψmax| (6.35)

where λmax = 1 and λmin = 0 as well as 0 < λj < 1. Thus, we consider optimal

solutions with nondegenerate ground and most excited states, which is supposed to
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lead to a contradiction. Also, let us assume that the lower and upper boundary of the

separable numerical range are given by α and β, and realized by product states |α〉 and

|β〉, respectively. Then, we introduce a small perturbation such that H̃ = H + ε |χ〉 〈χ|.
For the extremal eigenvalues of H, nondegenerate pertubation theory applies and we

obtain up to first order in ε,

λ̃min = ε| 〈ψmin|χ〉 |2, (6.36)

λ̃max = 1 + ε| 〈ψmax|χ〉 |2. (6.37)

For the perturbed boundaries of the separable numerical range, the analysis is more

involved. We only consider |α〉 = |α1α2〉 because it works analogously for |β〉 =

|β1β2〉. Up to first order in ε, we have that

|α̃〉 = |α̃1〉 ⊗ |α̃2〉 =
(
|α1〉+ ε |α(1)

1 〉
)
⊗
(
|α2〉+ ε |α(1)

2 〉
)

= |α1α2〉+ ε
(
|α1〉 |α(1)

2 〉+ |α
(1)
1 〉 |α2〉

)
.

(6.38)

Furthermore, for the perturbation of α, we obtain

α̃ = 〈α̃| H̃ |α̃〉 = α + ε| 〈α|χ〉 |2 + ε
(
〈α1α2|H |α(1)

1 α2〉+ 〈α1α2|H |α1α
(1)
2 〉+ h.c.

)
.

(6.39)

Since |α1〉 is an eigenvector with minimal eigenvalue α of 〈α2|H |α2〉— otherwise there

would be, by definition, a smaller α — it holds that 〈α1α2|H |α(1)
1 α2〉 = α 〈α1|α(1)

1 〉 and

similar for the other terms. Moreover, normalization requires due to Eq. (6.38) that

|α1〉 |α(1)
2 〉+ |α

(1)
1 〉 |α2〉 is orthogonal to |α1α2〉. Thus, 〈α1|α(1)

1 〉+ 〈α2|α(1)
2 〉 = 0 implying

α̃ = α + ε| 〈α|χ〉 |2. (6.40)

However, in contrast to |ψmin〉 for nondegenerate H, the state |α〉 might not be unique

and hence, in Eq. (6.40), |α〉 depends on |χ〉. More precisely,

α̃ = α + ε min
|α〉
| 〈α|χ〉 |2, (6.41)

β̃ = β + ε max
|β〉
| 〈β|χ〉 |2. (6.42)

In general, we can approximate the optimizations by choosing any |α〉 and |β〉, respec-

tively,

α̃ ≤ α + ε| 〈α|χ〉 |2, (6.43)

β̃ ≥ β + ε| 〈β|χ〉 |2. (6.44)
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Now, let f : H 7→ β(H)−α(H)
λmax(H)−λmin(H)

be the function that gives the volume ratio for a

single observable. Again, up to first order in ε, it holds that

f (H̃)− f (H) =
[
1− ε

(
| 〈ψmax|χ〉 |2 − | 〈ψmin|χ〉 |2

)]
(β̃− α̃)− (β− α)

≥ ε
[
−(β− α)

(
| 〈ψmax|χ〉 |2 − | 〈ψmin|χ〉 |2

)
+
(
| 〈β|χ〉 |2 − | 〈α|χ〉 |2

)]
(6.45)

If the function f were differentiable, then for an optimal observable H, i.e., at a mini-

mum of f , the first derivative and hence, the difference f (H̃)− f (H) up to first order

in ε would be 0. Since this would hold for positive and for negative ε, the above

inequality would imply that, for all |χ〉,

(β− α)
(
| 〈ψmax|χ〉 |2 − | 〈ψmin|χ〉 |2

)
=
(
| 〈β|χ〉 |2 − | 〈α|χ〉 |2

)
, (6.46)

equivalent to

〈χ| (β− α) (|ψmax〉 〈ψmax| − |ψmin〉 〈ψmin|) |χ〉 = 〈χ| (|β〉 〈β| − |α〉 〈α|) |χ〉 , (6.47)

or as an operator equation

(β− α) |ψmax〉 〈ψmax| − |ψmin〉 〈ψmin| = |β〉 〈β| − |α〉 〈α| . (6.48)

Finally, consider the projector P = |ψmax〉 〈ψmax| + |ψmin〉 〈ψmin| and apply it to the

equation from both sides, which clearly leaves the left-hand side of the equation in-

variant and hence, the same must be true for the right-hand side, i.e.,

P |β〉 〈β| P− P |α〉 〈α| P = |β〉 〈β| − |α〉 〈α| . (6.49)

Let |α〉 = |α‖〉+ |α⊥〉 such that P |α‖〉 = |α‖〉 and P |α⊥〉 = 0, similarly for |β〉. Inserting

and applying P from the left and 1− P from the right gives

|α‖〉 〈α⊥| = |β‖〉 〈β⊥| , (6.50)

which by comparing the range and kernel of the matrices yields |α‖〉 = |β‖〉 as well

as 〈α⊥| = 〈β⊥|, and hence, |α〉 = |β〉. Thus, α = β which is impossible due to

Theorem 6.4.

For the contradiction, two assumptions were crucial. First, we started with an opti-

mal H with nondegenerate ground and most excited state and, second, we assumed

that the function f yielding the volume ratio is differentiable. This argument can be

extended using degenerate perturbation theory to, in principle, prove the conjecture,

however, it is flawed in the very same way.
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To see that f is indeed not differentiable at all points, consider the following example

H = |φ+〉 〈φ+|+ 1
2 |φ−〉 〈φ−|+ 1

2 |ψ−〉 〈ψ−|, or scaled and translated,

H′ = |φ+〉 〈φ+| − |ψ+〉 〈ψ+| , (6.51)

where the |φ±〉, |ψ±〉 are the Bell states. From this it is clear that for H, α = 1
4 and

β = 3
4 with, e.g., |α〉 = |01〉 and |β〉 = |00〉. Now, the perturbation H̃ = H + ε |φ−〉 〈φ−|

behaves differently depending on whether ε is positive or negative. Note that the

maximal and minimal eigenvalue of H do not change with this perturbation. Let

first ε > 0, then α̃ = α since the perturbation is positive semidefinite and 〈01|φ−〉 = 0.

Also, β̃ = β+ ε
2 since there is no product state with larger overlap than | 〈00|φ−〉 |2 = 1

2 .

Thus,

lim
ε+→0

f (H̃)− f (H)

ε
=

1
2

, (6.52)

Second, let ε < 0 and consider |α〉 = |i+〉 |i+〉 and |β〉 = |i+〉 |i−〉 where |i±〉 =
1√
2
(|0〉 ± i |1〉) with the properties

| 〈β|φ+〉 |2 =
1
2

, | 〈β|ψ+〉 |2 = 0, | 〈β|φ−〉 |2 = 0, (6.53)

| 〈α|ψ+〉 |2 =
1
2

, | 〈α|φ+〉 |2 = 0, | 〈α|φ−〉 |2 =
1
2

. (6.54)

This shows that α̃ = α + ε
2 < α as well as β̃ = β and hence,

lim
ε−→0

f (H̃)− f (H)

ε
=
−ε

2ε
= −1

2
. (6.55)

Thus, the limits do not coincide and hence, f is not differentiable at H.

Note that, with |α〉 = |01〉 and |β〉 = |00〉, Eq. (6.45) implies that f (H̃) − f (H) ≥ ε
2

which is indeed satisfied since f (H̃)− f (H) = |ε|
2 .

6.5.2 Multiple observables

Concerning multiple observables, the bound in Theorem 6.4 decreases exponentially

with the number of measurements. From Proposition 6.5, it is clear that, in contrast

to the bounds found, the actual minimal volume ratio µ2,2,k does not decrease expo-

nentially with k. Indeed, we find an instance of three measurements proving that

µ2,2,3 ≤ 1/5 < 8/33 ≈ µ2,2,15, where the approximation is due to Ref. [238–241], and

hence, µ2,2,k is a nonmonotonic function of k. This example is given by the observables

A1 = 0⊕ X ⊕ 0, A2 = 0⊕ Y ⊕ 0, and A3 = 0⊕ Z ⊕ 0, where X, Y, and Z are the
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〈A1〉
〈A

2〉
〈A

3
〉

Figure 6.5: This figure shows the (separable) numerical range for a two-qubit quan-
tum system and observables A1 = 0⊕ X ⊕ 0, A2 = 0⊕ Y ⊕ 0, and A3 = 0⊕ Z ⊕ 0.
The relative volume is given by 1

5 and hence, µ2,2,3 ≤ 1
5 . Also, when only the mea-

surements A1 and A2 are considered, the relative volume is given by 1
4 and hence,

µ2,2,2 ≤ 1
4 .

Pauli matrices and the symbol ⊕ denotes the direct sum of matrices where the num-

ber 0 is understood as a 1-by-1 matrix. The resulting (separable) numerical range is

visualized in Fig. 6.5. From the structure of the observables, it is clear that the joint

numerical range is a Bloch ball since only the subspace of nonzero eigenvalues of the

Aj is relevant. For separable states, the local unitaries U1 ⊗U2, where

U1 = |0〉 〈0|+ eiϕ/2 |1〉 〈1| , (6.56)

U2 = |0〉 〈0|+ e−iϕ/2 |1〉 〈1| , (6.57)

leave A3 invariant while continuously transforming A1 and A2 as A1 → cos ϕA1 +

sin ϕA2 and A2 → − sin ϕA1 + cos ϕA2, respectively. Thus, the separable numerical

range is symmetric w.r.t. rotations around the axis of the third measurement, but it

is not symmetric w.r.t. other rotations. As we are considering the three Pauli matri-

ces, this asymmetry might seem counter-intuitive at first glance, however, while the

eigenvectors with corresponding nonzero eigenvalues are product states for A3, this

is not true for A1 and A2, which explains the difference in symmetries for separable

and all quantum states. Also, restricting just to measurements A1 and A2 gives two

concentric circles for the (separable) numerical range with a volume ratio of 1
4 and

hence, µ2,2,2 ≤ 1
4 .

More precisely, the joint numerical range is given by a Bloch ball on the subspace

spanned by |01〉 and |10〉, i.e., a ball of radius 1. Thus, the two- and three-dimensional

volumes are given by π and 4
3 π, respectively. Because for local unitaries U, Tr ρsepUAiU† =

Tr U†ρsepUAi = Tr σsep Ai for any separable state ρsep and separable σsep = U†ρsepU,
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the transformations with the local unitaries U1 ⊗U2 impliy the rotational symmetry.

Thus, it is sufficient to solve the parametric optimization

max
ρ∈SEP

Tr ρA1

s.t. Tr ρA2 = 0,

Tr ρA3 = c,

(6.58)

where −1 ≤ c ≤ 1. As the separable numerical range is the convex hull of the

pure-product numerical range, coming from pure product states, we consider general

product states |α〉 |β〉 with

|α〉 = cos
α

2
|0〉+ eiφ sin

α

2
|1〉 , (6.59)

|β〉 = cos
β

2
|0〉+ eiψ sin

β

2
|1〉 . (6.60)

We have that 〈αβ| A1 |αβ〉 = 1
2 cos(φ − ψ) sin α sin β and 〈αβ| A3 |αβ〉 = 1

2 (cos α −
cos β). Hence, to maximize 〈A1〉, certainly cos(φ − ψ) = 1 since we can choose

the signs of sin α and sin β independently from those of cos α and cos β. The choice

φ = ψ = 0 not only gives cos(φ− ψ) = 1, but also makes sure |αβ〉 satisfies 〈A2〉 = 0

as A2 is a skew-symmetric matrix and, in this case, |αβ〉 is a real-valued vector in the

computational basis. Actually, it is clear from the rotational symmetry that minimal

and maximal 〈A1〉 are reached for 〈A2〉 = 0. Thus, we are left with optimizing

max
α,β

sin α sin β

s.t. cos α− cos β = c′.
(6.61)

To solve this, we write x = cos α, y = − cos α, and sin α sin β =
√
(1− x2)(1− y2) since

we can always choose the positive solutions for the sines for given cosines. Because the

square root is a monotonic function, it is equivalent to maximize (1− x2)(1− y2) =

1− c′2 + xy(xy + 2) and, as −1 ≤ xy, also equivalent to maximize xy, leaving us with

max
x,y

xy

s.t. x + y = c′.
(6.62)

By changing both the signs of x and y, c′ can always be chosen nonnegative, and we

have to find the rectangle with largest volume for given circumference c′
2 , which is

known to be a square. Hence, x = y, or equivalently α = β, provides the maximum

with 〈A1〉 = 1
2 (1− c2). As this line provides the boundary of a convex set, the pure-

product and separable numerical range coincide; see Fig. 6.5 for a visualization. The
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corresponding volume is given by

vol LSEP(A1, A2, A3) = π
∫ 1

−1
dc
[

1
2
(1− c2)

]2

=
4
15

π, (6.63)

and the relative volume is 1
5 . In the two-dimensional case restricted to observables A1

and A2, maximal 〈αβ| A1 |αβ〉 independent from c gives us the relevant volume as

vol LSEP(A1, A2) =

(
1
2

)2

π =
π

4
, (6.64)

which leads to a relative volume of 1
4 .

6.5.3 Product observables

In practice, it is much harder to implement highly entangled measurements compared

to local, i.e. product, observables. That is why, in the following, we focus on such

simpler observables. Product observables, i.e. A = B1 ⊗ B2, are easy to measure

in spatially separated laboratories or on a composite quantum system consisting of

separate particles, and therefore a physically well motivated subset of all possible ob-

servables. For a single product observable, separable and general numerical range are

obviously identical as the eigenvectors are product states. Thus, let us consider the

simplest non-trivial case which is a two-qubit system and two product observables

A1, A2. Moreover, we restrict ourselves to locally traceless observables, i.e., after ap-

plying suitable local unitaries, which apparently do not affect the relative volume, we

have

A1 = X⊗ X, (6.65)

A2 = (cos θAX + sin θAZ)⊗ (cos θBX + sin θBZ) . (6.66)

For local implementations of the measurements, the restriction to locally traceless

observables corresponds to a constant translation of the measurement results which is

trivial from an experimenter’s point of view. Note that instead of ρ, we can consider

ρ′ = 1
2 (ρ + ρT) which gets rid of Pauli terms with a single Pauli-Y operator.

We denote the minimal volume ratio for (locally traceless) product measurements as

µ⊗n,d,k (µ⊗,LT
n,d,k ) where n is the number of particles, d the vector of local dimensions, and k

the number of observables. We conjecture that µ⊗2,2,2 = µ⊗,LT
2,2,2 = 1

2 . A volume ratio of 1
2

is for instance realized by the measurements A1 = X⊗ X and A2 = Z⊗ Z, illustrated

in Fig. 6.6.
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−1 1

−1

1

Lsep(X ⊗X,Z ⊗ Z)

L(X ⊗X,Z ⊗ Z)

〈X ⊗X〉

〈Z
⊗
Z
〉

Figure 6.6: This figure shows the (separable) numerical range for observables X⊗ X
and Z⊗ Z.

Indeed, we can calculate the volume ratio for given locally traceless observables ex-

plicitly.

Theorem 6.11. For two-qubit observables A1 and A2 given by A1 = B1⊗ B2, A2 = C1⊗C2

with Tr Bj = Tr Cj = 0, where the ϑj are the angles between Bj and Cj in the Bloch sphere and

ϑ± = ϑ1 ± ϑ2, the volume ratio is

vol LSEP

vol L
=

π

8

[
(|sin ϑ−|+ |sin ϑ+|)−

F̃(ϑ−, ϑ+)

T̃(ϑ−, ϑ+)

]
/

[cos ϑ− − cos ϑ+ + G−(ϑ−) + G+(ϑ+)] ,
(6.67)

where

G−(ϑ−) = |
ϑ−
2

sin ϑ−|, (6.68)

G+(ϑ+) = |
(

ϑ+

2
− π

2

)
sin ϑ+|, (6.69)

F̃(ϑ−, ϑ+) = F(ϑ−, ϑ+)− F(ϑ+, ϑ−), (6.70)

T̃(ϑ−, ϑ+) = T(ϑ−, ϑ+)− T(ϑ+, ϑ−), (6.71)

and the functions F and T are given by

F(x, y) =
∣∣∣sin

x
2

cos
y
2

∣∣∣ [K (1− T2(x, y)
)
− E

(
1− T2(x, y)

)]
, (6.72)

T(x, y) =

∣∣∣∣∣ tan x
2

tan y
2

∣∣∣∣∣ , (6.73)

where K(·) and E(·) are the elliptic integrals of the first and second kind, respectively.

Since rescaling as well as local unitary transformations preserve the volume ratio, it

is sufficient to consider observables A1 = X ⊗ X and A2 = (cos ϑAX + sin ϑAZ) ⊗
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6.5. Two qubits

(cos ϑBX + sin ϑBZ) with 0 ≤ ϑA, ϑB ≤ π. To prove Theorem 6.11, we compute the

separable as well as the general numerical range for these observables explicitly via

the following Lemmata.

Lemma 6.12. For two-qubit observables A1 = X ⊗ X and A2 = (cos ϑAX + sin ϑAZ) ⊗
(cos ϑBX + sin ϑBZ) where 0 ≤ ϑA, ϑB ≤ π, the volume of the separable numerical range is

vol LSEP =
π

4
(|sin ϑ−|+ |sin ϑ+|) +

2 [F(ϑ−, ϑ+)− F(ϑ+, ϑ−)]
T(ϑ+, ϑ−)− T(ϑ−, ϑ+)

, (6.74)

where the functions F and T are given by

F(x, y) =
∣∣∣sin

x
2

cos
y
2

∣∣∣ [K (1− T2(x, y)
)
− E

(
1− T2(x, y)

)]
, (6.75)

T(x, y) =

∣∣∣∣∣ tan x
2

tan y
2

∣∣∣∣∣ , (6.76)

ϑ± = ϑA ± ϑB, and K(·) and E(·) are the elliptic integrals of the first and second kind,

respectively.

Proof. For a general product state

|ψ⊗〉 =
(

cos θ1 |0〉+ eiφ1 sin θ1 |1〉
)
⊗
(

cos θ2 |0〉+ eiφ2 sin θ2 |1〉
)

, (6.77)

we have that

〈A1〉 = cos θ1 cos θ2, (6.78)

〈A2〉 = (cos θ1 cos ϑA + cos φ1 sin θ1 sin ϑA) (cos θ2 cos ϑB + cos φ2 sin θ2 sin ϑB) . (6.79)

Clearly, for fixed 〈A1〉, the extremal points of 〈A2〉 are reached for cos φ1 = ±1 and

cos φ2 = ±1. Thus, allowing θ1, θ2 ∈ [0, 2π), we can fix cos θ1 = cos θ2 = 1 to calculate

the boundary of the separable numerical range. Hence, we obtain

〈ψ⊗| A1 |ψ⊗〉 =
1
2
(cos θ− + cos θ+) , (6.80)

〈ψ⊗| A2 |ψ⊗〉 =
1
2
[cos(θ− − ϑ−) + cos(θ+ − ϑ+)] , (6.81)

where θ± = θ1 ± θ2 and ϑ± = ϑA ± ϑB. To simplify the calculation, it is advantageous

to perform a rotation by −π
4 such that Ã1 = 1√

2
(A1 + A2) and Ã2 = 1√

2
(−A1 + A2).
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6. Confident entanglement detection via numerical range

Again, this does not change the volume of the separable numerical range. Then,

〈ψ⊗| Ã1 |ψ⊗〉 =
1√
2

(
cos

ϑ−
2

cos z− + cos
ϑ+

2
cos z+

)
, (6.82)

〈ψ⊗| Ã2 |ψ⊗〉 =
1√
2

(
sin

ϑ−
2

sin z− + sin
ϑ+

2
sin z+

)
, (6.83)

where z± = ϑ±
2 − θ± ∈ [0, 2π). Thus, the enclosed area is the Minkowski sum of two

ellipses, and hence, it is convex. Indeed, in this case, the product numerical range

and the separable numerical range coincide as varying z± continuously traces out

the entire boundary. Therefore, to calculate the volume, we fix 〈ψ⊗| Ã2 |ψ⊗〉 while

maximizing and minimizing 〈ψ⊗| Ã1 |ψ⊗〉. Because we can change the signs of cos z±
and sin z± independently, the maximum and minimum actually coincide apart from

the sign. Thus, it is sufficient to solve the optimization problem

max
z±∈[0, π

2 ]

∣∣∣∣cos
ϑ−
2

∣∣∣∣ cos z− +

∣∣∣∣cos
ϑ+

2

∣∣∣∣ cos z+

s.t.
∣∣∣∣sin

ϑ−
2

∣∣∣∣ sin z− +

∣∣∣∣sin
ϑ+

2

∣∣∣∣ sin z+ = |c|,
(6.84)

where |c| ∈ [0,
∣∣∣sin ϑ−

2

∣∣∣+ ∣∣∣sin ϑ+
2

∣∣∣]. We can restrict ourselves to z± ∈ [0, π
2 ] since it is

obviously optimal to have cos z± ≥ 0, and if one of the sin z± were negative, making

it positive would reduce the other and hence, lead to a larger objective value. Since

d
(∣∣∣cos ϑ±

2

∣∣∣ cos z±
)

d
(∣∣∣sin ϑ±

2

∣∣∣ sin z±
) = − tan z±∣∣∣tan ϑ±

2

∣∣∣ , (6.85)

a maximum is reached when tan z−∣∣∣tan ϑ−
2

∣∣∣ = tan z+∣∣∣tan ϑ+
2

∣∣∣ . This equation always describes a

feasible point of the optimization as tan z± approaches infinity when sin z± goes to 1,

and hence, continuously changing sin z− from its minimal allowed value for a given

|c| to 1 leads to a continuous change of sin z+ from 1 to its minimal allowed value

via the constraint, and somewhere along the way, the condition tan z−∣∣∣tan ϑ−
2

∣∣∣ = tan z+∣∣∣tan ϑ+
2

∣∣∣ is

satisfied. Thus, we obtain

vol LSEP(A1, A2) = 2
∫ ∣∣∣sin ϑ−

2

∣∣∣+∣∣∣sin ϑ+
2

∣∣∣
0

opt(c)dc, (6.86)
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6.5. Two qubits

where opt(c) is the result of the optimization in Eq. 6.84. Since we have that z± ∈
[0, π

2 ],

c =
∣∣∣∣sin

ϑ−
2

∣∣∣∣ sin z− +

∣∣∣∣sin
ϑ+

2

∣∣∣∣ sin z+

=

∣∣∣∣sin
ϑ−
2

∣∣∣∣ tan z−√
1 + tan2 z−

+

∣∣∣∣sin
ϑ+

2

∣∣∣∣ T(ϑ+, ϑ−)
tan z−√

1 + (T(ϑ+, ϑ−) tan z−)
2

,
(6.87)

as well as

opt(c) =
∣∣∣∣cos

ϑ−
2

∣∣∣∣ cos z− +

∣∣∣∣cos
ϑ+

2

∣∣∣∣ cos z+

=

∣∣∣∣cos
ϑ−
2

∣∣∣∣ 1√
1 + tan2 z−

+

∣∣∣∣cos
ϑ+

2

∣∣∣∣ 1√
1 + (T(ϑ+, ϑ−) tan z−)

2
,

(6.88)

changing the integration variable from c to u = tan z− leads to

vol LSEP =
∫ ∞

0
du

[
|sin ϑ−|
(1 + u2)2 +

|sin ϑ+| T(ϑ+, ϑ−)

(1 + T2(ϑ+, ϑ−)u2)2

+
2
∣∣∣sin ϑ−

2 cos ϑ+
2

∣∣∣
(1 + u2)

3
2 (1 + T2(ϑ+, ϑ−)u2)

1
2
+

2
∣∣∣cos ϑ−

2 sin ϑ+
2

∣∣∣ T(ϑ+, ϑ−)

(1 + T2(ϑ+, ϑ−)u2)
3
2 (1 + u2)

1
2


=

π

4
(|sin ϑ−|+ |sin ϑ+|) +

2 [F(ϑ−, ϑ+)− F(ϑ+, ϑ−)]
T(ϑ+, ϑ−)− T(ϑ−, ϑ+)

,

(6.89)

To compute the volume of the general numerical range, we use a known procedure for

the computation of the joint numerical range of two Hermitian matrices as described

in Section 2.6.

Lemma 6.13. For two-qubit observables A1 = X ⊗ X and A2 = (cos ϑAX + sin ϑAZ) ⊗
(cos ϑBX + sin ϑBZ) where 0 ≤ ϑA, ϑB ≤ π, the volume of the joint numerical range is

vol L(A1, A2) = 2
[

cos ϑ− − cos ϑ+ + |ϑ−
2

sin ϑ−|+ |
(

ϑ+

2
− π

2

)
sin ϑ+|

]
(6.90)

where ϑ± = ϑA ± ϑB.

Proof. We calculate the numerical range explicitly using its generating line C(A1, A2)

defined by the dual (line) equation

det(uA1 + vA2 + w1) = 0, (6.91)
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6. Confident entanglement detection via numerical range

where ux + vy + w = 0 is the equation of a supporting line to L(A1, A2) in the x-y-

plane. Then, the numerical range is given by the convex hull of its generating line

[76, 77]. We dehomogenize this equation by setting v = 1, replace w in Eq. 6.91 by

w = −ux− y, and solve for the generating line with the resulting equations

F(u, x, y) = det(uA1 + A2 − (ux + y)1) = 0, (6.92)

as well as ∂F(u, x, y)/∂u = 0. To do so, we compute a Gröbner basis [198] of this

system of polynomial equations that contains the polynomial

P(x, y) =
1
8
[
2(−1 + 2x2 + 2y2)2 + cos(4ϑA) + 4 cos(2ϑA)(4xy(xy− cos ϑA cos ϑB))

+(−1 + 2x2 + 2y2) cos(2ϑB) + cos(4ϑB)

+16xy(xy cos(2ϑB)− cos ϑA cos ϑB(2(−1 + x2 + y2) + cos(2ϑB)))
]

× (−1 + y2)2 sin2 ϑA sin2 ϑB.
(6.93)

Thus, P(x, y) = 0 has to be satisfied for a solution of the system of polynomial equa-

tions determining the generating line.

The special cases sin ϑA = 0 or sin ϑB = 0 work analogously. Thus, let sin ϑA = 0

and hence, A2 = X ⊗ (cos ϑBX + sin ϑBZ) which means that there is only a single

measurement on the first particle. This can be simulated by a separable state in place

of a possibly entangled state |ψ〉. Indeed, the state

ρsep = ρA ⊗
TrA[(X⊗ 1) |ψ〉 〈ψ|]
Tr[(X⊗ 1) |ψ〉 〈ψ|] , (6.94)

with Tr XρA = Tr[(X ⊗ 1) |ψ〉 〈ψ|], yields the same X ⊗M measurement statistics for

any observable M. Hence, it is sufficient to consider product states ρ = ρA ⊗ ρB or

Lemma 6.12. Then, the volume is

vol L(X⊗ X, X⊗ (cos ϑBX + sin ϑBZ)) =
∫ 1

−1
dξ 2 sin ϑB

√
1− ξ2 = π sin ϑB. (6.95)

Indeed, since the numerical range, and hence also its volume, changes continuously

with the parameters ϑA and ϑB, this is the limit of the general volume function.

The other special case, i.e. (1− y2) = 0, describes the eigenspace with maximal or

minimal eigenvalue of A2. Because A1 and A2 behave the same relative to each other,

we consider states |ψ〉 with 〈ψ±| A1 |ψ±〉 = ±1, which means that |ψ+〉 = α |++〉+
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6.5. Two qubits

β |−−〉 and |ψ−〉 = α |+−〉+ β |−+〉. Then, we obtain

〈ψ+| A2 |ψ+〉 = cos ϑA cos ϑB + sin ϑA sin ϑB(αβ∗ + α∗β), (6.96)

〈ψ−| A2 |ψ−〉 = − cos ϑA cos ϑB + sin ϑA sin ϑB(αβ∗ + α∗β), (6.97)

and hence, this solution yields line segments with ± cos ϑA cos ϑB − sin ϑA sin ϑB ≤
〈A1〉 ≤ ± cos ϑA cos ϑB + sin ϑA sin ϑB for 〈A2〉 = ±1, respectively. Let us keep this

special case in mind for the final solution.

Finally, we consider the case

P̃(x, y) = 2(−1 + 2x2 + 2y2)2 + cos(4ϑA) + 4 cos(2ϑA)(4xy(xy− cos ϑA cos ϑB))

+ (−1 + 2x2 + 2y2) cos(2ϑB) + cos(4ϑB)

+ 16xy(xy cos(2ϑB)− cos ϑA cos ϑB(2(−1 + x2 + y2) + cos(2ϑB))) = 0.
(6.98)

Rotating the coordinate system by π
4 , i.e. setting x = (x̃ + ỹ)/

√
2 and y = (x̃− ỹ)/

√
2,

we find that the solution is given by two ellipses with semi-axes along the coordinate

axes,

P̃(x̃, ỹ) = 8
[
1− cos2(ϑA + ϑB)− x̃2(1− cos(ϑA + ϑB))− ỹ2(1 + cos(ϑA + ϑB))

]
×[

1− cos2(ϑA − ϑB)− x̃2(1− cos(ϑA − ϑB))− ỹ2(1 + cos(ϑA − ϑB))
]

.
(6.99)

To show that these curves are indeed reached by quantum states, we find those

states explicitly. Rotating the coordinate system corresponds to considering the ob-

servables A± = (A1 ± A2)/
√

2. Thus, for the first ellipse with semi-axes of length

la
± =

√
1± cos(ϑA + ϑB), the states are given by

|φa〉 = cos ϕ |φa
+〉 /

√
〈φa

+|φa
+〉+ sin ϕ |φa

−〉 /
√
〈φa
−|φa

−〉, (6.100)

where

|φa
+〉 = sin(ϑA + ϑB)(|00〉 − |11〉)

+

[
1 + cos(ϑA + ϑB) +

√
2 + 2 cos(ϑA + ϑB)

]
(|01〉+ |10〉), (6.101)

|φa
−〉 = sin(ϑA + ϑB)(|00〉 − |11〉)

−
[

1− cos(ϑA + ϑB) +
√

2− 2 cos(ϑA + ϑB)

]
(|01〉+ |10〉) (6.102)

are eigenstates of A± with eigenvalues l±, respectively. There is an exception when

ϑA + ϑB = π and hence, |φa
+〉 = 0. In this case, the ellipse is just a line segment
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6. Confident entanglement detection via numerical range

of length
√

2 along the y-axis. Since the respective eigenvectors of A− with eigen-

values ±
√

2 obey 〈A+〉 = 0, the line is traced out by mixtures of these states. Oth-

erwise, it holds that 〈φa
+|φa

−〉 /
√
〈φa

+|φa
+〉 〈φa

−|φa
−〉 = −1/

√
2, and thus, 〈φa|φa〉 =

1−
√

2 sin ϕ cos ϕ, as well as 〈φa
±| A∓ |φa

±〉 = 0 and hence, 〈φa| A+ |φa〉 = la
+(cos2 ϕ−√

2 sin ϕ cos ϕ) and 〈φa| A− |φa〉 = la
−(cos2 ϕ −

√
2 sin ϕ cos ϕ). Thus, the states |φa〉

satisfy

〈A+〉 =
〈φa| A+ |φa〉
〈φa|φa〉

= la
+

cot ϕ(cot ϕ−
√

2)
1 + cot ϕ(cot ϕ−

√
2)

, (6.103)

〈A−〉 =
〈φa| A− |φa〉
〈φa|φa〉

= la
−

tan ϕ(tan ϕ−
√

2)
1 + tan ϕ(tan ϕ−

√
2)

, (6.104)

which indeed defines points on the desired ellipse because (〈A+〉/la
+)

2 +(〈A−〉/la
−)

2 =

1. Furthermore, with ϕ varying continuously from 0 to π, we observe the contin-

uous variation of (〈A+〉, 〈A−〉) as (1, 0) → (0,−1) → (−1, 0) → (0, 1) → (1, 0)

where the change in-between each step is monotonic. Thus, the states indeed trace

out the ellipse. For the second ellipse, an analogous argument holds for the states

|φb〉 = cos ϕ |φb
+〉 /

√
〈φb

+|φb
+〉+ sin ϕ |φb

−〉 /
√
〈φb
−|φb

−〉, where

|φb
+〉 = sin(ϑA − ϑB)(|00〉+ |11〉)

−
[

1 + cos(ϑA − ϑB)−
√

2 + 2 cos(ϑA − ϑB)

]
(|01〉 − |10〉), (6.105)

|φb
−〉 = sin(ϑA − ϑB)(|00〉+ |11〉)

+

[
1− cos(ϑA − ϑB)−

√
2− 2 cos(ϑA − ϑB)

]
(|01〉 − |10〉). (6.106)

The convex hull of these two ellipses is bounded partly by straight line segments.

These line segments must indeed correspond to the maximal and minimal eigenvalues

of A1 and A2 which we considered in the special case y = ±1 since there cannot be

any state beyond −1 ≤ x, y ≤ 1. To compute the volume, we divide the convex hull

of the ellipses into a polygon with eight vertices and the tips of the ellipses, whose

volume can be computed via integration. This leads to the final result

vol L = 2
[

cos ϑ− − cos ϑ+ + | sin ϑ−| arccos | cos
ϑ−
2
|+ | sin ϑ+| arccos | sin

ϑ+

2
|
]

= 2
[

cos ϑ− − cos ϑ+ + |ϑ−
2

sin ϑ−|+ |
(

ϑ+

2
− π

2

)
sin ϑ+|

]
,

(6.107)

where ϑ± = ϑA ± ϑB.

Together, Lemma 6.12 and Lemma 6.13 prove Theorem 6.11. Using this result, numer-

ical optimization shows that µ⊗,LT
2,2,2 = 1

2 . Furthermore, Theorem 6.11 can be slightly
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generalized to operators Aj = αjB1 ⊗ B2 + β jC1 ⊗ C2 + γj1⊗ 1 via affine transforma-

tions.

We also compute the volume ratio for certain instances of more than two measure-

ments. More precisely, the observables A1 = X ⊗ X, A2 = X ⊗ Y, and A3 = Z ⊗ Z

yield a ratio of 1/3, adding also the observable A4 = Y ⊗ Z yields 1/6. For the

computation, we again make use of the fact that simultaneous local unitary transfor-

mations of the observables do not alter the numerical range. In this case, we consider

U = 1⊗ exp(−iZϕ/2) which leaves A3 invariant and transforms A1 and A2 as

A1(ϕ) = cos ϕX⊗ X + sin ϕX⊗Y, (6.108)

A2(ϕ) = − sin ϕX⊗ X + cos ϕX⊗Y. (6.109)

Thus, it corresponds to a rotation around the A3-coordinate axis and hence, the nu-

merical range is rotationally invariant around this axis and it suffices to consider A1

and A3. The well known entanglement witnesses W = 1 ± X ⊗ X ± Z ⊗ Z bound

the separable numerical range, while with general quantum states any 〈A1〉 can be

reached independently of 〈A3〉 and vice verse. This leaves us with a square inside a

square as shown in Fig. 6.6. The volume ratio of the two solids of revolution generated

by rotating around the A3-axis is 1/3, given by two cones glued to each other at the

base inside a cylinder.

Furthermore, additionally measuring the observable A4 = Y⊗ Z yields a volume ratio

of 1/6. Similar to before, we, in addition, consider the local unitary transformation

V = exp(−iXφ/2)⊗ 1, which leaves A1 and A2 invariant, while transforming A3 and

A4 as

A3(φ) = cos φZ⊗ Z + sin φY⊗ Z, (6.110)

A4(φ) = − sin φZ⊗ Z + cos φY⊗ Z. (6.111)

The resulting four-dimensional solids of revolution have a volume of

vol L =
∫ 1

0
dR
∫ 2π

0
dϕR

∫ 1

0
dr
∫ 2π

0
r = π2, (6.112)

vol LSEP =
∫ 1

0
dR
∫ 2π

0
dϕR

∫ 1−R

0
dr
∫ 2π

0
r =

π2

6
, (6.113)

and hence, we obtain a volume ratio of 1/6.

In Table 6.1, we summarize our results for extremal volume ratios for the separable

numerical range compared to the general numerical range in the case of two qubits,
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6. Confident entanglement detection via numerical range

k µ2,2,k µ⊗,LT
2,2,k

lower bound upper bound lower bound upper bound

1
√

2− 1 1/2 1
2 1/9 1/4 1/2∗

3 1/27 1/5 1/27 1/3
4 1/81 1/6 1/81 1/6
15 8/33 8/33

Table 6.1: This table shows lower and upper bounds for µ2,2,k and µ⊗,LT
2,2,k for different

numbers of measurements k on a two-qubit system. The starred value is obtained
partly via numerical two-parameter optimization.

bounding the minimal volume ratio µ2,2,k. The upper bounds for µ2,2,2 and µ2,2,3 are

presumably tight.

6.6 Commutativity and entanglement detection

The commutator between observables A and B is defined as [A, B] = AB− BA, and

A and B are simultaneously diagonalizable if, and only if, their commutator vanishes

[19]. Operationally, this means that A and B are jointly measurable if, and only if, their

commutator satisfies [A, B] = 0 [248]. In the proof of Lemma 6.13, we have seen that

the measurement statistics of a single local measurement on one party and arbitrary

measurements on the other party are always realizable by a separable state. Thus, for

product observables A1 = B1 ⊗ B2 and A2 = C1 ⊗ C2 with [B1, C1] = 0 or [B2, C2] = 0,

the separable and general numerical range coincide and hence, entanglement detec-

tion is impossible.

However, it is not obvious whether A1 and A2 always detect some entangled states

if neither B1 and C1, nor B2 and C2 commute. In Ref. [223], the authors answer this

question in the affirmative for two-qubit systems. In any other dimension, however,

it is not the case [223, 229]. The authors of Ref. [229] still prove that entanglement

detection is always possible if not all common eigenvectors of B1 and C1 as well as

those of B2 and C2 correspond to a zero-eigenvalue. This sufficient criterion shows

that almost all A1 and A2 allow for entanglement detection even in higher dimensions.

Nevertheless, we present six observables A1, . . . , A6 of a qutrit-qutrit system that do
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not commute locally but are still useless for entanglement detection if only their ex-

pectation values are observed. Namely, we consider

A1 = (1⊕ µX)⊗
(

1⊕ µ
Y + Z√

2

)
, A2 =

(
1⊕ µ

Y + Z√
2

)
⊗ (1⊕ µX) , (6.114)

A3 = (1⊕ µY)⊗
(

1⊕ µ
Z + X√

2

)
, A4 =

(
1⊕ µ

Z + X√
2

)
⊗ (1⊕ µY) , (6.115)

A5 = (1⊕ µZ)⊗
(

1⊕ µ
X + Y√

2

)
, A6 =

(
1⊕ µ

X + Y√
2

)
⊗ (1⊕ µZ) , (6.116)

where 1 denotes a 1× 1-matrix with its single element being 1. The observables do

not commute pairwise for any µ > 0. If entanglement detection were possible with

these observables, then for some αj, the largest or smallest eigenvalue of Ω = ∑j αj Aj

must not correspond to a product state. Because of the simple structure of Ω, we

can consider different subspaces separately. In the subspace spanned by |01〉 and

|02〉 and the subspace spanned by |10〉 and |20〉, there are product eigenvectors with

eigenvalues

λ⊗± = ±µ

√
(α2 +

α3√
2
+

α5√
2
)2 + (

α1√
2
+ α4 +

α5√
2
)2 + (

α1√
2
+

α3√
2
+ α6)2, (6.117)

η⊗± = ±µ

√
(α1 +

α4√
2
+

α6√
2
)2 + (

α2√
2
+ α3 +

α6√
2
)2 + (

α2√
2
+

α4√
2
+ α5)2, (6.118)

respectively. Let us make some crude approximations. First, the above eigenvalues

are bounded by the terms in the square root, for instance, we have that |λ⊗±| ≥ µ|α2 +
α3√

2
+ α5√

2
|. Second, the entangled eigenvectors must lie within the subspace spanned

by |11〉, |12〉, |21〉, and |22〉. Let us denote the projector onto this subspace as Pent, then

the eigenvalues of the matrices PentAjPent are bounded from above and below by ±µ2,

respectively. Hence, the eigenvalues of PentΩPent are bounded by ±µ2 ∑j |αj|. Finally,

we can express the αj in terms of the bounds for λ⊗±/µ and η⊗±/µ, e.g.,

α1 =
√

2(α2 +
α3√

2
+

α5√
2
) + 1(α1 +

α4√
2
+

α6√
2
)

− 1(
α2√

2
+ α3 +

α6√
2
)− 1(

α2√
2
+

α4√
2
+ α5),

(6.119)

implying that, if the absolute values of those bounds do not exceed x, then |α1| ≤
(3+
√

2)x. Furthermore, if ∑j |αj| = x, then at least one of the above bounds’ is at least

x/(18+ 6
√

2). Thus, choosing µ small enough, i.e., µ < 1/(18+ 6
√

2) according to our

crude approximations, makes sure that the eigenvalues of the entangled eigenstates

of Ω do not correspond to the maximal or minimal eigenvalue because their absolute

value is smaller than |λ⊗±| or |η⊗± |. Hence, entanglement detection is impossible.
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We conjecture that there might not be more than six locally noncommuting observ-

ables which cannot be used for entanglement detection. The reason is that, at least

with this construction, the eigenvalues of λ⊗± and η⊗± would depend on more vari-

ables without yielding more information as the local Bloch vector is always three-

dimensional. In other words, we conjecture that any set of seven locally noncommut-

ing qutrit-qutrit observables can be used to detect some entangled state. This result

would establish a new connection between commutativity and entanglement detection

and it would be desirable to investigate it for systems of different dimensions.

6.7 Conclusion

Considering the (separable) numerical range is the most general concept for entangle-

ment detection for given observables. The volume ratio of the separable numerical

range compared to the general numerical range indicates how difficult it is to verify

entanglement with statistical significance. More precisely, in an experiment, the mea-

surement data imply a confidence region for the expectation values of the underlying

state when the given observables are measured. To detect entanglement, this confi-

dence region and the separable numerical range have to be disjoint, which is generi-

cally more likely for smaller volume ratios. We provide a general lower bound for any

number of particles, local dimensions, and number of measurements and consider ex-

treme cases. For two qubits and a single observable, we examine the numerical range

generated by absolutely separable states and obtain a lower bound for the volume ratio

of
√

2− 1. Numerical investigations lead us to the conjecture that the minimal volume

ratio is indeed 1/2, thus it would be desirable to close this gap for the most basic

case in the future. Furthermore, we focus on product observables which are easier to

measure in experiments. For two locally traceless two-qubit observables, we explicitly

provide the volumes for the (separable) numerical range. In addition, we provide an

example of six locally noncommuting qutrit-qutrit observables that are insufficient to

detect entanglement, i.e., their separable and general numerical range coincide. This

sheds new light on the relation between commutativity and entanglement detection.

Besides experimental entanglement detection, our results also give insight into the

geometry of (separable) quantum states and their relation. The (separable) numeri-

cal range is an affine transformation of a projection of the set of separable or general

quantum states, i.e., a lower-dimensional shadow. This leads to interesting mathe-

matical questions about volume ratios of shadows of convex bodies. In the future,

154



6.7. Conclusion

we hope to extend our results and consider more quantum phenomena such as gen-

uine multipartite entanglement, steering, and nonlocality and their respective volume

ratios.
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7 Certifying quantum memories with co-

herence

Prerequisites

2.2 Quantum mechanics

2.3 Quantum channels

2.4 Coherence

2.5 Entanglement

7.1 Introduction

The main parts of this chapter have been published in Publication (B) [29]. Partly, the

results from Ref. [29] have been published in [18]. This concerns the proofs to gen-

eral properties of our memory performance measures as well as higher-dimensional

systems, while results on single-qubit channels are covered here. We repeat the main

ideas that motivate the definition of the introduced quantities to allow for a coherent

treatment.

In order to work, quantum computers need reliable and well-characterized routines

and devices. The loss of quantum coherence, however, is one of the major obstacles on

the way to a scalable platform for quantum computing, and the suppression of deco-

herence is known as one of the DiVincenzo criteria for quantum computers [249]. In

any computing architecture, the memory plays an essential role. Quantum computers

are no exception and furthermore, quantum memories play a central role in the devel-

opment of quantum repeaters [250–252]. Consequently, the search for reliable systems

that store quantum states for a reasonable amount of time while preserving quantum

properties is an active area of research [253–259].

A possible way to verify the proper functioning of quantum gates and quantum mem-

ories is to completely characterize their behavior via quantum process tomography

[260, 261]. This, however, requires an effort exponentially increasing in the size of the
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7. Certifying quantum memories with coherence

system. More importantly, it is desirable to determine the change of physical proper-

ties, such as entanglement and coherence, under the prescribed time evolution since

these convey the quantumness of the underlying process. By contrast, a complete

characterization does not distinguish between these characteristics and minor details,

making it harder to identify the main features. Therefore, it is beneficial to describe

devices directly by their effect on physical phenomena.

Several methods have been suggested to characterize quantum memories: The quan-

tumness of channels has been assessed based on whether they preserve entanglement

or not, focusing on reducing the number of measurements in bipartite optical systems

[262, 263]. Furthermore, quantum steering has been considered as a way to evaluate

the performance of quantum channels in the case of untrusted measurement devices,

again distinguishing channels that do and do not preserve entanglement [264]. Finally,

a resource theory of quantum memories has been developed [265]. The free resources

are measure-and-prepare channels since they simply store classical information. Us-

ing arbitrary pre- and post-processing accompanied by unlimited classical memory as

free operations, the authors establish a game-theoretic way to assess quantum memory

performance based on the entanglement of the corresponding Choi state. Nonetheless,

these attempts require either well characterized test states as inputs, many measure-

ments on the output or an advanced scheme to be implemented.

First conditions on how to generally assess the performance of quantum memories

were discussed in Ref. [250]. This work suggests to use the fidelity as a performance

measure. In fact, instead of the fidelity, any distance measure between the input- and

the output state would be suitable to measure the performance of such devices, e.g.,

a measure based on the coherence of the states [266]. As the authors of Ref. [250]

note, however, the fidelity is sensitive to unitary transformations of the input, which

may be compensated by the quantum computer controlling the interface. With this in

mind, the authors propose to use the purity of the memory instead, which is indeed

insensitive to unitary transformations. However, the purity of a channel yielding a

fixed, pure state independent of the input is maximal, but such a channel would

certainly not qualify as a proper memory.

With these considerations in mind, we introduce general criteria for quality measures

of quantum memories. First, they should clearly distinguish schemes that require

storing only classical information from perfect unitary transformations. Second, as

we assume that unitary transformations can be corrected by the underlying quantum

computer, the quality of a quantum memory should be invariant under such unitary

transformations.
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7.2. Memory quality measures

We then propose a measure that obeys these natural properties using the phenomenon

of coherence. The key idea is that an ideal quantum memory preserves the coherence

in any basis. The measure can be used to prove that a memory preserves entanglement

and, moreover, it can be estimated with few measurements, without the need of well

characterized input states. Our concept may be generalized to characterize also other

quantum primitives such as teleportation schemes and, using generalized notions of

coherence [267, 268], also to multi-particle quantum gates.

7.2 Memory quality measures

To start, let us study what physical properties a measure for the quality of a quantum

memory should possess. As non-classical properties are essential for many quantum

algorithms, the storage should preserve as many of these properties for as long as

possible. However, the microscopic quantum system, such as a photon or an ion, stor-

ing the quantum state may get lost which is measured by the efficiency [250]. In this

work, we measure the quality of a memory conditionally on the preserved systems,

making the efficiency an additional, independent performance indicator. Additionally,

the storage duration is essential but is also treated as an extra indicator.

Then, a quantum memory can be described as a quantum channel, with the optimal

memory given by the identity channel. In practice, however, this is rather difficult

to achieve. Contrary to that, measure-and-prepare (M&P) schemes (also known as

entanglement-breaking channels) can be easily simulated using only classical storage.

One just performs measurements on the input state and stores the result. Based on

that, one then prepares a quantum state on demand as we described in Section 2.5.

These two examples show that a measure for the quality of a quantum memory should

have two natural properties: First, it should be maximal for memories that preserve

the input state perfectly. As we assume that we can perform unitary rotations, we

also allow the memory to apply a known and fixed unitary rotation to the input. Sec-

ond, the measure should have a non-maximal quality for the M&P schemes described

above, certifying genuine quantum storage.

Definition 7.1. A map Q(M) ∈ [0, 1] for a channelM is called memory quality measure,

if it satisfies

M1: Q(M) = 1 ifM(ρ) = VρV† for some unitary V,

M2: Q(M) ≤ c for some constant c ∈ [0, 1) ifM is a M&P channel.
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7. Certifying quantum memories with coherence

A memory quality measure is called sharp, if it additionally fulfills

M1’: Q(M) = 1⇔M(ρ) = VρV† for some unitary V.

Obviously, condition M1 implies that the identity channel has unit quality. Further-

more, for continuous sharp measures, M1’ implies M2 since M&P channels have a

finite distance to the set of unitary channels due to the compactness of the set [20].

7.3 Definition of the measures

Recently, there has been growing interest in coherence in the context of resource theo-

ries [35]. This has led to the development of various coherence measures that quantify

the amount of coherence present in a given D-dimensional state. For a fixed basis

(defined by some unitary U such that |bi〉 := U |i〉), we use the normalized robustness

of coherence [47]

CU(ρ) :=
1

D− 1
min
τ∈D

{
s ≥ 0

∣∣∣∣ρ + sτ

1 + s
∈ IU

}
, (7.1)

where D is the set of all D-dimensional states and IU is the set of incoherent (i.e.,

diagonal) D-dimensional states w.r.t. the basis U |j〉. However, our results are valid for

any continuous and convex coherence measure with the property that the only states

maximizing the measure for a fixed basis U are given by

|Ψ~α
U〉 :=

1√
D

D−1

∑
j=0

eiαj |bj〉 = UZ~α |+〉 , (7.2)

where ~α is some D-dimensional vector of phases and Z~α is a diagonal unitary matrix

with entries eiαj , acting on |+〉 := 1√
D ∑i |i〉. Note that the states in Eq. (7.2) maximize

any valid coherence monotone, and for many prominent coherence measures such

as the robustness of coherence [44], the l1-norm of coherence [45], and the relative

entropy measure [46], they are the only states doing so. Furthermore, they are also

maximally coherent in a resource theoretic sense as described in Section 2.4 [35, 45].

We define a physically motivated quality measure from the following considerations:

Given a quantum channelM, there is a “most classical” basis, in which even the most

robust maximally coherent state with respect to that basis is mapped to a state with

small coherence. This basis is identified by our proposed measure, and the conserved

coherence in this basis defines the quality.
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Definition 7.2. For a quantum channelM, the quality Q0 is given by

Q0(M) := min
U

max
~α

CU [M(|Ψ~α
U〉)]. (7.3)

Here, we write M(|Ψ~α
U〉) instead of M(|Ψ~α

U〉〈Ψ~α
U |) for convenience. If Q0(M) = 1,

then in any basis at least one maximally coherent state is preserved.

As the robustness of coherence has a clear operational interpretation, the same is also

true for the quality measure Q0. Indeed, it certifies the usefulness of the quantum

memory M for the phase discrimination task described in Section 2.4 independent

from the preferred basis.

Despite the clear physical interpretation of this measure, there are related quantities

which turn out to be useful for the discussion. Therefore, we introduce two additional

parameters, which provide an upper and lower bound on Q0. First, we consider the

minimal coherence left in any basis of the most robust maximally coherent states if

one minimizes over their bases.

Definition 7.3. For a quantum channelM, the quantity Q− is defined by

Q−(M) := min
U,U′

max
~α

CU′ [M(|Ψ~α
U〉)]. (7.4)

In contrast to Q0, the basis of coherence is varied independently of the basis of the

maximally coherent states. Thus, we have that Q−(M) ≤ Q0(M). Second, as an

upper bound to Q0, we consider the minimal coherence in any basis maximized over

all states in the range.

Definition 7.4. For a quantum channelM, the quantity Q+ is defined by

Q+(M) := min
U

max
ρ

CU [M(ρ)]

= min
U

max
|ψ〉

CU [M(|ψ〉)], (7.5)

where the equality is due to the convexity of the coherence measure and linearity of

M.

Here, in contrast to Q0, the maximization is not limited to maximally coherent states.

Hence, it holds that

Q−(M) ≤ Q0(M) ≤ Q+(M). (7.6)
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7. Certifying quantum memories with coherence

Due to the minimization over all bases U (and U′ for Q−), for all channels M and

unitary channels V with V(ρ) = VρV† where V is some unitary, we have the following

identities:

Q±(M) = Q±(V ◦M) = Q±(M◦V),
Q0(M) = Q0(V ◦M ◦ V−1). (7.7)

The quantities Q± are completely invariant under prior and subsequent rotations,

whereas Q0 is only invariant under joint rotations. As such, the quantities Q± are

useful to obtain bounds on Q0.

During our work, a similar approach has been investigated that also uses a coherence-

based performance measure. Instead of considering the most robust or maximally

coherent states, the authors are interested in the average coherence preserved over all

states [269].

7.4 Properties of the measures

Using the Sinkhorn normal form of unitaries [270] together with the continuity of Q±
and Q0, one can show the following theorem.

Theorem 7.5. The quantities Q± and Q0 are sharp memory quality measures.

Additionally, the quality measure Q+ satisfies a useful pre-processing property:

Lemma 7.6. The quality measure Q+ cannot be increased by pre-processing the input, i.e.,

Q+(M◦N ) ≤ Q+(M) for all quantum channelsM and N .

The proofs can be found in Refs. [18, 29]. For Q−, we can prove a similar statement for

the case of unital, i.e., channels that map the maximally mixed state to itself, single-

qubit channels (see Lemma 7.10).

In comparison, the measures introduced in Ref. [265] are monotonous under pre- and

post-processing using unlimited classical memory and preexisting randomness. This

is not true for Q0 and Q±. In the notation introduced in Section 2.3, a counterexample

is given by the channel N defined by ~λ = (0, 0, 1) and vanishing ~κ, and the M&P

channel M maximizing Q0, given by ~λ = (0, 0, 1√
2
), ~κ = ( 1√

2
, 0, 0). Then, Q0(M◦

N ) = 1√
2
� Q0(N ) = 0. This counterexample also works for Q+. For Q−, choosing

N as the planar channel with semi-axes ~λ = (0, 1
2 , 1

2 ) and zero displacement, and

M as the channel maximizing Q−, i.e., defined by ~λ = (0, 1√
5
, 1√

5
) and displacement
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~κ = ( 1√
5
, 0, 0), leads to Q−(M◦N ) = 1

2
√

5
� Q−(N ) = 0. The non-monotonicity

is expected for measures based on coherence, because in contrast to entanglement,

coherence can be created locally. Furthermore, if a measure is monotonous under the

operations defined in Ref. [265], it would assign the same quality to all M&P channels.

However, some M&P channels are more useful for the task of phase discrimination

than others.

7.5 The single-qubit case

To find bounds on the quality of single-qubit M&P channels, we deploy a geometric

approach using the action of qubit-qubit channels in the Bloch picture as described

in Section 2.3. Any maximally coherent state is a pure state and, vice versa, any

pure state is maximally coherent in some basis. Since any transformation of ~v can

be decomposed into rotations, contractions and a translation, the set of maximally

coherent states in a fixed basis, forming a great circle in the Bloch picture, is mapped

onto the boundary of an ellipse given by a cut through the center of the ellipsoid.

Q−(M) determines the axis in the Bloch sphere and the ellipse on the image’s surface

ofM that minimize the maximal distance of any point on this ellipse to the axis. This

is because, in the computational basis, C1(ρ) = |vx + ivy| =
√

v2
x + v2

y [47] which is

the distance of a point at ~v from the z−axis that defines the computational basis. For

any other basis, the Bloch sphere can simply be rotated leading to the same geometric

result for any basis. For Q0(M), the ellipse is fixed by the axis depending on the

channel M. To find an upper bound on the measures Q− and Q+ (and from the

latter for Q0), it is sufficient to replace the minimization over all axes by a fixed set of

directions in the Bloch sphere, which allows to obtain the following bounds.

Lemma 7.7. Let M be a single-qubit channel defined by displacement vector ~κ and trans-

formation matrix Λ with singular values λ1 ≤ λ2 ≤ λ3. Let ~κ = (κ1, κ2, κ3)T in the bases

where Λ = diag(λ1, λ2, λ3). Then, Q−(M) ≤ min(
√

κ2
1 + κ2

2 + λ1, λ2) and Q0(M) ≤
Q+(M) ≤ min(

√
κ2

1 + κ2
2 + λ2, λ3).

Proof. Instead of minimizing over all bases, we restrict the minimization to a discrete

set to obtain an upper bound. For both Q−(M) and Q+(M), we consider the axes

along ~κ and along the largest singular value of Λ.

To obtain an upper bound on Q+(M), we simply take into account all states on the

surface of the ellipsoid. The largest possible distance to the axis along ~κ clearly is λ3

since the axis goes through the center of the ellipsoid (see right in Fig. 7.1). Similarly,

the distance from the axis along λ3 is the distance to the center, which is given by
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Figure 7.1: [29] Left: Projection of the ellipsoid in 1-2-direction to obtain upper
bounds on the measures. The red dots indicate the points of the image of maxi-
mally coherent states in some basis which touch the boundary of the projected ellipse.
Right: Projection of the ellipsoid in the direction of~κ. The semi-axes of the projection
are bounded by the semi-axes of the ellipsoid.

√
κ2

1 + κ2
2, plus at most λ2 since the axis is parallel to λ3 (see left in Fig. 7.1). Because

of the minimization over all bases, an upper bound is then given by min(
√

κ2
1 + κ2

2 +

λ2, λ3).

In the case of Q−, we can additionally choose the set of maximally coherent states.

Since the channelM corresponds to an affine transformation of the Bloch vector, any

ellipse on the surface of the ellipsoid with the same center as the ellipsoid is the

image of a great circle on the surface of the Bloch sphere. Each of these circles is the

set of maximally coherent states with respect to some basis. Hence, we can choose

any ellipse on the surface of the ellipsoid and determine the maximal distance to the

chosen axis to obtain an upper bound. For the axis along ~κ, we choose the ellipse

with semi-axes λ1 and λ2. Then, the maximal distance is at most λ2 since the axis

goes through the center of the ellipse. In the case of the axis along λ3, the ellipse with

semi-axes λ1 and λ2 limits the maximal distance to
√

κ2
1 + κ2

2 + λ1 (see left in Fig. 7.1).

Again, the minimum of the cases considered gives an upper bound on Q−(M).

One can also find lower bounds on the quantities, which will later be useful for appli-

cations.

Lemma 7.8. LetM be a single-qubit channel defined by displacement vector ~κ and transfor-

mation matrix Λ with singular values λ1 ≤ λ2 ≤ λ3. Then, Q0(M) ≥ Q−(M) ≥ λ1 and

Q+(M) ≥ λ2. IfM is unital (~κ = 0), equality holds for Q±.

Proof. In order to find lower bounds, we have to show the bound in all coherence

bases.
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Figure 7.2: [29] Ellipsoid representations of the M&P channels that maximize the
different quality measures. The displacement vector ~κ is depicted by a black dotted
line, the semi-axes in blue and green. Left: The M&P channel maximizing Q− maps
to a disk of radius 1√

5
, displaced by 1√

5
. Right: The M&P channel maximizing Q0

and Q+, mapping to a straight line of length 2√
2
, displaced by 1√

2
.

For Q+, we have to consider – for every coherence basis – the maximal distance to the

center of the projection of the ellipsoid onto the plane perpendicular to the coherence

direction. This projection is an ellipse with semi-axes µ1 ≥ λ1 and µ2 ≥ λ2, displaced

by some vector from the center. If the displacement is zero, the maximal distance is

given by µ2 and therefore at least λ2. For non-vanishing displacement, the maximal

distance can only increase, yielding the lower bound for Q+.

For Q−(M), we additionally have to minimize the maximal distance to the axis of

two opposite points on this ellipse, due to the additional minimization over the input

coherent states. This is in any case larger than µ1 and therefore larger than λ1.

Finally, if the channel is unital, note that the minimum over the coherence bases is

attained in the direction of λ3, where for Q−(M), we consider the states mapped to

an ellipse along the λ1-λ3-axes, giving a maximum distance of λ1. For Q+(M), the

maximum distance of the non-displaced ellipsoid in this basis is given by λ2.

The upper bounds on the quality measures can be used to obtain tight bounds for

M&P qubit channels.

Theorem 7.9. LetM be a single-qubit M&P channel. Then, it holds that

Q0(M) ≤ Q+(M) ≤ 1√
2

(7.8)

165



7. Certifying quantum memories with coherence

and Q−(M) ≤ 1√
5
. Additionally, ifM is unital (~κ = 0),

Q0(M) ≤ Q+(M) ≤ 1
2

(7.9)

and Q−(M) ≤ 1
3 . All of these bounds are tight.

Proof. Let M be defined by displacement vector ~κ and transformation matrix Λ with

singular values λ1 ≤ λ2 ≤ λ3. Since we only consider Q+ and Q−, we can assume

w.l.o.g. that Λ = diag(λ1, λ2, λ3), i.e., we ignore possible signs in the canonical form of

Λ as they do not change the shape of the resulting ellipse-shaped image of the channel.

Let ~λ = (λ1, λ2, λ3)T. Complete positivity of a single-qubit channel M is equivalent

to ρM ≥ 0 where ρM is the Choi matrix of M [30–32, 271]. Using Descartes’s rule of

signs [152] on the characteristic polynomial of the Choi matrix ρM, complete positivity

of the channel is equivalent to the following set of inequalities

|~κ|2 + |~λ|2 ≤ 3, (7.10)

|~κ|2 + |~λ|2 − 2λ1λ2λ3 ≤ 1, (7.11)

(1− |~κ|2)2 − 2(1− |~κ|2)|~λ|2 − 1
2
|~λ|4 + 8λ1λ2λ3 +

1
2 ∑

i
D2

i − 4~K ·~L ≥ 0, (7.12)

where Di = ∑3
j=1(−1)δij λ2

i , ~K = (κ2
1, κ2

2, κ2
3)

T and ~L = (λ2
1, λ2

2, λ2
3)

T [272, 273]. Similarly,

single-qubit channels are M&P channels if and only if 1
21− ρM is positive semi-definite

[271]. This yields the same set of equations with λi ↔ −λi. In the following, we apply

these restrictions to Lemma 7.7. Clearly, the bounds from Lemma 7.7 only become

worse if ~κ is rotated such that ~κ = (|~κ|, 0, 0)T. However, rotating a M&P channel in

such a way always leads to another M&P channel as can be seen from Eqs. (7.10) to

(7.12). Thus, we can restrict ourselves to this type of channels. For these channels, the

eigenvalues can be evaluated analytically and maximization of the bounds over these

channels for Q− results in the channel

M−(ρ) =
1
2

[
1+

1√
5

(
σx + Tr(ρσy)σy + Tr(ρσz)σz

)]
. (7.13)

It is visualized in the Bloch picture in Fig. 7.2 and has a quality of Q−(M−) = 1√
5
.

For Q+, the optimization of the bounds over the channels yields

M+(ρ) =
1
2

[
1+

1√
2
(σx + Tr(ρσz)σz)

]
, (7.14)

with Q0(M+) = Q+(M+) =
1√
2
. The channel is visualized in Fig. 7.2.
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For unital channels, i.e. ~κ = 0, the condition for separability reads ∑i λi ≤ 1 [69].

Maximizing under this constraint yields for Q− the depolarizing channel

M′
−(ρ) =

1
3

ρ +
1
3
1 (7.15)

with Q−(M′
−) =

1
3 . For Q0 and Q+, we obtain the planar channel

M′
+(ρ) =

1
2

[
1+

1
2
(Tr(ρσy)σy + Tr(ρσz)σz)

]
(7.16)

with Q0(M′
+) = Q+(M′

+) =
1
2 .

Finally, we have a statement similar to Lemma 7.6 for Q− if the channel is unital:

Lemma 7.10. Let M and N be unital channels acting on single qubits (D = 2). Then, it

holds that Q−(M◦N ) ≤ Q−(M).

Proof. First, note that the composition of unital channels is again a unital channel. As

shown in Lemma 7.8, the quality measure Q−(M) for a unital channelM is given by

the minimal singular value of the matrix ΛM, i.e. λ1(ΛM). With this, we have that

Q−(M◦N ) = λ1(ΛM◦N )

≤ λ1(ΛM)λ3(ΛN )

≤ λ1(ΛM) = Q−(M). (7.17)

For the first inequality, we used that ΛM◦N = ΛMΛN and Theorem 3.3.16 from

Ref. [274]. The second inequality follows from the fact that for channels, all the singu-

lar values of the matrix Λ have to be smaller or equal to 1.

To illustrate how the measures can be determined for specific single-qubit channels,

we examine several well-known channels.

7.6 Examples of single-qubit channels

In the following, we will consider the phase-flip, the amplitude-damping and the

depolarizing channel and derive their quality in terms of Q0 and Q± .

– The phase-flip channel P : The matrix Λ for the unital (i.e.,~κ = 0) phase-flip channel P ,

is given by diag(1− p, 1− p, 1) with 0 ≤ p ≤ 1. It can be realized by a M&P scheme

for p = 1 only. Using the result from Lemma 7.8 for unital channels, we have that
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Figure 7.3: [29] Lower bound (solid blue line) and allowed values above this bound
(in blue) for the quality measure Q−, given that in certain directions a coherence of
at least c is measured. The upper bound for M&P channel of 1√

5
is displayed by a

dashed orange line.

Q−(P) = Q0(P) = Q+(P) = 1− p. It should be noted that any bit-flip or bit-phase-

flip channel is related to a phase-flip channel with the same error probability p via

a transformation of the form V ◦ P ◦ V−1 where V(ρ) = VρV† is a unitary channel.

Hence, the quality measures Q± and Q0 for these channels with same error probability

coincide. Note that Q− excludes unital M&P schemes for p < 2
3 , while Q+ and Q0

exclude them for p < 1
2 .

– The amplitude-damping channel A: The matrix Λ for the amplitude-damping channel

A is given by diag(
√

1− p,
√

1− p, 1− p) and ~κ = (0, 0, p)T, where 0 ≤ p ≤ 1. This

channel can again be implemented by M&P schemes only if p = 1. Considering

the maximal coherence of the states in the image of this channel with respect to the

computational basis shows that Q+(A) ≤
√

1− p. Using that λ1 ≤ Q− ≤ Q0 ≤ Q+

leads to Q− = Q0 = Q+ =
√

1− p. Thus, Q− excludes M&P schemes for p < 4
5 ,

whereas Q+ and Q0 exclude them for p < 1
2 .

– The depolarizing channel D: The matrix Λ for the unital depolarizing channel D is

given by diag(p, p, p), where 0 ≤ p ≤ 1. This channel is a M&P channel only if p ≤ 1
3 .

Because of symmetry, it is clear that Q− = Q0 = Q+ = p. Thus, Q− certifies the full

range of non-M&P channels if it is known that the channel is unital, while Q0 and Q+

exclude M&P schemes in the case of p > 1
2 .
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7.7 Experimental estimation of the quality of a quantum mem-

ory

In this section, we explain how to determine a lower bound on the quality measures

from experimental data for qubit systems for channels close to the identity channel.

This situation is of major interest as a perfect quantum memory corresponds to the

identity channel.

Obviously, it is possible to obtain (lower bounds on) the quality measures by perform-

ing process tomography of the channel and then using the obtained characterization.

However, process tomography requires the ability to prepare a set of input states with

high precision as well as many well characterized measurements [260, 261]. Here, we

only assume that one can prepare three different states {ρi}3
i=1 such that for the output

states one can certify a lower bound ci ∈ [0, 1] on the following coherences

CUx [M(ρ1)] ≥ c1, CUy [M(ρ1)] ≥ c1,

CUx [M(ρ2)] ≥ c2, CUz [M(ρ2)] ≥ c2, (7.18)

CUy [M(ρ3)] ≥ c3, CUz [M(ρ3)] ≥ c3,

where the Uj correspond to the usual x, y and z direction on the Bloch sphere (i.e.,

Uj = eiσjπ/4 for j = x, y, z). This can for instance be achieved using the method from

Ref. [275]. If the input states are chosen carefully and the channel is close enough

to a unitary transformation, it suffices to only conduct three measurements in total.

These measurements certify that there are states close to the eigenstates of the Pauli

matrices in the image ofM. Furthermore, we only assume a bound on the coherence

of the output of the quantum memory, nothing additional is assumed on the input- or

output states.

For simplicity, we consider the case where c := c1 = c2 = c3. As the smallest semi-axis

is a lower bound on Q−, one can determine the channel that shows the smallest pos-

sible λ1 compatible with the observed data. In particular, it is required that the image

of the channel contains states for which the bounds given in Eqs. (7.18) are fulfilled.

For c >
√

2
3 ≈ 0.82, there must be at least three different states close to the boundary

of the Bloch sphere. Numerically optimizing over all compatible channels leads to the

lower bounds depicted in Fig. 7.3. Hence, for values of c & 0.82 it is possible to ob-

tain non-trivial lower bounds on the quality measure Q− (and hence, also on Q0 and

Q+) by having access only to a few lower bounds on the coherences of three different

states. M&P channels can be excluded with certainty if Q− > 1√
5
≈ 0.45, which is

given for c & 0.9. As an example, consider the amplitude-damping channel A from
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above. One can find states for which c =
√

1− p, and thus exclude M&P channels for

p . 0.19.

For higher dimensional channels, the estimation is more involved, however, notable

results can still be obtained [18, 29].

7.8 Conclusion

We introduced a physically motivated measure Q0 that characterizes quantum mem-

ories by their ability to preserve coherence and fulfills all the desirable properties for

such a quantifier. In particular, entanglement-breaking channels offer only restricted

quality as quantified by the coherence-based performance measure Q0, revealing an

insightful connection between the quantum phenomena coherence and entanglement.

For a single-qubit quantum memory, the measure can be evaluated for many scenar-

ios, even if only restricted experimental data is available. In contrast to full process

tomography, our scheme does not require the precise preparation of states but only

demands the certification of (sufficiently high) lower bounds on certain coherences of

three unknown states.

For future work, it is desirable to extend the method to characterize and verify other

basic elements of quantum information processing. A simple extension is the case

of quantum teleportation, where the results can be applied directly. More interesting

is an application to two-qubit gates. The fact that a two-qubit gate generates en-

tanglement, can be seen as the property that a certain two-level coherence increases

[267, 268]. In this sense, our method may be extended to characterize the entangling

capability of multi-qubit quantum gates.
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”Die Quanten sind doch eine hoffnungslose Schweinerei!“

Max Born

This thesis is devoted to deepening the understanding of the interplay between convex

optimization, coherence, and quantum entanglement. During this venture we touched

upon various areas of research in quantum information and optimization theory such

as semidefinite programming, symmetries in optimization problems, the marginal

problem, absolutely maximally entangled states, quantum error-correcting codes, en-

tanglement and its detection in experiments, entropic uncertainty relations, the joint

numerical range of observables, quantum memories, and last but not least, quantum

coherence. We found new connections between seemingly independent problems.

For instance, we rephrased rank-constrained optimization problems as hierarchies of

semidefinite programs using entanglement theory, transformed the existence problem

of AME states to a separability problem, contributed to the theory of entanglement

detection in different practical scenarios, and quantified the performance of quantum

memories via their ability to preserve coherence.

After having introduced the mathematical fundamentals, we first described a quantum-

inspired hierarchy for rank-constrained optimization. We used the purification of

mixed quantum states and the well-known fact that the minimal dimension of the

added ancilla system is exactly the rank of the purified state to rephrase the optimiza-

tion over rank-constrained matrices as an optimization over pure quantum states of

an enlarged system. The constraint that the considered state is pure is still difficult to

ensure, however, we characterized it via separable two-copy states in the symmetric

subspace. Then, inspired by the DPS hierarchy, we transformed the optimization over

the separable cone to a hierarchy of, in principle efficiently solvable, semidefinite pro-

grams implementing N-copy quantum states. Furthermore, we applied the method to

several problem instances from quantum information and computer science, namely,

the optimization over pure quantum states and unitary channels, orthonormal repre-

sentations and the maximum-cut problem of graphs, as well as pseudo-boolean op-

timization. Finally, we provide some insights into the quantum de Finetti theorem,

especially, considering the uniqueness question of multi-copy decompositions.
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Second, special attention is given to the use of our method in the context of the pure-

state marginal problem in quantum mechanics, in particular, considering the existence

of absolutely maximally entangled states and quantum error-correcting codes. We

utilized unitary and permutation symmetries to prove that the existence of n-partite

locally d-dimensional AME states is equivalent to the bipartite separability of a certain

quantum state of 2n particles. Moreover, we derived an explicit expression for that

state and recover many known existence results via the positivity and PPT constraints

which become easily computable in our framework. The symmetries also allowed

us to compute high orders of our hierarchy, which will be useful when investigating

the existence of quantum codes which we transformed to a marginal problem as well

making our method applicable.

Third, we investigated an entanglement detection scenario which we termed scram-

bled data. Here, the mapping of measurement outcomes to the corresponding out-

come probabilites is lost. Challenges of this type might occur in experimental setups

where different outcomes cannot be distinguished. It turned out that the state space of

in principle detectable states is nonconvex implying that their detection is involved. In

particular, ordinary entanglement witnesses are insufficient to detect all such states,

however, we found scrambling-invariant families of entanglement witnesses as well

as entropic uncertainty relations that prove useful for entanglement detection in this

scenario.

Fourth, we examined the volume ratio of the joint separable compared to the general

numerical range of various observables. A small volume ratio generically allows for

entanglement detection even in the case of relatively large experimental confidence re-

gions due to statistical and systematic errors. Thus, we found general bounds and in-

vestigated the case of qubits in more detail. In particular, we explicitly computed both

the separable and general numerical range for two locally traceless two-qubit observ-

ables. Furthermore, we described six locally noncommuting qutrit-qutrit observables

whose measurements do not allow to detect any entanglement, and evidence that

this might be the maximal number of such observables indicates a new connecting

between entanglement and commutativity.

Finally, we introduced a quality measure that quantifies the performance of quan-

tum memories based on their ability to preserve the coherence of the stored quantum

state. Since quantum memories are just as important for future universal quantum

computers as classical memories for their ordinary counterparts, the certification of

desirable properties is essential in practical implementations. We identified indispen-

sible features and showed that our performance measure satisfies these requirements.

For instance, the measure distinguishes between entanglement-breaking channels that
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Concluding remarks 7.8. Conclusion

merely store classical information and unitary transformations that can be corrected

or accounted for in a quantum computer. Moreover, we discussed single-qubit chan-

nels in more detail, finding several bounds and a simple measurement scheme to

approximate our quality measure.

We hope that our findings not only advance the knowledge in the various fields of

research considered, but also facilitate the application of tools from one area to another

via the newly established connections. Specifically, intriguing open questions include

applying our hierarchy for rank-constrained optimization to specific instances of the

existence problem of quantum error-correcting codes, finding further applications in

and beyond quantum information theory, and investigating further the connection

between entanglement detection and commutativity.
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A Projectors onto invariant subspaces of

partially transposed fourpartite permu-

tation matrices

Let V TP be the vector of partially transposed fourpartite permutation matrices with

respect to the subsystems P in the canonical order

V TP =
(

VTP
1234, VTP

1243, VTP
1324, VTP

1342, VTP
1423, . . .

)T
, (A.1)

where Vxyzw = ∑i1i2i3i4 |ixiyiziw〉 〈i1i2i3i4|.

First, we consider the partial transposition w.r.t. the first subsystem. For local dimen-

sion d = 2, the projectors onto the invariant subspaces are given by
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A. Projectors onto invariant subspaces of partially transposed fourpartite
permutation matrices

For d ≥ 3, they are given by
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2(d± 2)(d∓ 1)
= (d± 1)γ±, (A.12)

δ =
1

3(d2 − 1)
. (A.13)

Second, we compute the projectors onto the invariant subspaces for the partial trans-

position w.r.t. the first two subsystems. In this case, there is no distinction for different

local dimensions. With η = 1/(d4 − 1), the projectors are given by
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of qubit quantum channels”, J. Phys. A: Math. Theor. 47, 135302 (2014).

[274] R. A. Horn and C. R. Johnson, Topics in matrix analysis (Cambridge University

Press, 1991).

[275] X.-D. Yu and O. Gühne, “Detecting coherence via spectrum estimation”, Phys.

Rev. A 99, 062310 (2019).

204

https://doi.org/10.1103/PhysRevA.80.042304
https://doi.org/10.1364/JOSAB.32.000A56
https://doi.org/10.1103/PhysRevX.8.021033
https://doi.org/10.1103/PhysRevX.8.021033
https://doi.org/10.1103/PhysRevX.8.041007
https://doi.org/10.1088/1751-8121/aab8ad
https://doi.org/10.1088/1751-8121/aab8ad
https://doi.org/10.1103/PhysRevA.98.042313
https://doi.org/10.1016/j.laa.2014.12.031
https://doi.org/10.1016/j.laa.2014.12.031
https://doi.org/10.1142/S0129055X03001710
https://doi.org/10.1142/S0129055X03001710
https://doi.org/10.1016/S0024-3795(01)00547-X
https://doi.org/10.1103/PhysRevA.99.062310
https://doi.org/10.1103/PhysRevA.99.062310

	Title page
	Abstract
	Zusammenfassung
	Table of contents
	1 Introduction
	2 Mathematical fundamentals
	2.1 Introduction
	2.2 Quantum mechanics
	2.3 Quantum channels
	2.4 Coherence
	2.5 Entanglement
	2.6 Numerical range
	2.7 The marginal problem and quantum codes
	2.8 Semidefinite programming
	2.9 Classical entropy and majorization

	3 Quantum-inspired hierarchy for rank-constrained optimization
	3.1 Introduction
	3.2 Rank-constrained SDP and quantum entanglement
	3.3 Examples
	3.4 Arbitrary-precision certified semidefinite programming
	3.5 More general results on rank-constrained optimization
	3.6 Conclusion

	4 A complete hierarchy for the pure-state marginal problem in quantum mechanics
	4.1 Introduction
	4.2 Connecting the marginal problem with the separability problem
	4.3 Absolutely maximally entangled states
	4.4 Multi-party extension: primal problem
	4.5 Multi-party extension: dual problem and entanglement witness
	4.6 Multi-party extension: PPT criterion with respect to any bipartition
	4.7 Quantum codes
	4.8 Conclusion

	5 Entanglement detection with scrambled data
	5.1 Introduction
	5.2 Setup and Definitions
	5.3 Entropic uncertainty relations
	5.4 Scrambling-invariant families of entanglement witnesses
	5.5 Nonconvex structure of the nondetectable state space
	5.6 Conclusion

	6 Confident entanglement detection via numerical range
	6.1 Introduction
	6.2 Experimental confidence region
	6.3 Minimal volume ratio
	6.4 Geometric considerations
	6.5 Two qubits
	6.6 Commutativity and entanglement detection
	6.7 Conclusion

	7 Certifying quantum memories with coherence
	7.1 Introduction
	7.2 Memory quality measures
	7.3 Definition of the measures
	7.4 Properties of the measures
	7.5 The single-qubit case
	7.6 Examples of single-qubit channels
	7.7 Experimental estimation of the quality of a quantum memory
	7.8 Conclusion

	Concluding remarks
	Acknowledgments
	List of publications
	List of Figures and Tables
	A Projectors onto invariant subspaces of partially transposed fourpartite permutation matrices
	Bibliography

