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Abstract

A steadily increasing number ofsearcherbelieves that so-called 'organizational’ magent
systemsare akey technology tesupportinformation and knowledge processing activities in
cooperative, networked organizatiofiis, inturn, necessitatabeir integration with the un-
derlying human-centred organization.
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The concept of an 'organizatiohas emerged as centraltte structuring ofctivities ofboth
decentralized industrial and commercial conglomerates and collections of intelligent problem
solvers within DistributedArtificial Intelligence (DAI) systems. Of late a newiscipline has
begun to emerge, that of Organizational Intelliggii¢. Organizational Intelligence demands

a greatesynthesis betweethne principles of Organization Theo©@T) and DAI, by the ex-

plicit incorporation of theories of both organizations and DAI intofidid of Ol. This paper
concentrates ortwo rather important features of Ohamely organiational memory and
learning capabilities. It W first discusghe theoretical foundations. Then iilvee shown how

the contract net approachn be extended to meet these deméfidally, it will be proved by

some experimental results ttiaé increasetintellectual”" capabilities ofthe extended contract

net will substantially contribute to the performance as well as the quality of solution processes.



1 Introduction

Today, organizations are faced wrtpidly changingnarkets,global competition, decreasing
cycles of technological innovationsiorld wide (and just in timeavailability of information,

and dramatic changes in their cultural, social, and political environments. Irhigihth dy-
namic environmentshe expertise afnanyagents, both computational andman, needs to be
combined andoordinated, in order tachieve effective and informed decision making. It is
our belief thatthe organization of the twenfyst century vill not solely take account of the
humanfactors, but W be comprised of human and computatioagents and iV be recog-
nized as organizations within thawn right. These computational technologies must be ap-
propriate and amenable to assimilation into the organization.

Most strategies thdtave been developed to meet thelsallenges aim tenhancehe organ-
izational flexibility (short term)and adaptability (lon¢germ). Buzzwords such a@ewnsizing of
organizationalstructures,ncreased local autonomy, decentralisaticopperation andeam
work, businesprocess orientation and workflawanagement refer to organizational concepts
that are considered in this context. However, @omonlyagreed that thability of anenter-
prise to achieve competitive advantagetha& market and toontinuously survive imynamic,
often hostile environmentargely depends upon its organizatiomalormation processing and
problem solving capabilities. Consequently, organizatipnattitioners and researchdrave
focused their attention on tliesign of ‘intellectual’ organizational capabilities sucloegan-
izational memory, learning, and communication.ti®¢ same time they reshaplee scope of
their analysis by claiming to explicitintegrate computer-based datad informatiorprocess-
ing technology into théody of organizational theoroth trendsunite in a newdiscipline
that has begun to emerge recentigrnely that ofOrganizational IntelligencgOl). Ol can be
defined agheintellectual capability of amrganizationwhich integrateshuman andcomputa-
tional problem solving capabilities [KIOH95], [Mats88], [Mats92].

Recently, different computer-based approashe analysed andompared with one another
(cf. [Kirn94], [Romb93], [SyHa93] with respect to thability to supportinformation and
knowledge processing activities between hosmanctcomputers in cooperative, networked or-
ganizationsWhile the evaluation of [SyHa93] is on a more gendeadel, both [Kirn94] and
[Romb93]especially investigatthe capability of differentomputer-based approaches to meet
the strongdemands of organizational intelligenddl investigations came tthe conclusion
that DAI offers by far the mogiromising potentialHowever, although these results are rather
encouraging they also showed that DAI techniques have some shortcomings. étmensgy
the integration with thenderlying human-centred organization isopen question. However,
organizational multagentsystems have to actively contributette "intellectual” capabilities
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of an organization and therefore havestpport oganizational features such as organizational
cognition, organizational memory and learning, organizational problem solving, and organiza-
tional communication skills.

Within this context the paper startgith a briefintroduction to organizationahtelligence as
defined byMatsuda (sectio®). It will be shown that organizational procasgelligenceespe-
cially relies on aradequate support @itellectual organizational capabilities suchoaganiza-
tional cognition, communication, problem solving, memory, and learkifigle the first three
features areelatively well covered by DAI the lattetwo are only covered on a rather rudi-
mentary level. In thigpaper we Wl concentrate on negotiation basedlti agentsystems,
more precisely, oithe contract net approach. Section i8 lriefly introduce this technique
and present a solution for an extension of this approach by organizatiemairy andearning
capabilities. In section 4 weillvintroduce a concrete scenario (tfeme "Scotlan&fard") and
show what organizationahemory and learning capabilities mean within this scenarise¢a
tion 5 we will present the results of axperimental analysiand evaluation ofhe basiccon-
tract net approachnd its extended version. ltlMbe shown, that the increaséumtellectual”
capabilities of the extended contract net will substantially contribute to the performavele as
as the quality of solution processes. Finally, section 6 will conclude this paper.

2 Theoretical foundations

As a theoretical concept T. Matsuda's Ol-approach isagbr importance in organization the-
ory. He calls Ol the "collective intellectual capability of an organization [...] in handlipgats
blems"[Mats92]. This points to an integration of human andchine problem solving, gbat
this apprach seems to beell suited for the above demands.this section we W briefly in-
troduce Matsda's approach of Ol and tkapability of learning fronthe point ofview of or-
ganization theory.

2.1 Matsuda's Ol approach - a brief introduction

Following Matsuda's approacganizational intelligence (Olgan be interpreted as the entire
“intellectual” manpower of an organization atiterefore describethe collective problem
solving capability of arorganization. Morespecifically, Olconsists of the totality of ordered
information, experiences, knowledge and understanding. Ol integratesigtieg human and
machine intelligence of aarganization.Machine intelligenceneansthe computer-based in-
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formation and knowledge processicgpability of armorganization. Ol can be viewed from two
mutually dependent points of view: organizationgklligence as a (dynamipyocess fgrocess
intelligenceg and organizational intelligence as a (static) produatduct intelligence

Organizational product intelligences the totality ofall structured,synthesized and goal-di-
rected information. It is generated whidae information systems of an organization increases
its problem solving capabilityThree levels of product-intelligence can be distinguished: (1)
data (physical inthe nature anébrmal in itscharacter), (2)nformation (purposeful sort con-
cerningthe goals of an organization) a(®) intelligence(that is tosay activelyusedinforma-
tion). In order to achieve product intelligence, general rules have to be dewstaplegermit

the design of information systems in the Ol sense.

Organizational process intelligengs the interactive, aggregative, and coordinative pex

of human andnachine intelligence within aorganization. Thismplies that anyhuman and
machine) intelligence isriented towards workflows (processesiteraction takesplace not
only betweerhuman and humalut also betweehuman andnachine as well as machine and
machine. Aggregation oftelligencetakesplace hierarchically: othe lowestievel the knowl-
edge ofindividual members of amrganization is gathered. The ndgtel is the level of
groups,while thefinal one is thdevel ofthe organization as a whol€oordinationis of cen-

tral importancesince it refers tdoth the execution of interactions and the aggregation proc-
esses.

Organizational process-intelligence can be subdivided into five parts.

1. Organizational memory

Organizational memory ihe basic requiremerfbr any kind ofOl. It is thecapability to
storeevents, situations and bathccessful and unsuccessful behaviour and to remember
this if required.

2. Organizational cognition

This covers the organizational perceptive aathprehensive capabilities, that enable an
organization to concentrate on tassentials and have arfluence on respectively can
adapt future evolutions.

3. Organizational learning

This meanghe capability of anorganization to use the knowledgaich isstored in the
organizational memory ahe righttime and to learn fronthe experiences made in the
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past. The learning refers to the behaviour in non-standard situations and the assessment of
the (newly) developed way of acting.

4. Organizational communication

Communication describéle entiredata,information and knowledge exchange between
human and machine actors in the organization.

5. Organizational inference

Organizational inferenceot only covers problensolving. It also includethe avoidance,
bypassing and encapsulation of a problem.

2.2 The capability to learn from the point of view of organization theory

As shown inother researchvork ([BoGa88],[MuWi93], [KiUn94]), multi agentsystems
(MAS) are well suited to solve complex andterdisciplinary problems in &exible and
autonomous way. From the features of Ol discussed aheyeare especiallystrong in com-
munication, cognition and inferendgot yet well examinedare the questions, homulti agent
systems do behave witlespect taglobal memory and learning capability. Thigl Wwe exam-
ined in thispaper with respect to theontract net approach. Wallwstartwith a brief intro-
duction into the foundations of organizational learning capability.

The learning capabilityof an organization depends on thdividual capabilities ofts mem-

bers aswvell as ontheforms of organizational connection between these membergiefine

tion of thefollowing learningconcept originateom Foppa [Fopp68]. It W be taken as the
basisfor the further studies: "In the end the questioleamningprocesses...] is always, how

an organism can adapt to the various requirements of its environment. However, the process of
adaptabilitycannot be observetirectly as it is possible witthe ‘'memory’. Wetherefore, do

not observe the actus&arningprogress, bubehaviour and its change. If someone repeatedly
performs or omits something in a certain situation, that he omitted or perforsiadlan situ-

ations in the past, or if he reacts quicker or more safely, we will call this a learning process."

With this definition in mind, organizational learning can be observed on three levels.

1. The knowledge of an organization can be improveaddiyidual learning ofts members.
However, individual learning does not automatically contribute to organizational learning.
Duncan and WeisbuWe79] definedthree demands, that must be metrtakeindivid-
ual learning valuable for an organization:
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*  Organizational knowledge must be communicable; i.e., it must be expressed in terms
that can be understood by the other members of the organization.

* It must meet with general approval as well. Thembers othe organizatioimust
accept it as useful knowledge.

*  Finally, knowledge must be expressible in if-then relations. The connection of ac-
tions and its effects are mandatory for the creation of coordinated actions.

2. Learning withingroups (group processes) constitutes the leert. Groupsform the mi-
cro social unit for aganizational learning. They integratee existing experiences and ca-
pabilities of learning oits individual memberswhether agroupbehaves as efficiently as
the best of itsnembersor, to mentionanother extremegven better thathe sum of the
capabilities of its members, deperutsth on the interconnectiongthin the group and
between the groups of the entire organization.

3. The macro structure constitutes the core gfaoizational learningWhile the micro
structuredescribeghe interconnectiongithin groups the macro structure concentrates
on the interconnections between the groups of an organizatiorreipisnsibldor the
success of the transformation proctem individualand micro social learning torgan-
izational learning.

The addressed levels will be analysed in more detail in the next sections.

2.2.1 Individual learning

Individual learning ighe simplest form of organizational learning. It medhat anorganiza-

tion profits fromthe acquisition of new knowledge by its members if this new knowledge is
exploited in the sense of the organization. Individual learning can be subdivided in adaptive and
innovative learningAdaptive learningmeans to learn by imitating sérved ways of acting.
Innovative learningneans to learn by models and simulations. However, ibielgrbe applied

if characteristics and features of thdel can be presented bymbols. Withthe help of
models framework#or future behaviour can be designed and reheangadh results in an in-
novative way of acting.

There are quite a lot jpsychological) learningheories in thefield of individual learning
which we donot want todiscuss here. The interested reader is referagl, to Reber
[Rebe89] for a summarized presentation.



2.2.2 Micro organizational learning

Micro organizational learning describ#ise nextlevel and means learning ate level of
groups. Thecapabilities andhe knowledge oindividualscan be exploited téreatand solve
more complex problems which exceed the manpower of individualsfiitiency respectively
inefficiency of the teamwork essentiatlgpends ogroup standards likeonfidence, openness,
conformity and antagonism. By a proper choice of the concdpadérship positiverfluences
can be strengthened.

However, in economic organization theory such squssithological featuregre second rate.
Coordination between the grompembers anthe organization as a whole is of mamrgor-
tance.

2.2.3 Macro organizational learning

Each organization possesses structural charactemgtich were introduced to increase the
learning capability of alrganization. In thipaper we W only refer to thewell-established
structures of organization theory, efgnctional, self-constrainegyroject oriented andatrix
structures ([DaSt86], [Khan77], [Gare91]).

The problematic nature of macstructures is caused by the opposite tasKslistribution of
labour" and "coordination of labour". On the drendtasks must be standardizedatthieve a
simplification ofthe process sequences. On the olfa@dthere must be a continuodsvel-
opment, from which standardized behaviour patterns can not be excluded. Therefowll there
always betasks thadiffer from existingpatterns andhave to bdreatedindividually. On the
adaptive levelmacro organizationdéarning is described e capability of an organization

to develop simple, standardized behaviour patterns dietkeof macro structuresnnovative
learning meandpr example the calculatedinlearning ofobsolete behavioyratterns Knowl-
edge and behaviour, prior assumed tacbeect,can prove wrong or at least obsolete and,
therefore, is no longer of any relevance.

By a change of the macro structure organizational (un)learning processes can be stimulated. Of
course botmecessary factorstime andresources - must kevailablebecause learning proc-
esses need both to be able to safely move from one solid state to another.
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3 Extension of contract-net-based systems by Ol-components

Cooperative problersolving is divided inthe stages oproblem decomposition and distribu-
tion, solving ofthe subproblems andhe answesynthesis. Ifthe allocation of theroblem
happens through negotiations between agéhis,is called a negotiation-basetllti agent
system. The best known representative tlufse systems isthe contract-net approach
([Smit80], [SmDa81], [DaSm83]). Here tlpeoblem is decomposed bysaecificagent (the
manager) in independent sub-tasks. These sub-takdsevannounced fosolving to other
agents. If an agemelieves that he can solve amnounced sub-problem, he sendsdato the
announcingagent. Based on thaformation inthe bids, the manager selecthe best suited
agents and sends an award message to them.

Stephans and Merx [StMe88limmarizehe performance results of four methods of solution

with respect tesix differentscenarios of the pursuiroblent. One of the results dhis re-

search works was that negotiation-based systems are superior to autonomous agents. So far no
studies have been made wispect to the question, which way contract netsystems are

able to learn and tstore the learnthings beyondhe rudimentary individual level as a whole

or at least in partdearning onthe micro- and macro organizationavel). This questionvill

be investigated in the following.

Even a briefanalysis ofthe contract net approach shows tisitstrength aréflexibility / self
organization" and "problem inference". Significant deficits can be founthenareas of
"memory" and "learning" capability. An overall memory is neither at hordntended. The
learning capability suffers enormously by this lack.

Therefore the next section presentsay of how to extend the contract net approach by an
organizational memory.

Figure 1 shows a scenario withe agents. The dashdides indicatehe given possibilities for
negotiation in the contract net. In thecal databasethe agentsindividual knowledge is

stored. Tomake this individuaknowledge usefulor the organization, that is teay tostore
knowledge on the group or organizational level, new structures are necessary. It is proposed to
design an organizational memdoy the entire MAS or foseveralgroups of agents. The or-
ganizational memory can be implemented as an additional "memory-ggeetiy. 1). This

agent can either be addressed by new messageviyes have to bentroducedor, in the

1 The "pursuitproblem” hasbeen discussed by various researchers for several tgees,g.: [BeJa88],
[GaRo088], [Korf92], [StMe89], [StMe90], [Levy91] and our scenario
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simplestcase, thenessage types "request” and
“information”, as defined irthe contract net
protocol [Smit80],can be used. In aystem
like the one infig. 1 organizationalearning
can be established othe individual level.
Through the(semi-) autonomy othe several
agents each one of them daave local knowl-
edge,which hedoes noshare with the rest of
the system (organization). The knowledidat

is made availabléor the organization istored

in the organizationahemory.How the data is
storedand howmanyagents share eommon Figure 1: Extension of the contract net by an
organizational memory igransparent to the organizational memory

individual agents.

Local

' Organizational intelligent

To realizethe level of micro- and macro or- ‘ Multiagentsystem
ganizational learning withithe contract net, a " | organizationa
simple memory-agentilvno longer besuffi- [ Agents)

cient. As mentioned above, amongther Mr X <>
things the point for micro organizational ‘
learning is tochoose the best suited concept i ' [ roblemsohing
a givensituation. Thisdoes not, owonly on a j MAS
rudimentary basis, exist ithe contract net. e — |
There is indeed a message tymalled

"directed award"which has been built in the Figure 2: Extended multi agent architecture
protocol toavoid the negotiation process and

therefore to beable to assign #askdirectly. To handle fuzzy, uncertainpn-monotonous
knowledge etc. further extension must be made. Figure 2 shows the architecture we propose.

The original MAS will be extended by aecondevel, the level of the so-calledrganizational
agents. This organizational MAS is responsible for finding the coordination strategy best suited
for the given situation and for the control of its realization within the problem solving MAS.

Both multi agentsystems have accessth@ organizationainemory (viathe memory-agent(s))
so that organizational learning d¢ime individual levelcantake place without incorporation of
the organizational MAS. Negotiatiortake place ontwo different levels. Ornthe problem
solving levelthere is no change atl, whereas on the organizationevel the strategy for the
solution of the problem is regulated.
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The advantages of the chosen architecture are:

. Neither the failure of the organizational memory nor that of the organizational MAS leads

to a breakdown of the problesolving MAS becausthe negotiatioomechanismsrestill
available.

. Because of the strict separation of the organizational exterfsangshe basic system,
additional organizational and memory agents can be added later without any problem.

. Existing multiagentsystems can be extended with le$®rt than if theorganizational
capabilities have to be implemented in each (problem sohdgght. In addition, the
overall system has less redundancy.

At the moment there is naniversally validanswer to the question of hawany organiza-
tional agents W be needed and of hothey must be conceived mespect to macro organiza-
tional learningfor example. This Wl one of the subjects our &iture researchvork. In this
context itseems to be interesting to include several organizatageitswhich preferdiffer-
ent coordination strategies. These organizational agents wawkdth decide during a nego-
tiation process, which strategy fits best in the concrete situation.

4 Realization in a scenario

4.1 Description of the scenario

In thefollowing sectionghe extended contract net, as introduced in chapteill3enexam-
ined by aconcrete scenario. Theam question in thiontextis, how theefficiency and per-

formance of such a system can be improved by adopting organizational memory and learning.

Theimplemented scenario is basedtbe game "ScotlantYard”. A group offive agents tries
to catch a runaway (callddr. X) in a given number of moves. simplified map of London

with 199 fields is the playing board. The agents can move by taxi, bus or subway from one field
to another, whereby the availability and radius of the different means of conveyance differ from

one another (there are, fekample, only 14 fieldsvith a connection to the subway). Addi-
tional ferryboat connections canly beused by Mr. X. Aftereach ofhis movesMr. X has to
announcewhich means of conveyance heed. After severgindividually regulated)moves
during thegame he has to tell on whidleld heis. The purpose of thegame caronly be
achieved by a coordinated behaviour of the agents.
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4.2 The basic structure of the system

Two scenarios have been implemented. One non-learning reference scenahe @ndper
Ol-scenario, in which the concepts of chapter 3 have been implemented.

The implementation d¥ir. X is thesame inboth scenarios. Thaulti agentsystem (MAS) of

the non-learning scenario has been extendétin the Ol-scenario in such a way, that the
concept of Ol could be realized. The organizational MAS described in the previous chapter
consists of exactlpne agent who takes on thenction ofthe organizationainemory at the

same time.

4.2.1 Implementation of Mr. X

Concerningthe implementation oMr. X it should be remarked that he behaves in a determi-
nistic way. He Wi always makehe same decision ithe same situation. This is important for
the learning of the MAS and will be assumed in the following sections.

4.2.2 Implementation of the agent system

4.2.2.1 The negotiation process in the problem solving system

The agents' negotiation process e initiated, wherone of thengets thanformation of Mr.
X's last move. Thisgent therefore becomes tin@anager othe move andcalls on his combat-
ants togive him alist of their possible move3.he specificagent should sort thisst in such a
way, that his favoured move is at the top of the list. Based onlikisgbe manager computes
the best position foall agents. The resulting movaeefinally passed to thepecificagents. In
addition Mr. X. will be informed about the agents' new position.

The negotiatiormechanisntan be found in both tHearning andhe non-learning system. In
the former it vill only appear, if the situation is unknown to thestem. In this castae move
has to be negotiated, but then the manager is an organizational agent.
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4.2.2.2 Learning within the scenario

Within the (Ol-)scenaritearning can be manifested threelevels. Onthe simplest levethere

is the learning of the single agentsdjvidual learning, thatis, an agent caact faster, though
he only haghe same information. This measr example that amgent does nateed any
longer to compute a proposal, but can refer to a gtared one. Théime of hisreaction

(defined aghedifference betweethe moments othe request and the answelll wn average
decrease significantly (point (2) of the learning concept).

Learning onthe level of the system is reflected by changing coordinatioachanismsnjicro
organizational learniny In this scenaridhe result of dearningprocesss, that, if theglobal
state of thesystem isknown, the allocation of theoves to be executed can be mdulectly,
that is without the collection of the proposals.

In this scenarianacro organizational learningneanghe calculatedinlearning of former re-
actions to aspecificstate of thesystem. The space to be searched, that saythe fields, on

which Mr. X. could be,can forexample beeduced byexaminingtwo successivestates. The
resulting new information can cautbe system to deviate frortne reaction that wasssumed
to be "optimal” up to that time.

Example:

The data in this example are based on a real part of the playing board.

position of the agents  possible position of Mr. X  HRlag
63,78,82,109,131 | 64,80,81,98,112,114,125 NF
64,79,81,110,125 not interesting in this context  NF

Table 1a: hypothetical part of the organizational memory

The abbreviation "NF" ithe column "Flag" indicates, tha#lr. X was not found in the
states i and i+1. By the choice of moves, that led to state i+1, Mr. X was not found.

This is why the following can be deduced with the help of proper algorithms.

no. of move | position of the agents possible position of Mr| X Flag
[ 63,78,82,109,131 64,80,81,98,112,114,125 |NF
(limited to 80, 98, 112, 114)
i+1 80,79,101,110,114 not interesting in this context  NF

Table 1b: hypothetical part of the organizational memory
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The change in the agenb&haviour can be explained the failure of the initial version.
If the samestate of thegame is reached again aktt. X is notfound with the agents'
new position the space to search can be deduced to two fields (98 and 112).

The following sectionshows, how the negotiatiomechanismworks when organizational
memory and learning are included in the scenario.

4.3 Schematical run of a move in the Ol-scenario

Figure 3 shows the run ofraove inour scenario.The agent wheceivesthe information of

Mr. X's movecreates ®I-taskmessage whichctivates the orgaationalagent.Thereby he
becomes thenanager othe moveFor thechoice of the coordination strategy he refers to the
organizational memory. If hiends data that areuitablefor the current situation the negotia-
tion process can baropped and the tasksivbe directly allocated tdhe agents. Otherwise
the organizational agent initiates the negotiation process.

The boxes with the thick border representitivolved agents resp. Mr. X. Boxasith athin
border indicate the actions to be executed

by the organizational agent. X ]
N ofM

-
:
OI-TASK

Organizational
Agent

5 Presentation and Evaluation of
the Results e o5

Based on the scenarimentioned above,
this chapter Wl illustrate in how far an
extended contract net (eCN) that is ex
tended by organizationamemory and PROPOSAL
. . . Evaluate Proposals;
learning ability offers a faster and/or im- Get best non-
i conflicting positiol
proved solution as opposed to the con- :
ventional contract net (CN) without
learning capability. Lo

eV 9 0> '(\\.5/
— ‘“0,{ e o

State unknown

Request for
Move- Proposals

REQUEST
[A3] [A4] [AS]

State known

Final allocation
of the moves
to Al - A5

Figure 3: Run of a move
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Preliminary remarks:

The following considerations on complexity cleastyow that theseries otestscan covemonly
a small range of possibilities.

»  Starting positions:

According to the rules of the game, there are 20 potential stéididgfor the agents
and Mr. X. When the possible starting conditions are calculated,

0
éQG @z 38760 different positions are obtained.

*  Size of state space:

When trying tostore in the orgamational memonall states of the gam#henMr. X
is visible onthe board,approximately 8+180 records are obtainedddding those
situations wherMr. X is invisible and could stay on exacttyvo fields, the order of
magnitude of 4,6*183 records islready achieved. These numbelarify alreadythat
it is impossible testore the total opossiblestates okven thissmallscenario in the or-
ganizational memory. It is only possible to manage a small part efficiently.

Due to the large amount pbssible starting situations, a clever selectiosiwiilar paitions

had to be made to guarantee tha agents could meet witdready known systeratates
during the gameThis method can bgistified consideringhe fact thagenerallythe space to
search in real organizations definitely smaller.Several series dlests were gone through,
thereby slightly changinthe game parametelg.g.different number of moveafterwhich Mr.

X must reveahimself). Sinceall series otestsprincipally led tothe same resultnly one se-

ries of tests Vil be presented in detail anahalysed irthe following. Starting with asystem
with an empty organizational memory, from a baset of 50different starting positions 30
werearbitrarily chosen and playexhe after another. Thggameswere notplayedthrough, but
finishedafter afixed number ofmoves. In thesystem with memory, new game constellations
were stored so that tlsystem became "more intelligent” with increasing numbers of games. It
should be mentioned that duette enormously high number of possible game constellations
the organizational memory in our series of tests has always shown a linear increase.



-16 -

Comparison conventional -~ extended contract net

Figure 4 shows a comparison Of time per
move [s]
the performance of the eGhith
the CN. Forthis, themoves in 1209‘* \
the eCN wereclassified in two [t10o4~ — — — — — 7 I B
. 100 |
categories and the average de-, | Best- | Avr. |Worst negot]
. d f h 80 case | case| casejsysten
termined for each category. In o ime 163 | 18 0 1366 @ b
the Best-Case, thenove is al- |60

ready contained in the organiza-ig:
tional memory and musthere- |50 é §:N
fore not be negotiated. The| 1% ﬂ
Worst-Casemneans thathe move Best-  Average- Worst-

must be negotiated. The Aver- Cose  toee  Cowe
age-Case indicatethe average _ _

. ., Figure 4: Comparison CN. eCN
time that was needed to decide a
move inthe eCN. The dashed
line marks how long the negotiation ofreove would haveaken in average for the CN. The
graphic shows that thgain in timefor a move that mustot benegotiated is considerable. For
the measured data, the factor lies at almost 7offuerseries, it even neargpproached factor
10). However, despite davourably chosestarting positionsnot even everyl2th move was
already stored in the organizational memory. For this reason, the average time peronlyve is
about 10% lower than thteme neededor negotiated moves. Through the extreemamples
"Best-Case" and "Worst-Case" and tleey small organiational memory irthe test it is to be
expected that thefficiency gains othe eCN can bstill increased in furthetest runs.This
holds particularly true, since - owing to tireed number of movesour testscenario does not
consider the fact that the eOMsthe ability to learn and W therefore selecincreasingly
more favourable moves the course of théme, thusincreasinghe probability thatMr. X is
caught considerably more quickly.

Furthermore, figure hformsabout thepossible potential oéfficiency gains othe eCN com-
pared to the CN. I&ll moves werealreadystored in the orgarational memay, the "best-
case" would become the normal case. Adogrdo the graphical represertian, an efftiency
increase by factor 7 would thus becopussible. Thdollowing analysishowever, shows that
this statement should be made with care.
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Size of Organizational Memory

Figure 5 reflects amnalysis onthe relation

size of organi-

time per move andthe size ofthe organiza- (zational database

tional memory. This relation is first character-

ized by clearefficiency gains(shortening of
time per move) and a simultaneous increase
the organizational memory (medium-grey
area). Thesegains quickly é@crease in the
light-grey area and beconzero at thenter-

section of thdight-grey and dark-grey area of
the relation. The dark-grey area imally

characterized by an increasing organizational

of

[entries]

Al

>

time per
move [s]

memory and a simultaneougatease in effi-
ciency.

Figure 5: Time per move in dependence of

The decrease igfficiency and itsfinal rever-

sion intothe negative are caused by the over-

head for searchinthe organizationahemory.

the size of the organizational mem-

ory

From a certain sizthetime neededor searching a position greater than theme saved. By
means othe potentiabrder ofmagnitude othe organizationainemory, whichwas calculated
in the preliminaryremarks of thichapter, it can banderstood that these are inelevant as-

sumptions.
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Time Needed for Negotiated Moves

Figure 6 shows the range deviation for [number
thetime neededor negotiated moves in the A
eCN scenario. For representing tievidion 01
range, 10 equidistant intervals witbngth zz
15 and one opeimterval (length of move > ||
150 s) were selected and the number g,
moves, whichfall in these intervals, were|i5;
marked. 10
> H [l H time per
It can be deduced fronthe graphicthat 15 30 45 60 75 90 1051285 1505 move [s
there areconsiderable time differencdxet-

ween moves alreadstored in theorganiza- Figure 6: Range of deviation for the time

tional memory and moves which have to be needed for negotiated moves in the
negotiated first. Théollowing causes can be eCN
responsible:

1. Unsuccessful search in the organizational memory

Since only after comparison witll data of the aganizational memory it has besettled

that the searched state is not stored (negative decision), it can be assumed that unsuccess-
ful searching irthe organizationainemorytakes twice as long on average as in the case

of a positive decision, provided that the search is linear (as is the case in our scenario).

2. The negotiating mechanism

The time needetbr negotiationmay besubdivided into time consumédr communica-
tion and into time that eadgent needs faralculating higproposal. Theeommunication
time ofthe agents foexchanginghe orderand theresultingdatamay beneglected due
to the software architecture. Thime which eaclagent needs for drawing ins propo-
sal list is ofgreder interest.This time, inturn, is dependent on the agent's aghaaition
(how many possiblesuccessive fieldexist?), thenumber of possible fields &flr. X and
on the distance betwedns successive fieldand the positions dfir. X. The required
time increases in proportion to the number of possible successive positions of Mr. X.

3. Elimination of conflicts

Elimination of conflicts is dactor that is of nemallimportance. A conflicoccurs if at
leasttwo agents indicate theame field to thathey both want to move. Bgliminating
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this conflict, new conflicts can arise so tlggeat efforts toeliminate themmay be re-
quired. The following example illustrates this situation:

Example:
Two starting positions are given.
no. | starting position of the| position of Mr.
agents X
1 |10, 50, 76, 79, 182 196
2 |5,6,7,16,30 196

For those positions results:

no. | number of moves o time
be checked needed

1 20 54

2 11 78

Although for thefirst starting position almost twice asanysuccessive fields have
to be checked, theme needed amounts tmly 2/3 of that of starting position 2.
This isdue to the fact that starting position 1 is freearfflicts, whereas fostart-
ing position 2 many conflicts have to be solved first.

The above considerations suggestiassification ofthe negotiatednoves into three catego-
ries. The first categorfmedium-grey) is characterized by a conflict-free positionarig few
possible fieldsfor Mr. X. In the second categoilight-grey), either conflictoccur or the
number of possible field®r Mr. X is relatively high.The last category (dark-gregpmbines
both negative properties.

On the whole, the graphic depicts thateally "intelligent” systenshouldnot storeall game

constellations, bubnly thosewhich do at leastot belong tothe medium-greycategory. Thus
it is guaranteed that on the one hand, rtil@morydoes notincreasetoo much, and on the
other hand, in case of a hit a profit as high as possible is obtained.
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6 Conclusion

This paper has outlined thatcantract netan be extended by an organizatiom&mory and
learning capabilities in a way that it me#ts high requirements on computer-aided systems to
a highdegree. Thaeimulations performed witthe help of a game scenario have shown that an
extension of theontract net by an orgemational memory can considerably impraeféciency
and capacity of this approach.

In further research, on the om@ndour simulations wi be further improved byincluding
other DAIl-approaches intour series oftests, thusallowing a comparison of differefAl-
approachesSimultaneously, we il continue towork on constructiomnd performance of the
organization MAS obur extended contract net. particular the question is concerned how
many and which organization agents can be linked in which way.

The long-term goal of the reseansbrk is todesign aconcept thabrganizationally intelligent
MAS can be productively useaslithin real organizations. Whether this goal can be achieved,
depends very much dhe success afesigning a referenaachitecture for cooperative (DAI)
systems. Such an architecture is necessanydar toenablethe integration oflifferent soft-
ware systems.
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