
Convincing online consumers to purchase
Empirical studies on online advertising, mobile advertising, 

user generated content and social shopping tools

Sascha Leweling



 
 

Convincing online consumers to purchase: Empirical studies on online adver-
tising, mobile advertising, user generated content and social shopping tools 

Inauguraldissertation zur Erlangung des akademischen Grades eines Doktors 
der Wirtschaftswissenschaften durch die Wirtschaftswissenschaftliche Fakultät 

der Westfälischen Wilhelms-Universität Münster 

vorgelegt von 

Sascha Leweling, M.Sc. 



 
 

Dekanin:     Prof. Dr. Theresia Theurl 

 
Erstgutachter:    Prof. Dr. Thorsten Wiesel 

Institut für Wertbasiertes Marketing 

Westfälische Wilhelms-Universität Münster 

 

Zweitgutachter:    Prof. Dr. Kay Peters 

SVI-Stiftungsprofessur für Dialogmarketing 

Universität Hamburg 

 

Tag der mündlichen Prüfung:  20.04.2017



 

Sascha Leweling 

Convincing online consumers to purchase 

 



 

 

Wissenschaftliche Schriften der WWU Münster 

Reihe IV 
Band 15 

 



 

 

Sascha Leweling 

Convincing online consumers to purchase 

Empirical studies on online advertising, mobile advertising, user 
generated content and social shopping tools 
 



Wissenschaftliche Schriften der WWU Münster  
herausgegeben von der Universitäts- und Landesbibliothek Münster 
http://www.ulb.uni-muenster.de 

Die Publikation ist Teil der Dissertationsreihe des Instituts für Wertbasiertes Marketing. 

Bibliografische Information der Deutschen Nationalbibliothek: 
Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der Deutschen Nationalbibliografie; 
detaillierte bibliografische Daten sind im Internet über http://dnb.d-nb.de abrufbar. 

Dieses Buch steht gleichzeitig in einer elektronischen Version über den Publikations- und 
Archivierungsserver der WWU Münster zur Verfügung. 
http://www.ulb.uni-muenster.de/wissenschaftliche-schriften 

Sascha Leweling 
„Convincing online consumers to purchase. Empirical studies on online advertising, mobile advertising, 
user generated content and social shopping tools “ 
Wissenschaftliche Schriften der WWU Münster, Reihe IV, Band 15 
Verlag readbox publishing GmbH – readbox unipress, Münster 
http://unipress.readbox.net 

Zugl.: Diss. Universität Münster, 2017 

Dieses Werk ist unter der Creative-Commons-Lizenz vom Typ 'CC BY-SA 4.0 International' 
lizenziert: https://creativecommons.org/licenses/by-sa/4.0/deed.de 
Von dieser Lizenz ausgenommen sind Abbildungen, welche sich nicht im Besitz  
des Autors oder der ULB Münster befinden. 

ISBN 978-3-8405-0184-5 (Druckausgabe) 
URN urn:nbn:de:hbz:6-68109734122 (elektronische Version) direkt zur Online-Version: 

© 2018 Sascha Leweling 
Alle Rechte vorbehalten 

Satz: Sascha Leweling 
Titelbild: Sascha Leweling 
Umschlag: ULB Münster 



I 
 

Foreword 
Online shopping is common for us nowadays. While we as consumers mostly 
favor our more or less unlimited shopping opportunities, those unlimited oppor-
tunities mean several challenges for marketers. One of the biggest challenge is 
how to stand out and generate attention for the firm’s product or the service in 
this cluttered digital environment. Display advertising is a common way to 
overcome this challenge. Display ads are served in the traditional online chan-
nel (using PCs and laptops) and the mobile channel (using smartphones and 
tablets). These channels differ in usage situation and consumer behavior and 
those differences should be taken into consideration when doing display adver-
tising. Besides these ways of getting customer to visit one’s website, marketers 
also need to be aware of the fact that consumers like a more social shopping 
environment (e.g., by relying on other consumers’ opinions) when making pur-
chase decisions. 

This dissertation, entitled “Convincing online consumers to purchase: Empiri-
cal studies on online advertising, mobile advertising, user generated content 
and social shopping tools”, by Sascha Leweling focusses on three core research 
questions that are extremely relevant for both academia and practice: (1) Are 
display ads more effective if they match the consumer's interest in the product? 
(2) Do consumers react differently to display ads presented on mobile devices 
compared to conventional devices (e.g., desktop computers)? (3) Do consumers 
spend more money when they use purchase aids such as user generated content 
or social shopping tools? After introducing and presenting the overall frame-
work of the dissertation, the following three chapters cover three empirical 
studies aimed at answering the above three research questions. 

Thereby, Study 1 addresses the first research question. Advertisers face the 
problem that they mostly cannot “observe” how interested the consumer is in 
the advertised product. A good display ad should match the communication 
goal of the advertiser but also match the interest of the consumer. Sascha Lew-
eling proposes that based on the unobservable interest of a consumer different 
ad characteristics (i.e., ad message and ad format) should be served and differ-
ent targeting options should be used. To estimate this unobservable interest, 
Sascha developed a Hidden Markov Model and examines the transitions be-
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tween certain interest states and how ad characteristics and targeting options 
influence these transitions based on a dataset of an American travel and tourism 
company. Based on the results, the implications for managers are that adver-
tisements that correspond to the consumer’s state of interest lead to improved 
online advertising performance. 

Study 2 addresses the second research question. Mobile marketing is on the rise 
and consumers visit the internet more often with mobile devices. Research in 
the mobile channel is sparse. But researchers agree that the mobile channel is 
conceptually different from the traditional online channel. But, what do those 
differences actually mean for your mobile marketing campaigns? Therefore, 
Sascha conducted a quasi-field experiment in order to examine whether or not 
the behavioral outcome of consumers and consumers’ reaction to display adver-
tising is different when a consumer visits the website with a mobile or a con-
ventional device (e.g., desktop computer). In doing so, he shows randomized 
display ads to the visitors of the website and analyzes the differences in cus-
tomer reactions. He finds that click through rates for mobile ads are lower than 
for desktop devices. However, the location of the advertisement on the website 
affects this result – advertisements further down the website get more frequent-
ly clicked on mobile devices opposed to desktop devices. There is no signifi-
cant difference between ads at the top position between these two channels. 

The final research question is addressed with Study 3. Using the online channel 
as a distribution channel faces retailers and manufacturers with two challenges: 
Consumers using the online channel cannot evaluate the products before-hand 
and, moreover, shopping lacks the social experience of offline stores. Retailers 
try to overcome these limitations by offering user generated content and social 
shopping tools in their online shops. But, what is the effect of the usage of 
these two tools on customer revenue and customers’ return behavior? Sascha 
finds that customers who use user generated content produce higher gross reve-
nues for the retailer. Surprisingly, these customers also have higher return rates. 
However, they still generate significantly higher net revenues for the retailer. 
He also finds that social shopping tools do not affect the customer’s revenue on 
average. Therefore, retailers should stimulate the use of user generated content 
because active users seem to be more loyal to the company and buy more. Fur-
thermore, active consumers provide important information for passive consum-
ers that they can use for their purchase decision.  
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Overall, the dissertation by Sascha tackles a very interesting, relevant, and 
timely topic. Thereby, Sascha offers many useful answers to the above men-
tioned main research questions and uses highly sophisticated methods to derive 
rigor managerial implications. This dissertation is a great piece of academic 
work that is very relevant to the business word. I can only applaud Sascha for 
his great achievement and wish all readers a lot of fun and insights reading the 
dissertation. 

Finally, I want to thank Sascha for his hard work at the Institute for Value-
Based Marketing (IWM) at the Marketing Center Münster (MCM) at the Uni-
versity of Münster. Sascha was one of the first two PhD students we supervised 
in Münster. Together with Simon, the two assisted us a lot in making the transi-
tion from the Netherland to Germany and building the institute. We together 
developed our “Start-Up” and I truly believe it is and will continue to be a huge 
success – not possible without the help, engagement, and time of Sascha. While 
Simon was a “take-away” from Groningen, Sascha studied in Münster and 
hence was a very valuable source for us in order to get acquainted with Mün-
ster, the student body, and the new colleagues – lots of interesting insights! All 
of us learned a lot during that time at Münster, whereas sometimes also the 
hard way. During that time, we developed a kind of theme that there are two 
things we would love students to take away with them from Münster: (1) Roots 
in terms of an excellent academic and practically relevant education and the 
being together at the IWM and (2) Wings in terms of free and critical thinking 
in an environment that allows making mistakes and where own creative ideas 
are more than welcome. This then leads hopefully to a long lasting relationship, 
true to the motto: “PhD Student for a few years, Alumnus for a life!”  

Sascha, thank you very, very much for the time together in Münster! I hope that 
you got your roots and use your wings now – I am very optimistic that you do so. 

 

Prof. Dr. Thorsten Wiesel 

Münster / July 11, 2018 
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1 Introduction 
Today, consumers spend more and more time on the internet browsing, com-
municating with others or searching for information (e.g., Ofcom 2015). Given 
that trend, firms are wondering how to use the internet to acquire customers. 
Generating attention for and interest in a firm’s offerings is, however, difficult 
for marketers because the internet is cluttered and consumers have limited cog-
nitive resources (Pieters et al. 2002, 2007). Nevertheless, marketers have in-
vested heavily in online display advertising in the last years and continue to do 
so (Statista.com 2017). Especially, targeting approaches for display advertising 
have received a lot of attention recently (Statista.com 2014). Yet, previous re-
search suggests that targeting approaches might only be effective when they 
consider a consumer’s interest in the advertised product or service. This insight 
is valuable but little surprising. However, to consider a consumer’s interest in a 
firm’s offering when displaying online ads is challenging. Marketers cannot 
observe a consumer’s interest in a firm’s offering; rather a consumer’s interest 
is latent (i.e., not observable). Yet, if marketers were able to derive a consum-
er’s interest and consider this interest when displaying online ads, they might 
be able to improve the effectiveness of online display ads. Such a more fine-
tuned display of online ads might also address current criticism from consumers as 
well as from marketers with respect to display advertising (Hoskins 2013).  

When using display advertising, marketers also face the challenge that consum-
ers use various devices to go online such as desktop computers, laptops, tablets 
and mobile phones (Ratcliff 2014). These devices differ, among other dimen-
sions, with respect to the usage situation (e.g., in public vs. private, crowded vs. 
uncrowded environments, rather silent vs. noisy environments) and the screen 
size. Moreover, previous research suggests that consumers behave differently 
when using different devices (Ghose, Goldfarb, et al. 2013). When marketers 
use online display advertising to attract customers, the device consumers are 
using might moderate the effectiveness of such ads. However, previous re-
search provides little insights into the influence of the device on consumers’ 
reactions to online display ads. Having such knowledge would enable market-
ers to improve the effectiveness of online display ads on various devices. 
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If marketers succeed in attracting consumers to their website and they also offer 
the opportunity to buy online, they face the challenge to stimulate purchases. 
Only because the consumer is interested in an offering and attracted to the web-
site, does not ensure that he or she will actually purchase and keep the product. 
Nowadays, firms offer user generated content (e.g., product reviews) and social 
shopping tools to facilitate the purchase decision (Zhu et al. 2010). However, 
we have little knowledge about the effectiveness of such information and tools. 
Previous research focuses on the effects of user generated content on aggregate 
product sales and the design of social shopping tools rather than on the individ-
ual-level effects on customers’ purchasing behavior and customer revenue.  

To sum up, marketers face three critical challenges today: 

1. Improving the effectiveness of online display advertising by serving ads
that stimulate a consumer’s latent interest in the firm’s offering.

2. Improving the effectiveness of online display ads by serving ads that
match the device a consumer is using.

3. Offering information such as user generated content and social shopping
tools that facilitate purchase decisions and affect the value generated from
customers positively.

These challenges are the focus of this dissertation and are depicted in Figure 1-1. 

Figure 1-1: Outline of dissertation
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The first challenge deals with serving relevant advertising impressions with the 
goal to generate interest. This means that an ad should stimulate a consumer’s 
interest and affects a consumer’s behavioral response to an ad positively. But 
websites are cluttered and it is challenging to create consumer interest through 
online display advertising (Cho and Cheon 2004; Drèze and Hussherr 2003). A 
problem for marketers is that they do not know how interested a consumer is in 
the advertised product or service. To create interest and a favorable behavioral 
response (e.g., click, visit), many marketers use obtrusive and highly targeted 
ads that stand out on a webpage (Moses 2014). Targeting uses information 
about consumers’ profiles or browsing behavior (Bleier and Eisenbeiss 2015; 
Bruce et al. 2016; Goldfarb and Tucker 2011; Lambrecht and Tucker 2013; 
Trusov et al. 2016). But ultimately, consumers might be annoyed by those 
kinds of ads. Marketers need a good understanding what ad to serve to a specif-
ic consumer at a certain point in time to effectively create interest and a favor-
able behavioral response (Urban et al. 2014). This challenge leads to the first 
research question, which will be answered in Chapter 2 of this dissertation: 

RQ1:  Can marketers improve the effectiveness of online display advertising by 
   serving ads that match a consumer’s latent interest in the firm’s offering? 

To address this research question, we develop a Hidden Markov Model to esti-
mate a consumer’s latent interest in the firm’s offering. We use a dataset con-
sisting of clickstream data from an American travel and tourism company. In 
total, we have information about approximately 80 million cookies with over 
300 million impressions. We draw a sample out the dataset to make the estima-
tion feasible. We find that different ad messages, ad formats and targeting ap-
proaches vary in their influence on consumers’ latent interest and behavioral 
response. We find that the used targeting approach has the biggest influence on 
consumers’ interest state and behavioral response. The ad format also has dif-
ferential effects but interestingly the ad message only has an effect when the 
consumer has little interest in the firm’s offering, but not when he/she has a 
high interest. These insights offer valuable managerial implications which will 
be outlined in Chapter 2 of this dissertation. 

Yet, consumers not only go online with desktop computers but also with mo-
bile devices (Ratcliff 2014). Studies show that consumers browsing behavior is 
affected by the device they are using (Ghose, Goldfarb, et al. 2013). For exam-



ple, search costs are higher when using mobile devices, implicating that con-
sumers process more information that is placed at the beginning of the website. 
Furthermore, mobile devices imply unique features such as portability (i.e., 
screen size) and they are used in different situations than desktop computers 
(Grewal et al. 2016). Marketers need to be aware of the differences and design 
their advertising in a way that it fits to the device a consumer is using. 

However, marketers often serve the same ads on the devices (Patel et al. 2013). 
That is, there is little to no differentiation between serving display ads on desk-
top computers compared to mobile devices. We also have little academic 
knowledge about the effectiveness of ads displayed on desktop/laptop compu-
ters and mobile devices. On a product level, products that feature high 
involvement and are of utilitarian nature seem to be more suitable for mobile 
display advertising (Bart et al. 2014). On a campaign level, marketers should 
serve both channels simultaneously because the probability that a consumer will 
click on an ad is higher (Ghose, Han, et al. 2013). But so far, there is no study 
addressing the question whether the device used by the consumer affects the 
effectiveness of display ads. To the best of our knowledge, there is no study 
that compares the behavioral outcome of display ads comparing the mobile 
channel and the traditional channel leading to the second research question of 
this dissertation: 

RQ2:  Can marketers improve the effectiveness of online display ads by serv-
   ing ads that match the device a consumer is using? 

To address this research question, we design a quasi-experiment and investigate 
differences in consumers’ click behavior considering the device used by the 
consumer. We find that in general consumers click less on display ads when 
using a mobile device. However, a display ad further down the website increas-
es the probability to be clicked up to a certain amount of impression for the 
mobile device compared to the traditional device. There is no significant differ-
ence between ads at the top of the page between these two types of devices.  

Display advertising aims to create awareness and to attract consumers to a 
firm’s website. Once they have the attention and the consumer visits the web-
site the question is what makes them purchase the product. To help consumers 
to make a purchase decision, most online retailers offer additional information 

4 



5 

next to product information. Such additional information may be product re-
views and Q&A boards (i.e., user generated content) but also social shopping 
tools like collaborative shopping and sharing opportunities. These information 
and tools are supposed to address the lack of information about products and 
the lack of social experiences in an online environment. As such, it is critical 
for marketers to know whether these information and tools actually affect indi-
vidual consumers’ purchasing behavior. Previous literature on user generated 
content shows that products reviews affects product sales (Babić Rosario et al. 
2016; Floyd et al. 2014). However, these studies implicitly assume that con-
sumers consider user generated content if it is available on a webpage. This ap-
pears to be a rather strong assumption and we, thus, have no knowledge wheth-
er the actual consideration of user generated content affects consumers’ pur-
chasing behavior. Moreover, the literature on social shopping tools focusses on 
the design of such tools and does not study the impact of such tools on con-
sumers’ purchasing behavior (Kim et al. 2013; Zhu et al. 2010). These two gaps 
in current knowledge lead to the third research question of this dissertation: 

RQ3:  Do user generated content and social shopping tools facilitate purchase 
decisions and affect customer revenue positively? 

To address this research question, we use survey data and transaction infor-
mation from a large Dutch online retailer for a sample of more than 2,000 cus-
tomers. We consider potential self-selection effects and find that customers 
who consider user generated content are more profitable for the retailer alt-
hough these customers also return more. Customers who contribute content 
generate higher net revenues than customer who just consume user generated 
content. This result highlights the value of customers who are actually contribu-
ting content on a firm’s website for the firm. These customers improve the 
value of the website for other consumers and are the better customers because 
they generate high revenues. We further find that social shopping tools have 
little effect on customers’ shopping behavior. We summarize the studies of this 
dissertation in Table 1-1.
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2 Effect of ad characteristics and targeting options 
on display ad effectiveness

2.1 Introduction 

Marketers who use online display advertising to create interest in their offer-
ings have to consider what ad is most relevant for a specific consumer to create 
interest at a certain point in time. The ad message (e.g., brand-related, sales-
related messages), ad format (e.g., obtrusive vs. non-obtrusive ads) and also the 
targeting approach (e.g., content integration, retargeting) influence an ad’s rele-
vance for a consumer. However, an ad’s relevance also depends on a consum-
er’s actual interest in the firm’s offerings which is affected by previous encoun-
ters with the firm. However, a consumer’s interest in the firm’s offerings is not 
observable and, thus, latent. 

Clickstream data can provide some information of a consumer’s interest in a 
firm’s offerings. Moreover, the ad message, ad format and the targeting ap-
proach might enhance a consumer’s interest. However, certain ad messages, ad 
formats and targeting approaches might even decrease a consumer’s interest in 
the firm’s offering. Yet, our knowledge about the influence of ad messages, ad 
formats and targeting approaches on consumer’s interest and behavioral re-
sponse (i.e., clicks and visits) is limited. Previous research has either focused 
on ad messages (Braun and Moe 2013; Drèze and Hussherr 2003), ad formats 
(Goldfarb and Tucker 2011) or targeting approaches (e.g., Bleier and 
Eisenbeiss 2015; Ghose and Todri 2016; Hoban and Bucklin 2015; Lambrecht 
and Tucker 2013; Trusov et al. 2016). The only exception is Bruce et al. (2016) 
who consider ad message, ad format, and the targeting approach when studying 
the effectiveness of display advertising. Moreover, previous research has not 
paid much attention to the role of a consumer’s interest in the firm’s offerings 
so far. The main approach for including consumer’s interest is using observable 
metrics, like previous website visits. For example, advertisers use retargeting 
when the consumer visited an online shop (Bleier and Eisenbeiss 2015; 
Lambrecht and Tucker 2013). Another approach is defining consumers interest 
by using past observable behavior metrics like previous website visits or regis-
tering at the website (Hoban and Bucklin 2015). But so far no study included 



8 

consumer’s interest as latent. Moreover, no study let the interest be a variable 
that can change based on different encounters with the firm. 

It is the aim of this study to assess the effect of ad messages, ad format and 
targeting approaches on consumers’ latent interest in the firm’s offerings 
and behavioral response. We use a unique dataset from an American travel and 
tourism company. The data contain information about individual ad exposures. 
Therefore, we have records on each impression, each click (and therefore a re-
sulting website visit) and website visits that were not directly caused by a click 
on the respective ad. Moreover, we have information about the targeting ap-
proach (i.e., content integration, content amplification, behavioral targeting, 
retargeting), the type of ad message (i.e., brand-, product- or sales-related mes-
sage) and whether the ad was obtrusive or not. Furthermore, we have click in-
formation on other digital advertising media like search and email. These forms 
of digital advertising are usually conducted by different agencies and it is 
common to only have click information and no information about the impres-
sions (Abhishek et al. 2012; Ghose and Todri 2016). 

Using this dataset, we develop a Hidden Markov Model (HMM) with the inter-
est of the consumer as latent states. We are the first study that combines the 
effect of ad messages, ad format and targeting approaches considering a con-
sumer’s latent interest state. Furthermore, we add encounters with other adver-
tising formats like search and email as covariates. We contribute to research by 
modeling the consumer’s interest state as unobservable and use only click-
stream data to estimate the interest state. Our contribution to practice is giving 
guidelines with respect to the influence of ad messages, ad format and targeting 
approaches on consumers’ interest and behavioral response. Therefore, we are 
able to provide implications what ad to serve to a certain consumer at a certain 
point in time.  

The remainder of this chapter is as follows. The next section provides a litera-
ture review of online display advertising. Afterwards the HMM is introduced. 
After the description of the available data, we show the results and provide 
managerial implications. This chapter closes with limitations of the model and 
future research possibilities.  
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2.2 Literature review 

This literature review considers current knowledge about the influence of dif-
ferent ad messages, ad formats and targeting approaches on consumer’s latent 
interest in the firm’s offerings and, ultimately, consumers’ behavioral reactions 
to online display advertising (i.e., clicks and visits; Abhishek et al. 2012; Braun 
and Moe 2013; Li and Kannan 2014; Xu et al. 2014).  

Effects of ad messages are well researched in traditional advertising like TV 
advertising (e.g., MacInnis et al. 2002). Research about online advertising fo-
cusses on different types of ad messages such as brand-related (Drèze and 
Hussherr 2003), product-related (Bruce et al. 2016) and sales-related messages 
(Bruce et al. 2016) and their effects on clicks or brand recall. Yet, the studies 
do not take into account that an ad’s relevance depends on a consumers’ inter-
est in the firm’s offerings. A first indication that different messages can have 
different effects can be found in Braun and Moe (2013). They find that it could 
be more effective to serve different ads to consumers to increase the click prob-
ability. However, they do not differentiate between the messages. Thus, we 
have little knowledge about the effectiveness of different ad messages.  

The format of a display ad can be divided into obtrusive ad formats and non-
obtrusive (standard) ad formats. Since 2003, the Interactive Advertising Bureau 
(IAB) publishes display advertising creative format guidelines to facilitate the 
serving of display ads (IAB 2015). Obtrusive formats usually have a higher 
viewability (e.g., interstitials which interrupt the browsing experience). Non-
obtrusive ad formats have been investigated by previous research (Bruce et al. 
2016; Goldfarb and Tucker 2015; Kuisma et al. 2010). The effect of obtrusive 
ads is rather sparse with the notable exception of Goldfarb and Tucker (2011). 
The authors used survey data to evaluate the effect of obtrusive display ads on 
purchase intention. However, they did not consider the effect of obtrusive ads 
on consumers’ actual response.  

The targeting option determines where the consumer sees the ad and, more im-
portantly, what consumers see the ad. Whereas ad message and ad format are 
part of the design process, the targeting decision determines the audience. Early 
research shows that a precise targeting can have a positive effect for advertisers 
(Chatterjee et al. 2003). Later studies support this finding (Hoban and Bucklin 
2015; Trusov et al. 2016). Among other targeting options, four strategies are 
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commonly used: content integration, content amplification, retargeting and be-
havioral targeting. 

With content integration, the content of the ad fits the content of the website 
(Goldfarb and Tucker 2011). The underlying idea is that the audience of the 
website fits the audience that the firm wants to see the ad. A previous field ex-
periment shows that this strategy increases purchase intention. Consumers that 
are browsing the website are more prone to the ads because their mindset is al-
ready triggered for certain information. Hence, the firm’s ads are less seen as 
annoying advertising but more as useful information. However, the ads should 
not be too obtrusive since this reverses the effect on purchase intention 
(Goldfarb and Tucker 2011). 

Content integration targets a whole audience of a website. A similar approach 
is to target websites where the desired audience most likely spends their leisure 
time. This strategy is called content amplification. It is different from content 
integration in a way that it does not serve the ad that it matches the content of 
the website but matches the interest of the desired target group (e.g., the target-
ed audience is more likely to spend their time on the same news websites). This 
kind of targeting option was not part of previous research; hence this is the first 
study to include this option. 

The previous mentioned targeting options, content integration and content am-
plification, show similar characteristics to classic TV advertising. Advertisers 
define a target audience and want to serve the ads in places where the consumer 
is most likely to be. However, online technologies allow more detailed target-
ing on a personal level, called micro-targeting. A common used micro-targeting 
option is retargeting (Bleier and Eisenbeiss 2015; Lambrecht and Tucker 2013). 
When a consumer visited a website or browsed a product in an online shop, 
the advertiser has the information that the consumer has been in contact 
with the product before. They assume that the consumer is interested in the 
product and show him or her related ads. Advertisers expect retargeting to in-
crease the effectiveness of display ads. However, current research shows that 
surprisingly such micro-targeted ads are ineffective on average (Lambrecht and 
Tucker 2013). They become more effective when the consumer has a clear idea 
of what to buy, which is determined by the consumer’s activity on review web-
sites (Lambrecht and Tucker 2013). Moreover, retargeting varies by the degree 
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of personalization which also affects consumer’s response to those ads (Bleier 
and Eisenbeiss 2015). 

In recent years, more advanced micro-targeting strategies have evolved. Anoth-
er approach is behavioral targeting where the goal is to predict the consumer 
profile based on the previous browsing history that is stored in a cookie of the 
computer. Based on the predicted profile, the ad with the highest click probabil-
ity will be served. In contrast to retargeting, the consumer does not need to 
have previous encounters with the brand. Very few research is conducted with 
respect to this targeting option with the exception of Trusov et al. (2016). They 
predict user profiles using topic modeling and third-party data (which serves as 
a proxy for consumer’s interest). Furthermore, they show that the click-through 
rate increases when a company uses such profiles for targeting. However, the 
use of third party data is not always feasible for a company (e.g., because of 
legal concerns), therefore another approach is needed for estimating the con-
sumer’s interest. 

In general, previous research has largely ignored the mediating role of consum-
er’s interest in the advertised product. However, Abhishek et al. (2012) show 
that a consumer’s interest state has an impact on his/her behavior, meaning that 
the behavioral response to display advertising depends on the interest state. 
Other research includes consumer’s interest with observable metrics. This 
means they observe consumer behavior and based on the observation they spec-
ify how interested the consumer might be in the product. Hoban and Bucklin 
(2015) build a purchase funnel and differentiate between non-visitors, visitors, 
authenticated users and converted customers. They find display ad cause posi-
tive behavioral outcomes in most stages, but not for visitors who did not create 
an account. Ghose and Todri (2016) also include a funnel-like specification in 
their study that focuses on observables. They connect the touchpoints (advertis-
ing exposure, website visit etc.) for each consumer and construct a purchase 
funnel. Their main goal is to get insights about the attribution of different ad-
vertising media rather than optimize the serving of display advertising. Howev-
er, they find that exposure to display advertising might increase the interest in 
the advertised product. But they did not split the ad characteristics in ad mes-
sage and ad format and did not specify interest as a latent construct. Xu et al. 
(2014) model the path to purchase from consumers and how different ad for-
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mats (e.g., display, search) influence the consumer. Again, the focus is not on 
display advertising, but more on attribution to various digital media. 

All these studies drop the fact that interest can also diminish over time. These 
studies use a classical purchase funnel that narrows down over time. In con-
trast, we focus on evolution of interest that can dynamically change after every 
impression. Moreover, the advertiser does not know how interested the con-
sumer is when sitting in front of the computer. Previous observable metrics like 
browsing on related websites or related search queries might suggest that inter-
est is present, but this can have changed over time. We are the first study that 
uses interest as a latent construct that can be influenced by ad message, ad for-
mat and the way the consumer is targeted. 

Table 2-1 shows the current literature in display advertising, and demonstrates 
that the effect of different ad messages, ad formats and targeting approaches on 
consumers’ interest and behavioral response is not well researched yet. We, 
thus, have little knowledge what the influence of ad messages, ad format and 
targeting approaches are on consumer’s interest and, ultimately, their behavior-
al response to display ads. This chapter aims to close this gap.  
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2.3 Conceptual model and modeling approach 

In this study, we consider a consumer’s latent interest in a firm’s offering and 
the influence of ad messages, ad format and targeting approaches on this latent 
interest. A consumer’s interest then affects his/her behavioral response to a dis-
play ad. A behavioral response can be a click on the ad (which results in a web-
site visit) or a later direct visit on the website. Figure 2-1 shows our conceptual 
research model. 

Figure 2-1: Conceptual model 

At any given time t when an ad is served to consumer i, a consumer updates 
his/her interest in the firm’s offerings. Since every consumer is different, the 
updating process varies across consumers. Three outcomes are possible for the 
updating process. First, an ad might increase a consumer’s interest in the firm’s 
offering; a transition to a higher interest state occurs which, finally, results in a 
higher probability to react to the ad. Second, the ad does not affect a consum-
er’s interest state and, thus, probability to react to the ad. Finally, the ad results 
in a lower interest in the firm’s offerings and the probability to react to the ad 
decreases. At a new timestamp t+1 this process repeats until the advertiser is 
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not showing a related ad to the focal consumer. The update process is influ-
enced by the ad message, the ad format and the targeting approach the advertis-
er chooses. The targeting option also influences where (i.e., on which website) 
the consumer sees the ad. To control for other ad types, such as search and 
email, we add covariates that indicate whether the consumer was in contact 
with the brand before display exposure. As mentioned, when serving display 
ads, the advertiser (if at all) has only information about search and email clicks, 
not about the number of impressions (Abhishek et al. 2012; Ghose and Todri 
2016). The effect of previous ads is implicitly stored in the current interest 
state. For example, if previous ads had a negative impact on consumer’s inter-
est, the processing of a new ad at any given time t is different compared to a 
different, more positive interest at that time. With this approach, we close the 
gap in the literature: An ad is evaluated by the consumer, given his/her interest. 
The interest is influenced by ad format, ad message and the targeting approach. 
The targeting determines which consumer sees the ad and where the consumer 
sees the ad. The interest is determined on clickstream data alone and no addi-
tional third-party information is needed. 

The latent interest states can either be continuous or discrete. Continuous states 
have the disadvantage that we cannot observe clear rules when a consumer 
switches the interest state. A discrete number of states is, thus, preferred, and 
we can use a Hidden Markov Model (HMM) to estimate the latent interest 
states. HMMs are emerging in marketing (Kumar et al. 2011; Luo and Kumar 
2013; Montoya et al. 2010; Netzer et al. 2008; Schweidel et al. 2011). They are 
used to identify hidden states based on observable data. In our case, we see 
whether a consumer interacted with the brand by either clicking on an ad or by 
visiting the website.  

An HMM is determined by three components: the initial state membership, the 
transition matrix and the probability to react. The initial state membership rep-
resents the starting point in the analysis. The transition matrix determines the 
switching probabilities between the hidden states. In our case, ad messages, ad 
formats and targeting approaches influence the transition probabilities. The 
probability to react determines how likely it is that the consumer shows a fa-
vorable behavioral response (i.e., click or visit). The next chapters explain the 
modeling of the three components in more detail. 
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2.3.1 Initial state probabilities

The initial state probabilities are needed to identify the model. Since the states 
are latent, there are two approaches to solve this issue. Let is denote the initial
state membership, where i  identifies the individual and s  represents the hidden 
state. Since is  are probabilities the following two conditions hold: 0is   and 

1
1NS

iss



 , where NS  represents the number of states. There are several pro-

cedures to identify the initial state probabilities. A common approach is to use 
the stationary distribution of the transition matrix (MacDonald and Zucchini 
1997, p. 79). The stationary distribution can be calculated by solving i i iπ πQ , 
where iQ  is the transition matrix with all the covariates set to zero. Since we 
already know that 

1
1NS

iss



 , we can replace the last equation by this expres-

sion and use a standard procedure for solving linear equations. 

The easiest way is to set 1i  to 1 and the remaining is  to 0. This means that 
all individuals start at state 1 which represents a low interest in the firm’s offer-
ing. This approach also helps us to model an interest path where we start at a 
low interest state and observe transition behavior over time. The modeling of 
the transition matrix follows next. 

2.3.2 Transition matrix 

The transition matrix determines the probability to switch the latent interest 
state. The general form of the transition matrix is: 

11 12 13 1 1 1

21 22 23 2 1 2

31 32 33 3 1 3

1 2 3 1

it it it it NS it NS

it it it it NS it NS

it it it it NS it NS

itNS itNS itNS itNSNS itNSNS

q q q q q
q q q q q
q q q q q

q q q q q





 



 
 
 
 
 
 
  





     


i,t -1 tQ (1) 

with 'itssq  representing the transition probabilities of state s  to state 's  of indi-
vidual i  in time t  and NS  represents the number of latent interest states. Simi-
lar to recent research (e.g., Netzer et al. 2008), we let our variables of interest 
(i.e., ad messages, ad format, and targeting approaches) influence the transition 
probabilities. 
Additionally, we also control for the exposure to other ad types (e.g., search, 
email). Marketers have only information whether a consumer has clicked on 
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other ad types or not previously, but lack information on the number of impres-
sions. We, therefore, only consider dummy variables whether a click on another 
ad type has occurred or not. Thus, the probability to switch from state s to state 
s’ can be written as 

' 1( ' | , ),itss it itq P X s X s   it, it, ita b c   (2) 

where ita  are the ad characteristics (i.e. ad message and ad format), itb  the tar-
geting options and itc  the covariates controlling for other ad exposures. Since 

'itssq  are probabilities, it has to be fulfilled that ' 0itssq   and '' 1
1.NS

itsss
q


  

Defining sT  as the set of states that can be the subsequent state 's  given state s
the transition probabilities follow an ordinal logit model (Montoya et al. 2010; 
Netzer et al. 2008): 

1
1

1

exp( )
1 exp( )

is
its

is

q 

  


   
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it s it s it s

' ' '
it s it s it s
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(3) 
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

  
 
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' ' '
it s it s it s

' ' '
it s it s it s

a ρ b ν c γ
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(5) 

where isNS  are the state specific intercept terms for each individual i , sρ  is the 
vector of parameters capturing the effect of the ad characteristics (i.e., ad mes-
sage and ad format), sν  is the vector of parameters capturing the effect of the 
targeting options and sγ  is the vector of parameters controlling for other ad 
types. To avoid having too many parameters to estimate, we let the parameter 

sρ , sνvectors            and sγ  to be common across individuals. The variable vectors 
,ita  itb  and itc on the other hand change for every time step t and are different 

for each individual i . An alternative is to use a multinomial logit model for the 
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transition matrix (Abhishek et al. 2012). But it uses more parameters and there-
fore we choose the ordered logit model. 

Since the threshold parameters 'iss  vary across individuals, the specification of 
the transition matrix also accounts for consumer heterogeneity. This is im-
portant to distinguish time dynamic effects from consumer specific effects 
(Heckman 1981; Netzer et al. 2008). While letting 'iss  vary across consumers, 
the baseline probability to migrate between the states is different for every con-
sumer. In some cases, consumers might be convinced easily by the ads and the 
migration to the next state happens fast. More critical consumers are harder to 
convince and the threshold is more difficult to cross. Therefore, every consum-
er has a different threshold that needs to be crossed in order to migrate to the 
next state.  

2.3.3 Probability to react 

At each time t the individual consumer i can choose whether to click on an ad 
or not or to visit the website of the firm or not, respectively. The probability of 
this choice follows a binary logit model: 

0
|

0

exp( ) ;  1, ,
1 exp( )

s
it s

s

m s NS


 



   (6) 

with 0s  as the intrinsic probability to convert. For identification of the differ-
ent states the intrinsic probabilities have to be monotonically increasing. Tech-
nically speaking that is 01 02 0NS      . To ensure the restriction it is con-
venient to set 01 01 02 01 02 0 0 1 0;  exp( ); exp( )NS NS NS                . Notice 
that there are no additional variables influencing the conditional choice.1 

1 One can let additional variables influence the conditional choice (Netzer et al. 2008). 
We tested several variations of the model and found that when all variables are included 
in the transition matrix, the model fits statistics are best. This approach is also recom-
mended by Netzer et al. (2008). 
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2.3.4 Likelihood function 

The HMM generates a sequence of observations 1 2, , ,i i iTy y y  for each indi-
vidual i . The joint probability of such a sequence, according to MacDonald and 
Zucchini (1997, p. 77) is 

1 1 2 2( , , , ).iT i i i i i iT itL P Y y Y y Y y       (7) 

The likelihood of observing this sequence is determined by all the possible 
routes an individual can take (Netzer et al. 2008). Therefore we can specify 
equation (7) to 

 
1 2

1 1 2 2

1 1 1 1
1 1 1 2 1

( , , , )

( ) | ( | ) .
t

iT i i i i i iT it

T TNS NS NS

i it t it it it it it t
s s s t t

L P Y y Y y Y y

P S s P S s S s P Y y S s 
    

    

 
      

 
   

(8) 

The likelihood to maximize is the theoretical likelihood but is hard to compute 
because it has TNS  elements (MacDonald and Zucchini 1997, p. 78). The 
computational traceability is only given for very small values of T . A slight 
rearrangement of equation (8) simplifies the computation and leads to 

 1 1, , ,iT i i iT iTL P Y y Y y      i i1 i,1 2 i2 i,T -1 T iTπ m Q m LQ m 1'   (9) 

where iπ  is the solution to i i iπ πQ , s.t. 
1
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 
   



with   1

| | 1 |1 itit
yy

it s it s it sm m m


    , ity  is the outcome of the dependent variable and 
1'  is a 1NSx  vector of 1s. The expression |it sm  is the probability function of the 
Bernoulli distribution. This distribution is appropriate in our setting because the 
dependent variable is conversion or not which represent a binary variable.  

Another problem that occurs in evaluating the likelihood is that the computa-
tion might suffer from numerical underflow. That means some elements of the 
function might be too small to be distinguishable from zero throughout the es-
timation process. Because of the multiplicative structure of the likelihood func-
tion this is a severe problem and has to be handled. A possible solution is to 
compute the scaled likelihood (MacDonald and Zucchini 1997, p. 79). The ap-
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proach is to divide the joint state likelihood after each time period by a scale 
factor, accumulate the logarithms of these factors and add them to the loga-
rithm of the likelihood. This is a convenient and stable way to compute the log-
likelihood function from equation (9). Possible scale factors are to divide by the 
average vector element or the sum of the vector elements. In this study, we de-
cide for the latter option because then the sum of the logarithmized scale fac-
tors is zero and we just have to compute the log-likelihood.  

To obtain the log-likelihood function across individuals, one has to simply cal-
culate the log-likelihood for each individual i	 and accumulate these log-
likelihoods.  

2.3.5 Endogeneity 

Online advertising studies suffer from endogeneity because clickstream data 
are not random. Especially in display advertising, the targeting option is mostly 
a concern for endogeneity because an ad is served based on past browsing be-
havior. To mimic the targeting option, the researcher needs to know the exact 
targeting algorithms. The targeting algorithm is often not available because ad 
agencies do the targeting for advertisers. These agencies often do not reveal 
their exact approach on how they serve the ads. 

To mitigate the problem, the researcher can use an instrumental variable ap-
proach to control for endogeneity (Heckman 1997). But the identification of 
valid instruments is challenging and almost impossible for online advertising 
(Abhishek et al. 2012; Rutz et al. 2012). Furthermore, invalid instruments make 
the endogeneity problem even worse (Rossi 2014).  

We have several reasons that endogeneity is not a major concern in this study. 
First, a general concern is that the serving process of display ads is correlated 
with the interest of the consumer (Abhishek et al. 2012). Since we explicitly 
want to model the consumer’s interest this is not a problem here. Second, we 
had a deeper look in our data and we did not find differences in targeting strat-
egies across consumers. Therefore, if previous information is known about con-
sumers, this information will be treated the same.  

But there still might be a concern that previous ad encounters or previous web-
site visits by the consumer influence the decision of the advertiser. One can ar-
gue that advertisers choose some ad messages or targeting options more often 
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than others if the consumer has an observable history with the advertised brand. 
This history can consist of previous ad encounters or previous visits on the 
website. Therefore, these situations need to be controlled for. Therefore, we 
include two additional covariates in the state-specific equation: number of ad-
vertising exposures before actual exposure and number of website visits before 
exposure.  

Usually, returns to advertising follow a diminishing pattern (Vakratsas and 
Ambler 1999). This means that the first exposure has the biggest impact 
and each subsequent exposure has less impact. To control for such diminishing 
patterns, we take the logarithm of both variables.2  

Therefore, equations (3) – (5) change to 
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where itz  represent the additional variables and sξ  captures the effect of these 
variable for each state. 

2 One can also argue for an inverted U-shape modeling of these variables. This would 
imply that after a certain amount of exposures, each additional exposure has a negative 
influence. We did not choose this form of modeling since the effect whether a consumer 
is negatively touched by the ad is captured by the advertising variables message, format 
and targeting. Moreover we have multiple states that represent the consumer’s interest. 
Therefore, each additional exposure can have different effects (positive or negative) de-
pending on the actual state the consumer is in. 



23 

2.3.6 Recovering state membership 

For advertisers to allocate the combination of ad characteristics and targeting 
options, they must know the state membership, where the consumer is in. Gen-
erally, there are two approaches: filtering and smoothing (Hamilton 1989). 
Whereas filtering uses the information up to the point of interest, smoothing 
uses all available data points, also the ones that lay ahead the point of interest. 
Since the advertisers can only use data up to the point they want to serve the ad, 
we use the filtering approach. It is based on the likelihood function and the 
probability to be in state s is: 

 1 1| , ,it i i iT iT itP S s Y y Y y L     i i1 i,1 2 i2 i,t -1 t,s it|sπ m Q m LQ m   /   , 

Where i,t -1 t,sQ  is the s th column of the transition matrix and itL  the value of 
the likelihood function up to time t . The probabilities can be calculated for 
each state s  and the consumer is allocated to the state with the highest proba-
bility.  

2.3.7 Model estimation 

The estimation is in a Bayesian framework where we model random effects in 
the transition matrix to consider consumer heterogeneity. As described above, 
this is important to distinguish individual heterogeneity from time dynamics. 
That is allowing the threshold parameters 'iss  to vary across individuals. There-
fore we have two sets of parameters: random effect parameters ( )iθ  and fixed 
effect parameters ( )ψ . Since the threshold parameters vary, they are part of the 
random effect parameters and we can define    ' ,  ' 1, 1 .iss s NS  iθ   The 
fixed effect parameters are  0, , ,ss s sψ = ρ ξ β . 

Priors 
We use Gibbs Samplers and Metropolis Hastings algorithms to draw the model 
parameters. For both sets of parameters we need a starting value, the priors. We 
assume the random effect parameter iθ  to be normally distributed with mean 
θμ  and variance θΣ . Therefore the probability of iθ  is 

        ~ exp 0.5 ' .N P  -1
i θ θ i i θ θ i θθ μ ,Σ θ θ - μ Σ θ - μ (14)

(13)
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We also have to set starting values for the mean and precision parameters 
which determine iθ . We also assume θμ  to be normally distributed with mean 

0μ  and variance 0V . Therefore, the probability of θμ  is 

        0 0 0 0~ exp 0.5 ' .N P  -1
θ θ θ 0 θμ μ ,V μ μ - μ V μ - μ   (15) 

We further assume the inverse of the covariance matrix, -1
θΣ , to be Wishart dis-

tributed, with 0df  degrees of freedom and scale matrix 0S . This leads to 

0~ ( , ).W df-1
θ 0Σ S (16) 

We set the prior hyper-parameters  0, , ,df0 0 0μ V S  in a way that they do not 
give any previous information. That means that the transition matrix in the be-
ginning only consists of entries which resemble 1 / NS . 

The priors for the fixed effects parameters are defined as follows: We also as-
sume ψ  to be normally distributed with mean ψμ  and variance ψΣ . In a same 
way as for the random effect parameters the probability of ψ  is 

        ~ exp 0.5 ' .N P  -1
ψ ψ ψ ψ ψψ μ ,Σ ψ ψ - μ Σ ψ - μ (17) 

The prior hyper-parameters are again set in a way that they do not give any in-
formation. For the fixed effect parameters it means for the choice probabilities, 
that they always start at 0.5 (50% chance for converting and nor converting). 
The remaining parameters which estimate the effect of the ad characteristics 
and targeting options in the decision matrix, resp. the parameters that determine 
the short term influence on the choice probability are set to zero. 

Posteriors 
The full conditional distribution to sample from the random effects is 

        , exp 0.5 ' ,iP data L -1
i θ θ i θ θ i θ i iθ | μ ,Σ ,ψ θ - μ Σ θ - μ Y |θ ,ψ    

where  L i iY |θ ,ψ  is the likelihood function from equation (9). The population 
mean is drawn from  

(18)
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 ~ ,Nθ n nμ μ ,V (19) 

Where  N -1 -1 -1
n 0 θV V Σ  and  N -1 -1

n n 0 0 θμ V μV θΣ . N  indicates the num-
ber of individuals. 

The precision matrix is drawn from 

 1~ ,W df-1
θ 1Σ S (20) 

where 1 0df df N   and   
-1N-1

1 i θ i θi=1 0
S θ - μ θ - μ ' + S . 

The full conditional distribution to sample the fixed effects from is 

  
       

,

exp 0.5 ' ,

P data

L

ψ ψ i

-1
ψ ψ ψ i

ψ | μ ,Σ , θ

ψ - μ Σ ψ - μ Y | θ ,ψ
(21) 

where   L iY | θ ,ψ  is the sum over the likelihood function from equation (9) 
over all individuals i .  

With the priors and posteriors, we can estimate the model using the Gibbs sam-
pler and Metropolis Hastings algorithm. We use the Gibbs sampler for posteri-
ors with a closed from (i.e., a known standard distribution) and the Metropolis 
Hastings algorithm for posteriors with no closed form. Both algorithms stem 
from the Bayesian statistics literature and are algorithms of the so called Mar-
kov Chain Monte Carlo (MCMC) methods (Rossi and Allenby 2003). In the 
following section, both, the Gibbs sampler and the Metropolis Hastings algorithm 
will be explained shortly. For a detailed description of the Gibbs sampler and the 
Metropolis-Hastings algorithms see for example Rossi et al. (2005, pp. 86-94). 

First, we explain the general idea of the Gibbs sampler: Suppose we want to 
sample from a joint distribution  1 2,f x x . The closed form of that distribution 
is unknown, but we know the conditional distributions  1 2|f x x  and 
 2 1| .f x x  Since only a part of the distribution is known, it is not possible to 

sample directly from the joint distribution. The Gibbs sampler proceeds as fol-
lows: Choose a starting value for 2x  and sample from the conditional distribu-
tion of 1x . The sampled parameter 1x  then is used to sample from the condi-
tional distribution of 2x . Hence, we sample one parameter at a time given the 
other parameter. Since the starting value is chosen by the researcher and there-
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fore not a part of the target distribution we want to sample from, the first draws 
of 1x  and 2x  have to be discarded. The discarded sample is called the burn-in 
period and is used to let the algorithm to get near the target distribution. The 
burn-in period can be the first thousands or ten thousands draws. It depends on 
the complexity of the target distribution. After discarding the burn-in sample, 
the algorithm approximately draws from the target distribution  1 2,f x x
(Greenberg 2008, pp. 91 - 92; Rossi et al. 2005, pp. 63 - 64). 

When the conditional distribution is not a standard distribution that is easy to 
sample from, the Gibbs sampler cannot be applied. Then, a more general algo-
rithm must be used. Thus, we explain the idea of the Metropolis-Hastings algo-
rithm in the following section: Suppose we want to sample from the target dis-
tribution  f x . The first step is to find a transition kernel  ,q X Y , which has 
 f   as stationary distribution. The idea of the transition kernel is to draw a 

new proposal value and evaluate whether or not the new value belongs to the 
stationary distribution or not. Thus, the algorithm proceeds as follows: Choose 
a starting value X  and draw a new value Y  from the transition kernel. The 
probability of acceptance is  

     
   

,
, min ,1 .

,
f Y q Y X

X Y
f X q X Y


    
  

  (22) 

With probability   the proposed value Y  will be accepted. Otherwise the algo-
rithm continues with the previous value X . These steps repeat until the chain 
draws from the stationary distribution. Again, a burn-in period is used to let the 
chain learn from the data to reach high probability regions.  

A prominent and often used kernel is the random-walk kernel. The idea is that 
the proposed value depends on the previous value plus an error term. The error 
term is often normally distributed with mean zero and covariance matrix 2 , 
where 2  is a scaling parameter of the covariance matrix that influences the 
step size. A prominent feature of the random walk transition kernel is the sym-
metry    , ,q X Y q Y X , which simplifies the acceptance probability to  

  ( ), min ,1 .
( )

f YX Y
f X


 

  
 

(23)
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There are several ways to choose 2  and  . We will present an algorithm that au-
tomatically chooses the two parameters to reach the best performance of the Me-
tropolis Hastings algorithm. Before we go into detail, we will present the whole 
model estimation procedure in the next section. 

The estimation algorithm draws the parameters from the conditional distribu-
tions. The full model is: 

i i i i θ θθ |Y ,x ,c ,ψ,μ ,Σ (24) 

 θ i θμ | θ ,Σ (25) 

 θ i θΣ | θ ,μ (26) 

 iψ |Y, x,c, θ (27) 

To draw iθ  from equation (24), we use the Metropolis-Hastings algorithm, 
since the posterior has no closed form. We use a random walk Metropolis 
(RWM) algorithm with a Gaussian proposal distribution. The mean of the pro-
posal distribution is the previous accepted value of iθ , and the variance is 

2 . Λ  Therefore the j -th draw of iθ  is  20, iN  j j-1
i i iθ θ Λ , where 2

i  is the 
scaling parameter of the RWM and iΛ  the covariance matrix of the proposal 
kernel. Ideally the choice of the scaling parameter and the covariance matrix 
for a RWM should yield an acceptance rate of 0.234 (Roberts et al. 1997). To 
omit a trial and error approach to reach the desired acceptance rate, there exist 
adaptive versions of Metropolis Hastings algorithms, that automatically tune 
the parameters to reach any desired acceptance rate and reduce autocorrelation 
of the draws (e.g., Atchade and Rosenthal 2005; Atchadé 2006; Haario et al. 
2001). We include the adaptive algorithm of Atchadé (2006) and the algorithm 
is as follows: 

1. Start the algorithm at some point 
oi
θ  with adaptive tuning parameters 

0, ,0 0μ Γ .  
2. At time j  set 1 

ij j dimθΛ Γ I , where 6
1 10   and 

idimθI  the identity ma-
trix of rank  dim iθ . The value of 1  is arbitrary, it just has to be a very small 
number. We stick to the proposal of the author. 
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3. Generate a new proposal  20, jN  
j j -1i i jθ θ Λ  and generate  ~ 0,1u U , 

where  0,1U  is the uniform distribution with minimum 0 and maximum 1. 
4. Calculate the acceptance ratio:

      
      

exp 0.5 '
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exp 0.5 '
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θ μ Σ θ μ Y |θ ,ψ

θ μ Σ θ μ Y |θ ,ψ
 

5. If u 
iθ
 accept the proposed value, otherwise stick to the old value.

6. Update the adaptive tuning parameters:

6.1. Set 1
10

1j j
  


, 

6.2.    1 ' ,j     
j jj j -1 i j-1 i j-1 j-1Γ Γ θ μ θ μ Γ  

6.3.  1 ,j   
jj j -1 i j-1μ μ θ μ  

6.4.  1 1j j j opt        , where 0.234opt  . 

7. Go back to 2. and repeat.

The adaptive tuning parameters converge against some estimation parameters. As 
j   , jμ  is the empirical mean of the sample and jΓ   will converge to the covari-

θΣ .  ance matrix 

After generating { iθ , we can draw from the posterior distribution of θμ . Since 
θμ  follows a standard normal distribution, we just have to calculate nμ  and nV  

and perform a Gibbs update from  ,N n nμ V . 

In the next step we draw form the posterior distribution of θΣ . Its inverse, -1
θΣ , 

follows a standard Wishart distribution and we just have to compute 1df  and 
1S  and perform a Gibbs update from  1,W df-1

θ 1Σ S . 

In the last step we draw a sample from the posterior distribution of ψ which is 
given in equation (17). Similar to the draw of θi  the posterior is not available 
in closed form and we have to perform the same Metropolis Hastings algo-
rithm. Again we use the adaptive version of Atchadé (2006) to automatically tune 
the RWM and reduce autocorrelation. The acceptance ratio for ψ is given by  

       
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The Hidden Markov Model can be sensitive to the starting values of the estima-
tion algorithm. To gain a better fit of the model we apply maximum likelihood 
estimation before estimating the hierarchical Bayes model. Since the likelihood 
function is complex and deriving the gradient and the Hessian is not obvious, 
we choose an estimation algorithm that is not based on gradients, but on func-
tion values. There are two possible algorithms that fit the need: the Nelder-
Mead (NM) algorithm and simulated annealing (Khachaturyan et al. 1981; 
Nelder and Mead 1965). The NM algorithm suffers from the problem to be 
stuck in a local optimum for complex and high-dimensional likelihood func-
tions. Therefore simulated annealing is the better option, since it searches for a 
global optimum. To estimate the starting values, we use the maxLik package in 
R, which allows using the simulated annealing algorithm. We also conduct a 
simulation study to test the model and the algorithm. The detailed procedure of 
the simulation can be found in the appendix. 

2.4 Data 

The data was provided by the Wharton Customer Analytics Initiative. The da-
taset is sponsored by Annalect, the data and analytics division of the Omnicom 
Group. Annalect is analyzing advertising campaigns for several companies. In 
our case the data are transaction data from an international travel and tourism 
company and span from December 2014 to January 2015. They use cookies to 
track consumers across different websites. Cookies are the industry standard 
and are often used in empirical advertising studies (e.g., Abhishek et al. 2012; 
Braun and Moe 2013). 

The data consist of display impressions, display clicks, search clicks, email 
clicks, other clicks (where the data provider also does not known what “other” 
specially means) and website visits. A website visit can either result from a 
click on the different ad types or when the user entered the URL manually. No-
tice that a click on a certain ad type always results in a website visit. Since oth-
er ad types’ impressions are usually not reported (as this is the case here), we 
create the covariates that control for other ad types as follows: We create co-
variates for search, email and other ad types that are set to zero. The covariate 
switches to one, as soon as a consumer encountered another ad type.  

Furthermore, we have information about the targeting options. We have infor-
mation about content amplification, content integration, behavioral targeting 
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and retargeting, as well as other targeting options.3 The advertiser treats these 
targeting options as mutually exclusive. We let other targeting options serve as 
the baseline category, where these four targeting options are evaluated against. 
We only know what kind of targeting was used, but not how the consumer was 
selected. Therefore, we assume that every consumer is targeted with the same 
(unknown) variables. 

Moreover, every creative has a short description by Annalect. We code these 
descriptions to classify the message of the ad in brand-related, product-related 
and sales-related ads.4 Brand-related ads are the ones that inform the consumer 
that travelling in general is something the consumer should consider. Product-
related ads inform about a specific offer the company has and sales-related ads 
inform about the hard facts and include price information, discounts or a clear 
call to action. Some descriptives are ambiguous and are therefore coded as 
“Other” and serve as a baseline category. Last but not least, we also have in-
formation about the format. We differentiate the ads between non-obtrusive 
(standard) and obtrusive formats. Obtrusive formats include for example inter-
stitials and roadblock units. Basically, every ad unit that is not standard is clas-
sified as obtrusive. 

Our sample consists of 4,534 cookies with 187,499 observations in total. They 
were chosen along the following criteria. To increase the probability of choos-
ing consumers who do not delete cookies, we exclude every cookie with less 
than 40 encounters with the ad.5 These encounters contain all ad formats, in-
cluding display, search and email. For these cookies, we extracted the display 
impressions and coded other ad encounters. Based on the description of the un-
derlying dataset, an observation in our model comprises a display advertising 
impression, a display advertising click that results into a website visit or a 

                                                 
3  Other targeting options include for example geo targeting and lookalike targeting. How-

ever, the sample sizes of these options are too small to analyze. We decide to include 
these options as “other” targeting strategies to not drop information about the ad expo-
sures to consumers. 

4  Since we have a non-disclosure agreement with Annalect, we were not able to code 
these variables by multiple coders. It was not possible to change the description in a 
way that the original advertised brand was not recognizable.  

5  Consumers who delete cookies are a problem for advertisers. Since cookies contain in-
formation about the past browsing behavior, this information is gone after deleting the 
cookie. So far, there are no algorithms that are able to recover information from deleted 
cookies. Therefore, we choose are rather high amount of ad encounters to ensure that 
these are consumers did not delete their cookies along the observation period.  
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manually entered website visit. We combine clicks and visits since they result 
in the same scenario. 

Table 2-2 gives an overview about the descriptive statistics of the sub-sample 
and the relative frequency of clicks and visits. The mean percentage of website 
visits resulting of clicks and manual website visits is 0.4%. This also represents 
the industry average. Model-free evidence already shows that targeting options 
(e.g., content amplification with 0.8%) and ad formats (obtrusive ads have a 
ratio of 4.6%) result in higher website visits. For ad messages, we only see so 
far that product related ads have a slightly lower ration (0.3%). 

Table 2-2: Descriptive statistics of the sub-sample 

Variables 
Relative frequency 
for clicks and visits  

Targeting approach 
(Baseline category: Other targeting options)  

Content integration 0.002 
Content amplification 0.008 
Behavioral Targeting 0.005 
Retargeting 0.003 
Ad format (Baseline category: non-obtrusive ad 

formats)  

Obtrusive ad 0.046 
Ad message (Baseline category: Other ad 

messages)  

Brand-related 0.004 
Product-related 0.003 
Sales-related 0.004 
Total 0.004 
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2.5 Results 

2.5.1 Number of states 

We estimate the model in a hierarchical Bayes framework. To let the estimation 
algorithm converge we use a burn-in period of 90,000 draws. Further, to avoid 
autocorrelation, we save every 10th iteration and use 1,000 draws to determine 
the posterior distribution. Thus, in total we let the algorithm run for 100,000 
draws. To determine the number of states, we estimate several models with a 
different number of states and choose the model that has the best model fit 
based on the likelihood, log marginal density, log Bayes factor and the Devi-
ance Information criterion (DIC) (Montoya et al. 2010; Netzer et al. 2008).  

Table 2-3 shows the model statistics for different numbers of hidden states. All 
statistics indicate that a model with two hidden states fit the data the best. Ac-
cording to MacDonald and Zucchini (1997. p. 67) a two state model is often 
sufficient in practice. First, the amount of parameter estimates is not too high. 
With an increasing number of states, the amount of parameters to estimate in-
creases tremendously. Second, this also has advantages in handling the model. 
Managers want rules that are easy to apply. With only two states, we can ensure 
that. We will get a parameter estimate for every ad characteristic and every tar-
geting option for each state.  

Table 2-3: Determining the number of states 

Number of 
states -2LL -2Log marginal

density 
Log Bayes 

factor DIC 

1 8195.73 8224.54 - 8209.08
2 6536.15 7266.64 478.95 6775.53
3 6879.37 7272.39 -2.88 6988.59

2.5.2 Parameter estimates 

Table 2-4 shows the posterior means and standard deviations of the estimated 
parameters. Since the interpretation of the parameter estimates is not straight-
forward, we calculate the transition matrices using equations (10) – (12) and 
the state dependent choice using equation (6). The resulting transition matrices 
are shown in Table 2-5. Figure 2-2 shows the histograms of the estimated pa-
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rameters of the ad characteristics, targeting options and the endogeneity correc-
tions. The covariates are not reported because they are modeled as binary vari-
ables and indicate whether a consumer had contact to other ad types or not. It is 
not differentiated how often they had contact with the ads. This information is 
available in the endogeneity correction variable that counts the consumer’s con-
tact with the advertised brand. 

Table 2-4: Estimated parameters of the proposed model 

Parameter State 1 
(‘cold’ state) 

State 2 
(‘hot’ state)

State intercept -7.04 (0.10) 1.70 (0.02)

Targeting approach 

Content integration -1.44 (0.43) -0.55 (0.67)
Content amplification 0.75 (0.41) 0.29 (0.52)
Behavioral targeting -1.78 (0.39) 1.59 (0.71)
Retargeting -2.83 (0.45) -1.01 (0.52)

Ad format Obtrusive ad 1.53 (0.49) 2.04 (0.65)

Ad message 
Brand-related ad 0.06 (0.62) -0.32 (0.85)
Product-related ad -1.61 (0.61) -0.46 (0.71)
Sales-related ad 0.56 (0.19) -0.83 (0.38)

Covariates 
Email click -1.14 (0.55) 0.42 (0.65)
Search click -0.39 (0.34) -0.82 (0.75)
Other click 0.18 (0.39) 0.81 (0.74)

Endogeneity 
correction 

Previous ad encounters -1.39 (0.12) 1.14 (0.21)
Visits 0.55 (0.21) 0.76 (0.38)
Threshold to cross states 3.87 (3.58) 1.75 (2.03)

(standard error in parenthesis, significant parameters in bold6)

6 We consider a parameter as significant when the posterior mean is twice as great as the 
posterior standard devaince (Pieters and Wedel 2004). 
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Table 2-5: Mean transition matrices for first impression 

Baseline  Content integration  Content 
amplification 

t t t
t-1 Cold Hot Cold Hot Cold Hot 

Cold 98.0% 2.0% 99.5% 0.5% 95.7% 4.3% 
Hot 85.2% 14.8% 90.9% 9.1% 81.2% 18.8% 

Behavioral 
targeting Retargeting Obtrusive ad

t t t
t-1 Cold Hot Cold Hot Cold Hot 

Cold 99.6% 0.4% 99.9% 0.1% 91.2% 8.8% 
Hot 53.9% 46.1% 94.0% 6.0% 42.9% 57.1% 

 Brand-related ad Product-related ad Sales-related ad 
t t t

t-1 Cold Hot Cold Hot Cold Hot 
Cold 97.8% 2.2% 99.6% 0.4% 96.5% 3.5% 
Hot 88.8% 11.2% 90.1% 9.9% 92.9% 7.1% 

Previous ad 
encounters Previous visit 

t t
t-1 Cold Hot Cold Hot 

Cold 99.5% 0.5% 96.5% 3.5% 
Hot 64.9% 35.1% 72.9% 27.1% 

The results have to be interpreted with respect to the certain state and the prob-
ability of a consumer to click on the ad or to visit the website. This probability 
is different between state 1 and state 2. Inserting the state dependent choice pa-
rameters into equation (6), the probability to convert for state 1 is 0.09% and 
17.08% for state 2. The probability of state 1 is way below the average ratio of 
a positive behavioral outcome, which is 0.4% in our data. The probability of 
state 2 is way above average. Therefore, we label state 1 as the “cold” interest 
state and state 2 as the “hot” interest state. 

As expected the cold state is fairly “sticky”. This means, that the probability of 
staying in the cold state when being in the cold state is relatively high. There-
fore, it is difficult to switch the interest state using display advertising. The hot 
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state is not sticky, but this also makes sense. When a consumer is highly inter-
ested, he or she will normally get more information right afterwards. There-
fore, there is a chance that at the next ad impression the consumer is less inter-
ested and transitions back to the cold state. Either, the consumer has all the in-
formation that is desired and the consumer is satisfied and does not need more 
information, or the gathered information is unattractive and therefore the inter-
est in the product diminishes.  

The results of the ad characteristics (ad message and ad format), targeting op-
tions and endogeneity variables can be compared to the baseline transition ma-
trix which is calculated using the threshold parameters only. All the other ma-
trices are calculated for one variable, holding all the other variables constant. 
The results suggest that brand-related ads increase the probability of transition-
ing from the cold state to the hot state. When being in the hot state, the proba-
bility of staying there decreases. Product related ads decrease both, the proba-
bility of switching from the cold state to the hot state and staying in the hot 
state when being there. When the advertiser shows sales-related ads when the 
consumer is in the cold state the probability of transitioning to the hot state in-
creases. Surprisingly, when showing sales-related ads in the hot state, the prob-
ability of staying in the hot state decreases.  

For targeting options, we find that content integrated ads decrease the probabil-
ity of switching to the hot state when being in the cold state and staying in the 
hot state when being in the hot state. But ads that are targeted using content 
amplification increase both of the probabilities. Behavioral targeting decreases 
the probability of transitioning to the hot state when being in the cold state, but 
increases the probability of staying in the hot state when being in the hot state. 
Retargeting, however, decreases both probabilities.  

Finally, we also included the logarithm of previous ad encounters and the loga-
rithm of previous visits in the model. As expected, when a consumer is in the 
cold state and the advertiser serves more ads to the consumer, he or she might 
show reactance and the probability of migrating to the hot state decreases. The 
effect flips, when the consumer is in the hot state. Then, more encounters actu-
ally increase the probability of staying in the hot state. Previous visits on the 
advertiser’s webpage increase both, the probability of transitioning from the 
cold state to the hot state and the probability of staying in the hot state.  
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The results imply a trade-off for advertisers. The probability is highest that a 
consumer is not interested in the product. This is shown by the sticky cold 
state. Now, the more ads the advertiser serves to the consumer, the lesser the 
probability of transitioning to the hot state. But when looking of the probabili-
ties of the ad characteristics, some increase the probability of transitioning to 
the hot state. Thus, advertisers must carefully decide which ads and how many 
ads they show to the consumers. Using the model, it is possible to calculate the 
probability of transitioning to the hot state. When in the hot state, it is im-
portant to choose the right targeting strategy to reach the consumer while he or 
she is still interested. This leads to an increase in conversion (i.e., clicks and 
visits) behavior.  

2.5.3 Comparison to other models 

It may also be concern, that the latent interest states are not needed to explain 
advertising effectiveness. To tackle this concern, we compare the model to oth-
er alternatives. The first alternative is a standard logit model, followed by a 
random effects model. To prove, that our model explains the data better, we 
again choose different model evaluation criteria. Since the logit models are not 
Bayesian, we need other model fit statistics. Classic frequentist statistics in-
clude the likelihood, the Akaike Information Criterion and the Bayes Infor-
mation Criterion (BIC, also referred to as the Schwarz Information Criterion). 
Table 2-6 indicates, that our model explains the data better than other models. 
This especially holds true, when having a look at the AIC and BIC, which pe-
nalize every additional variable that enters the model.  

Table 2-6: Proposed model versus benchmark models 

Model -2LL AIC BIC
Logit model 8180.70 8208.70 8350.68 
Random intercept logit model 7054.27 7084.27 7236.39 
Proposed model 6536.15 6602.15 6936.82 

2.5.4 Scenario analyses 

To demonstrate the advantage of our model, we conduct several scenario ana-
lyses. We first want to show that the lift increases when serving display ad char-
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acteristics and targeting options that match the individual consumer’s interest. 
Second, we simulate the behavioral outcome of consumer under several re-
strictions. We limit the number of obtrusive ads that can be served. These ads 
are often the result of a negotiation with the advertiser and the publisher who 
runs the website. Therefore, it is often the case that the advertiser does not have 
an unlimited number of obtrusive ads to serve. Furthermore, we also want to 
demonstrate that the model can be used to limit the amount of ads served to un-
interested consumers. When a consumer is not interested in the product after 
several attempts, it is a waste of money to expose him to more display ads. 

To do so, we use the parameter estimates from Table 2-4. We assume that eve-
ry consumer starts in the cold state. For every impression, we use several combi-
nations of ad characteristics and targeting options and calculate the probabilities of 
either staying in the cold state or shifting to the hot state. We limit the combination 
of ad characteristics and targeting options to the following eleven combinations: a 
pure obtrusive ad, content integration with awareness-, product- and sales-
related ads, content amplification with awareness-, product- and sales-related 
ads, behavioral targeting with awareness-, product and sales-related ads, retar-
geting with sales-related ads and obtrusive ads. 

Based on the possible combinations, we calculate all transition probabilities. 
We display the ad that has the highest probability to shift the consumer to the 
hot state. Afterwards we simulate the behavioral outcome of the consumer 
based on the state specific choice probability. An impression counter tracks the 
amount of served ads which will be considered at the next impression. 

This procedure continues until we reach the maximum number of iterations. 
We use 10,000 simulated individuals and set the impressions history from one 
to forty iterations. We track all the choices and calculate the choices over the 
impressions. This ratio is compared to the observed ratio in the dataset. After-
wards, we calculate the lift in choices using the following equation: 

_ _ 1
_ _

choice ratio simulatedlift
choice ratio observed

    (28) 

This first simulation study shows that the simulated choice rate is actually 
higher, than the observed choices in the dataset. Figure 2-3 depicts the lift de-
pendent on the number of served impressions. We observe that the lift has a 
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decreasing trend when the number of observation increases. With an increasing 
number of observations the probability of transitioning to the hot state decreas-
es. Therefore, the decreasing trend is what we expect.  

Figure 2-3: Simulated lift and number of served impressions 

Now, we limit the exposure of obtrusive ads to a certain amount. Table 2-7 
shows, that even when we limit the amount of obtrusive ads, the choice rate is 
still higher than the choices in the observed dataset. We observe that the effect 
is very similar for fewer impressions. But as impressions increase, the lift ratio 
also increases with an increasing number of obtrusive ads.  
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Table 2-7: Ad lift with obtrusive ad threshold 

Obtrusive ad 
threshold/impressions 

5 10 15 20 25 30 35 40 

1 3.73 3.20 2.70 2.48 2.40 2.28 2.10 1.81

2 3.87 3.52 3.01 2.85 2.57 2.51 2.45 2.23

3 3.96 3.80 3.15 3.29 3.13 2.67 2.65 2.58

4 3.78 3.67 3.71 3.28 2.94 2.95 2.52 2.66

5 3.81 4.04 3.55 3.36 2.92 2.97 2.71 2.98

To decide when to stop serving ads to consumers, we define a threshold prob-
ability. When the probability of being transferred to the hot state is lower than 
the previously defined threshold (and therefore the chance of having an inter-
ested consumer is low), the simulation stops for the individual. We do that to 
calculate an individual frequency cap for every individual. 

Table 2-8 shows the lifts for different thresholds. As the threshold probability 
increases, the lift also increases. This happens, because if the probability of 
transitioning to the hot state is below the threshold, the serving of ad stops. 
Thus, the question arises how many ads are served to an individual. Table 2-9 
shows how many impressions were served to a consumer using different 
thresholds for a maximum of ten impressions. We see that when the probability 
threshold is too low, every consumer sees every ad (every individual receives 
10 ad impressions). However, when the threshold gets higher, more and more 
consumers stop seeing display ads (e.g., when the advertiser decides the thresh-
old to be 0.005, 8,603 individuals receive seven ads, 540 individuals receive 
eight ads etc.). It goes up to a point, where the probability is so high that no 
consumer sees the ad (last row of Table 2-9).  

Advertisers can use this simulation to calculate how many ads a certain con-
sumer has to see or when it is better to stop serving ads. Lifts go up tremen-
dously, but this due to the fewer impressions that are served in total to the con-
sumers. The advertiser can use this to design schedules for different campaigns. 
The threshold can be lower for pure awareness campaigns, where they use oth-
er metrics than clicks and websites visits. However, if the campaign is purely 
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focused on clicks and visits, the probability should be higher to generate higher 
choice ratios due to fewer impressions.
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2.6 Summary 

2.6.1 General discussion 

The aim of this chapter was to assess the effect of display ad characteristics and 
targeting options on consumers’ behavioral response considering the consum-
ers’ unobservable interest in the product. We developed a model that includes 
the unobservable interest in the product in an advertising scenario. We used a 
real-world data set to estimate the model and conducted scenario analyses to 
see whether we can improve clicks and visits of consumers. We find two inter-
est states in the model: a cold state, where the consumer is less interested and a 
hot state, where the consumer is more interested in the product. We do not find 
a state, where a consumer is highly likely to react to online display advertising. 
But since click-rates are low and website visits attributed to display ads are also 
low, this is not surprising.  

Moreover, we find that sales-related messages are most effective when the con-
sumer is in the cold state. Interestingly brand-related ads only slightly increase 
the switching probability. Moreover, the ad message is not significant when the 
consumer is in the hot state. Then, the targeting strategy is more important. 
Strategies like content amplification and behavioral targeting increase the prob-
ability of a positive reaction of the consumer. Furthermore, a good way to reach 
the consumer is the usage of obtrusive formats. These ads have a positive influ-
ence in both, the cold and the hot state. Content integrated ads have a negative 
influence on consumer’s interest in both, the cold and the hot state. Further-
more, we find that retargeted ads have a negative effect in both, the cold and 
the hot state. This is not surprising because retargeting can be annoying and is 
seldom in the interest of the consumer. It may work when the consumer is close 
to purchase a suggested by Lambrecht and Tucker (2013). But in our case we 
were more interested in the reaction behavior before an actual purchase, namely 
a click or a website visit.  

To sum it up, we give managers a new method, with which they can calculate 
the unobservable interest state of the consumer using only clickstream data. 
Based on the identified interest, they can fine tune how to target a consumer 
and what kind of ad is served. Moreover, we included contact to other advertis-
ing exposures, as well as previous websites and the effect of multiple ad en-
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counters. It is a dynamic model, where only the interest threshold of the con-
sumer has to be calculated.  

2.6.2 Managerial implications 

The HMM which estimates the latent interest in the product has several im-
portant insights for managers. We observe that the latent interest changes the 
way consumers react to several ad characteristics and the way they were target-
ed. Advertisers should design the display ads to match the consumer’s interest 
state. They should also track how often a consumer was in contact with the 
brand. Every ad encounter that did not cause a positive behavioral outcome de-
creases the probability of a click or website visit. The advertising industry 
should take a step back of showing as many ads as possible to consumers and 
should start showing relevant ads. We find in our scenario analyses that show-
ing less, but relevant ads increase the positive behavioral outcome (i.e., a click 
or a website visit). The threshold when to stop showing ads has to be defined in 
order to match the communication goal of the advertiser. 

Especially the trending targeting strategy of retargeting should be limited. We 
find that it is neither effective in the cold state, nor in the hot state. This is in 
line with previous findings that retargeting is only effective when consumers 
are close to purchase (Lambrecht and Tucker 2013).  

In terms of ad message, the display ad should have sales-related information. 
Surprisingly, we find that in the low interest state sales-related ads increase the 
interest in the product. A possible explanation is that consumers directly want 
to see an offer that gives them information about the costs. Since display ads 
have only limited space to tell a message, price related information may be the 
strongest argument to have a deeper look at the product. 

2.6.3 Limitations and further research 

Like every empirical study, this chapter faces several limitations. First of all, 
advertisers have more information about the cookies than we have in our da-
taset. Therefore, they can run the model with more variables to fine-tune their 
serving algorithms. These variables can include size of brand name (Pieters and 
Wedel 2004), pictorials (Pieters and Wedel 2004), information content (Urban 
et al. 2014), animations and format (Hong et al. 2004; Kuisma et al. 2010), size 
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and position (Kuisma et al. 2010), color schemes (van der Lans et al. 2014; 
Wedel and Pieters 2015), and visual complexity (Pieters et al. 2010).  

Furthermore, this chapter used data from the past and no actual field experi-
ment, where we can control the serving of the display impressions. However, 
we conducted some simulation studies to show that choice rates will be higher 
using our model. Future research should use this model in a field experiment to 
support the results of our simulations.  

Another limitation is the use of cookies. For now this is a limitation for every 
online advertising study using clickstream data since a cookie does not neces-
sarily represent a single consumer. Families can share a computer and therefore 
share one cookie. Also, some users tend to delete their cookies on a regular ba-
sis. We tried to tackle this point by using a sufficient individual path length, but 
still this remains to be an issue. Also modeling wise, cookies can cause several 
problems. In field experiments, we start at a certain date to analyze the data. 
Therefore, a left-censoring problem might apply. We tried to tackle this issue 
by assuming that every consumer starts with a low interest, but further research 
could try to control for the censoring problem. 

Future research should also use this dynamic model to an integrated marketing 
communication approach. In this chapter, we only used display advertising and 
controlled for other advertising effects as far as we had the information in the 
data. But it would be interesting to combine search campaigns, social media 
campaigns and other digital (or non-digital) exposures and add them to the 
model.  

Despite those limitations, this study provides an important contribution to theo-
ry and practice because it shows that display advertising can be more effective 
when it matches the consumer’s latent interest state. This is positive for both, 
the consumer and the advertiser because consumers see less irrelevant ads and 
companies can save costs by not serving those ads. 
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3 User device and ad response: The moderating 
role of ad position 

3.1 Introduction 

Consumers use different devices to visit websites (Ratcliff 2014). Whereas in 
the past, consumers mostly used desktop computers and laptops to go online, 
nowadays the usage of smartphones and tablets increases. In the following, we 
call desktop computers and laptops traditional devices to go online and 
smartphones and tablets mobile devices. 

Approximately 90% of US adults own a smartphone and spend more than 
4 hours a day using it (Chang 2015; McDonough 2016). Thus, a new opportunity 
for marketers arises to reach the target audience. Marketers exploit the new 
technological features to use location based services (e.g., Andrews et al. 2015; 
Fong et al. 2015; Luo et al. 2014). But they also still use classical advertising 
approaches like display ads (Bart et al. 2014), and these approaches still ac-
count for the highest shares in mobile advertising spending (eMarketer 2015). 

Yet, opinions about the effectiveness of display ads served on mobile devices 
are mixed (Heine 2013; di Girogi 2015). The reason for the discrepancy is that 
marketers currently do not know how to use the mobile channel for advertising. 
Some companies just try do to “something” and see what happens without giv-
ing it a deeper thought (Patel et al. 2013). It is common practice that marketers 
use similar approaches for mobile and traditional devices when it comes to dis-
play ads (Del Rey 2012). However there is evidence, that consumers react dif-
ferently to ads served on mobile devices compared to traditional devices 
(Ghose, Goldfarb, et al. 2013; Shankar and Balasubramanian 2009) Previous 
studies indicate that search costs are higher for mobile compared to the tradi-
tional devices because of the smaller screen size (Ghose, Goldfarb, et al. 2013). 
As a consequence, the position of an ad might be more critical for ads served 
on mobile than on traditional devices. 

Despite being highly relevant for marketers, there is no study that compares 
consumers’ reactions to ads served on mobile and traditional devices. Literature 
on mobile ad effectiveness rather focusses on the effectiveness of location-
based advertising messages (Andrews et al. 2016; Fong et al. 2015; Luo et al. 
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2014). Thus, we have little knowledge whether marketers should consider the 
type of device a consumer is using when serving display ads. 

It is aim of this study to examine whether the effectiveness of display ads is 
affected by the device consumers are using. We use clickstream data of 14,611 
cookie IDs to investigate how consumers react to ads served on a German nu-
trition-related website. About 52% of the website visitors used traditional de-
vices, and about 48% used mobile devices. We used two different ads and two 
different positions on the website to study whether consumers react differently 
to ads served on traditional compared to mobile devices. The results show that 
in general consumers click less on display ads when using a mobile device. 
However, a display ad served further down the website increases the probabil-
ity to be clicked for the mobile channel compared to the traditional channel. 
There is no significant difference between ads at the top of the page between 
these two channels. These insights contribute to our understanding about the 
effectiveness of ads served on mobile devices. 

The remainder of the study is organized as follows. We first discuss differences 
between traditional and mobile devices and the potential effect of these differ-
ences for ad effectiveness. Afterwards, we present the conceptual framework 
and derive hypotheses for the study. Then, we describe the empirical study and 
present the results. This chapter closes with managerial implications and limita-
tions of the study. 

In this chapter, we find that mobile display advertising in general is less effec-
tive in terms of clicks. However, the ad position moderates the effectiveness of 
the device. The effectiveness also differs for returning visitors. This means 
there are differences between the traditional and the mobile channel. 

3.2 Differences between the mobile and traditional online 
channel 

The following section describes the differences between traditional and mobile 
devices. More specifically, the devices differ with respect to the usage situation 
(Hart 2014), technological features (Dhar and Varshney 2011) and consumer 
behavior (Lambrea 2016). 
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3.2.1 Difference in usage situation 

Consumers have different motives to use a service or technology. The Uses and 
Gratifications (U&G) theory aims to explain why consumers use particular me-
dia to satisfy specific needs (Katz 1959). It has been applied to mass media like 
TV, radio or newspaper (Berelson 1949; Canrtril and Allport 1935; Rubin 
1984). Previous research finds that consumers use mass media mostly for expe-
rience of the usage itself or for the information that they gather during the pro-
cess. These gratifications are classified as process gratification and content 
gratification (Sutanto et al. 2013). Another classification for media usage con-
tains instrumental and ritualistic use of media (Rubin 1984). Where instrumen-
tal use is goal-directed and purposeful, ritualistic use is habitual and diversion-
ary (Hiniker et al. 2016). Stafford et al. (2004) further identify social gratifica-
tion as a unique gratification related to Internet use. Results related to mobile 
Internet usage suggest that gains in efficiency and accessibility are the primary 
gratifications that arise from mobile usage (Stafford and Gillenson 2004).  

Above and beyond the differences in motivations and gratifications, consumers 
use their mobile device in different situations compared to traditional devices 
(Hart 2014). While they use traditional devices most often sitting at a desk or at 
work, mobile devices are often used either at home sitting on the couch or on 
the run. Mobile devices are also used to bridge time gaps like waiting for a bus. 
This has an important implication for advertisers. Whereas a consumer is more 
focused on the device while using traditional devices, he or she might be easily 
distracted while using mobile devices (Hart 2014). This difference in usage sit-
uations also affects consumers’ decision-making process when it comes to buy-
ing decisions. Consumers use mobile devices for information search but rather 
do not buy a product using the mobile device – especially when the buying de-
cision requires more consideration (Wang et al. 2015).  

Finally, the differences in usage situations affect the time when consumers use 
the devices. Mobile device usage peaks during morning and evening and desk-
top devices are mostly used over the day (Chaffey 2016).  

3.2.2 Difference in technological features  

The devices differ with respect to technological features. As the name “mobile” 
suggests, the user carries around the device wherever he or she goes. The loca-
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tion of the device can easily be tracked by GPS or other location technologies 
(Dhar and Varshney 2011).  

Furthermore, the physical appearance of the devices is fundamentally different. 
Whereas traditional devices have a rather big screen, mobile devices have ra-
ther small screens (Hart 2014). A classical desktop computer has an external 
monitor ranging from 20” to 30”, whereas a laptop is normally smaller, ranging 
from netbooks (9”-11”) to normal laptops (13”-17”). Mobile devices are small-
er, ranging from 4”-7” for smartphones and 7”-10” for tablets. This also leads 
to a different pixel resolution. Typically, mobile screens have fewer pixels 
compared to traditional devices.  

Another difference is how consumers interact with the devices (Grewal et al. 
2016): traditional devices can be used via keyboard or mouse, whereas most 
mobile devices only offer a touchscreen. Those touch-based interactions can 
increase ownership effects, meaning that those devices are perceived as more 
personal (Brasel and Gips 2014). 

3.2.3 Difference in consumers’ reactions to advertising 

Consumers’ may react differently to ads served on mobile and traditional de-
vices (Ghose, Han, et al. 2013). First, a reason might be that mobile screens are 
smaller, and the ad format might play a crucial role. There are different guide-
lines for traditional display ads and mobile display ads (IAB 2015). Second, ad 
position might also affect consumers’ reactions to ads served on mobile and 
traditional devices. Since mobile websites have a different design compared to 
traditional websites, advertisers face different decisions where to place an ad on 
the website (Hart 2014). Third, in a cluttered Internet environment marketers 
have to stand out to reach the consumer. Consumers can evaluate within 100 
milliseconds whether something is an ad or not (Pieters and Wedel 2012). 
Thus, another factor that can influence the behavioral outcome is whether the 
ad is obtrusive or not. Making advertising more salient can influence the con-
sumer’s perception of the ad. 

Ad format 
There are several studies for traditional online advertising that try to overcome 
the “banner blindness” phenomenon. Display ads that feature pictorials receive 
higher attention than pure text ads (Goodrich 2011). According to the format, 
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skyscraper formats (vertical ad formats) receive a higher visual attention than 
banner formats (horizontal ad format) (Kuisma et al. 2010). When coming to 
more obtrusive formats, purchase intention increases (Goldfarb and Tucker 
2011). But the effects depend on what kind of target audience processes the 
display ads. The targeting option seems to moderate the effect of ad formats. 
When serving obtrusive ads, the context of the website should not match the 
context of the display ad (Goldfarb and Tucker 2011). Also standard formats 
differ in their response based on the target group (Bruce et al. 2016). Whereas, 
horizontal ads are best for retargeted consumers, rectangular ads work best 
when the advertiser targets the audience via age.  

It is unclear how these formats work in a mobile environment. Banner formats 
and skyscrapers are not listed in the mobile guidelines for smartphones (IAB 
2015). However, a skyscraper-like ad can be used on tablets. Here it is im-
portant to differentiate between those devices. Whereas a smartphone usually 
has a portrait screen orientation (height is larger than breadth), a tablet (and a 
computer) inherits a portrait screen orientation (breadth is larger than height). 
Until now, there is no academic evidence which ad formats work best for the 
mobile devices. 

Ad position 
Prior research indicates that ad position is important in general (Drèze and 
Hussherr 2003) but actually academic research on ad position effects is sparse. 
Research shows that ads served on the right of a website are viewed more often 
than ads that are placed above the text (Simola et al. 2011; Goodrich 2011). A 
possible explanation can be that consumers skip the ad that is placed above the 
text they are interested in. An ad that is on the right can still be in the peripheral 
vision of a consumer because it is still close to the entire text. Studies show that 
consumers even process advertising unconsciously when they do not look at 
them (Yoo 2008). Ads served on mobile devices are often placed within the 
text and might, thus, be processed more often. However, there is no study that 
investigates the effect of different ad positions considering the devices on 
which the ad is served.  

Obtrusiveness 
Conditional on the ad format animated ads differ in attention. Animated sky-
scraper ads increase the attention toward a display ad, whereas vertical banners 
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decrease the attention (Kuisma et al. 2010). The website where the display ad is 
served also influences the effectiveness. Obtrusive ads on a content-related 
website are less effective than obtrusive ads on websites which are unrelated to 
the content of the ad (Goldfarb and Tucker 2011). Overall, previous research 
seems to suggest that obtrusive ads are often not effective (Kuisma et al. 2010). 

3.3 Conceptual framework and hypotheses

The Uses and Gratifications theory together with the Elaboration Likelihood 
Model (ELM) can be used to derive hypotheses regarding differences in con-
sumers’ reactions to display ads served on mobile and traditional devices. The 
ELM is a persuasion theory and explains attitude formation and attitude chang-
ing (Petty and Cacioppo 1986). Within the ELM there are two different routes 
of processing that affect the attitude formation and change: central route pro-
cessing and peripheral route processing. When consumers follow central route 
processing, they are motivated, able and have the opportunity to process the ad. 
The depth of processing is high, resulting in a high use of cognitive resources. 
Contrarily, when consumers follow peripheral route processing, they have little 
motivation, ability and opportunity to process the ad. The depth of processing 
is rather low and does not use much cognitive resources.  

In general, advertising is presented in a noisy, cluttered environment (Pieters et 
al. 2002, 2007). This also holds for display advertising. The challenge is to at-
tract consumer’s attention to be able to elicit a positive reaction towards the ad 
(i.e., click). Such a favorable reaction seems more likely when consumers fol-
low central route processing. Contextual targeted ads, that is the ad content fits 
the content of the website, seems to favor central route processing as suggested 
by Bart et al. (2014).  

Central route processing further requires the ability and the opportunity to pro-
cess the ad (Maclnnis and Jaworski 1989). However, given the smaller size of 
ads served on mobile devices and the situation when mobile devices are used – 
often crowded environments or attention is distracted from ad processing to 
secondary task – consumers may be less able and have less opportunity to fol-
low central route processing when using a mobile device (Bart et al. 2014; 
Grewal et al. 2016; Shankar et al. 2010). Thus, a positive reaction towards the 
ad is less likely. This leads to the following hypothesis: 
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H1: Using a mobile device has a negative effect on the probability to 
click on contextual targeted ads.  

Ad position might moderate the effect of type of device on consumers’ reac-
tions to display ads. Ads at the top of a website impede reading the actual con-
tent of the website. Given the smaller screen size of mobile devices, an ad at 
the top of the website impedes the reading of the actual content of the website 
even more than on mobile devices compared to traditional devices. As a conse-
quence, consumers may scroll down immediately to grasp the content they are 
actually interested in. Such a behavior reduces the probability that the ad is 
processed and that consumers react positively to the ad (MacInnis and Jaworski 
1989). Thus, we propose: 

H2a:  The negative effect of using a mobile device on the probability to 
click on contextual targeted ads is strengthened when the ad is po-
sitioned at the top of the website. 

However, positioning a contextual targeted ad within the text of a website 
might result in differential effects. Consumers who are interested in the website 
content, focus on the actual content and pay attention on the reading task. 
When the attention is shifted to the task of extracting information from the 
website, consumers often perceive telepresence where they actually forget 
where they are (Novak et al. 2000; Steuer 1992). This decreases distraction 
probability and increases the ability for mobile users to process information. 
Mobile screens are smaller than traditional screens and have a lower pixel reso-
lution (Ghose, Goldfarb, et al. 2013). When the ad has an equal amount of pi-
xels, the share of the screen that is used by the display ad is higher for mobile 
screens. Therefore, the opportunity for processing the display ad is higher for 
mobile users. Therefore, for contextual targeted ads that are embedded in the 
text, processing and appositive reaction to the ad might be more likely when 
using a mobile device. Therefore, we suggest: 

H2b:  The negative effect of using a mobile device on the probability to 
click on contextual targeted ads is weakened when the ad is em-
bedded in the text of the website. 
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Since consumers’ reaction to an ad might depend on their familiarity with the 
website and their interest in the content of a website, we control for returning 
visits and visit time. Consumers who are returning to a website are probably 
highly interested in the content of the website. This interest might positively 
influence the processing of contextual targeted ads (Goldfarb and Tucker 2011; 
Lambrecht and Tucker 2013). Returning visitors of the website are already fa-
miliar with the website structure and may experience less cognitive burdens, 
increasing both the opportunity and ability to process the ad information – in-
dependent of the device used. Thus, returning visitors compared to first time 
visitors may have a higher likelihood to process the ad and thus also a higher 
likelihood to react positively to the ad. Moreover, the visit time (i.e., time spend 
on the website) is an indicator for a consumer’s interest in the content of the 
website, and might affect consumers’ reaction to an ad positively. The conceptual 
framework is depicted in Figure 3-1. 
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Figure 3-1: Conceptual framework 

  

 

3.4 Study design 

We design a quasi-experiment to investigate whether the type of device used to 
visit a website affects consumers’ reactions (i.e., click) to an ad. More specifi-
cally, we consider an informational website and focus on contextual targeted 
ads to ensure a general interest in the ad content. The experiment was conduct-
ed on the German website www.meinstoffwechsel.com. During the time of the 
experiment, the website consisted of 25 webpages, from which 21 pages had 
editorial content and banner ads. The remaining 4 webpages did not include 
any banner ad. The website itself deals with health topics and has therefore a 
very specific target audience. This means that consumers who visit the website 
have a certain interest in health related topic and are more interested in the con-
tent than an average user. This differentiates the website from news portals 
which have all kinds of consumers on their webpage.  

We placed two banner ads on the 21 webpages on the website. The first ad was 
placed at the top of the website and the second ad was placed within the edito-
rial content, further down at the page. 
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The data was collected between August 8th 2015 and September 6th 2015. With-
in that period, the two banner ads were the only ads that were shown on that 
website. The ad position was randomized.  

The banner ads itself were designed to match the website’s content to increase 
clicks (Goldfarb and Tucker 2011). In particular, both ads advertised books that 
focus on human metabolism. One ad advertised a book that was published by a 
regular publisher and the other ad advertised an ebook by two fitness coaches. 
To avoid too much annoyance and obtrusiveness, both ads were static 
(Goldfarb and Tucker 2011; Kuisma et al. 2010). We used standard ad formats 
for both ads, that is, 300 x 250 pixels. According to Google (2015) this format 
works well for desktop and mobile websites.  

Figure 3-2 shows how the website looked like in the traditional online channel 
and the mobile channel.  
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Figure 3-2: Screenshot of the experimental environment 

We collected clickstream information to extract consumers’ reactions. Since we 
used a field experiment, we have no further information about the individual 
consumer visiting the website. But in most cases this will be the situation for 
advertisers.  
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The ad exposure is exogenously determined because the position of the ad (top 
or bottom) and the ad creative (published book vs. ebook) are completely ran-
domized. However, the choice of the device (mobile vs. traditional) is beyond 
our control. Thus, the participants self-select the device they are using based on 
their motivations. We, thus, have to control for self-selection effects.  

3.4.1 Data collection 

The data was collected by tracking cookies that are stored on the users’ device 
during the first visit. Cookies are small text files that contain a certain sequence 
of numbers to uniquely identify the consumer. This is a standard procedure in 
web-tracking and a reliable way to track users without requiring a registration 
on the webpage. The consumer does not notice that a cookie is placed onto the 
device. If a consumer does not want to have cookie placed on the device, they 
can change the browser options to not allow cookies from external websites. 
Furthermore, a small hint has to be placed on the website to inform the con-
sumer about the cookies.  

It is often the case, that web crawlers, bots and spiders gather information from 
a website. That is often used to gather large scale information or extract certain 
parts of a website. In this experiment, it also happened that the website was vis-
ited by such technology. Therefore, we exclude the most common bots, crawl-
ers and spiders.  

When consumers visited the website, the first display ad was served at the top 
position. This counts as the first impression. An impression at the bottom posi-
tion only counts when the consumer actually scrolled down and had the possi-
bility to see ad. This is common practice, e.g., Google only counts an impres-
sion when at least 50% of the ad are visible for more than a second (Google 
2015b). The final dataset comprises information about the total number of im-
pressions per ad position and the total number of sessions. We only have the 
information which ad was served at what position when the ad was actually 
clicked. Thus, we cannot calculate effects on the individual level for each im-
pression but for every cookie.  

3.4.2 Data description 

In total, 14,641 unique consumers visited the website during the data gathering 
period. We excluded 30 cookies from the analyses because they did not have an 
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impression count for the top position. This can be due to measurement errors. 
From the remaining 14,611 cookies, 7,595 visited the website using a tradition-
al device and 7,016 visited the website using a mobile device. The share of 
cookies that had a positive ad response (i.e., click) is 4.5% for mobile users and 
9.5% for desktop users. The average impressions for the top (bottom) position 
are 1.55 (1.13) for mobile users and 1.70 (1.26) for desktop users. Most of the 
consumers visited the website only once during the data gathering period. The 
average number of sessions is 1.70 for mobile users and 1.17 for desktop users. 
The average visit time is 404 seconds across all sessions for mobile users and 
299 seconds across all sessions for desktop users. Table 3-1 shows the descrip-
tive statistics for both devices, including the aggregated information.  
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3.4.3 Research method 

The purpose of this study is to examine whether there are differences between 
the ad response behavior of consumers across devices. Consumers visit the 
website and see one out of two ads at the top of the website. When they scroll 
down, they see another ad at the bottom position. The desired outcome is a 
click on either ad. We define the binary outcome using the standard latent vari-
able formulation: 

*1,   if 0
,

0,  otherwise
y

y
 

 


(29) 

where *y  is an unobservable variable and y  whether the ad was clicked or not. 
This variable is influenced by the device, the impression counts for the top and 
bottom position, whether it is a returning visitor or not, the interaction effect of 
device and the aforementioned variables, and the visit time to control for the 
duration a consumer spend on the website. The equation for the unobservable 
variable *y  is: 
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(30) 

where   is the intercept, i  are the regression coefficients and   is the error 
term. We use a probit model and, thus,   follows a normal distribution.7 We 

7 We also estimated the model using extreme value distributed errors and the results re-
main similar. 
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consider an interaction effect of the device and returning visitor for the sake of 
being complete. However, we expect that this effect is not significant. 

Endogeneity in non-linear models 
The choice of the device is endogenous. In a normal linear regression, one can 
account for endogeneity using instrumental variables among other approaches 
(Wooldridge 2010). Using instruments, it is common to predict the endogenous 
variable and replace the variable using the predicted values of a first auxiliary 
regression (Wooldridge 2010, p. 97). Yet, this approach is not suitable for non-
linear models (Danaher et al. 2015; Wooldridge 2010, p. 597). An approach to 
control for endogeneity in non-linear models is using probit residuals (Danaher 
et al. 2015). To do so, we have to identify variables that explain the endoge-
nous variable using a standard probit model and calculate the residuals. Define 
mobile෣ ൌ  'Z     , where mobile෣  is the estimated probability to use the 
mobile channel,   is the cumulative distribution function of the normal distri-
bution,   is the intercept, Z  a vector of covariates,   the effect of the covari-
ates and   is the error term. Calculate the residuals res	ൌ	mobile	‐	mobile෣  and 
insert this new variable into equation (30) Note that the new variable is inserted 
in addition to the endogenous variable. Therefore, equation (30) changes to: 
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Equation (31) now inherits the “pure” effect of the mobile channel and addi-
tionally an endogeneity effect that corrects the model. 
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Relying on clickstream data, we have no psychographics or any other infor-
mation about the consumer who visits the website. But industry reports found 
that mobile web traffic follows a certain pattern throughout the day (Leonard 
2013). That is, there is a recurring pattern at which time of the day mobile traf-
fic is increasing or decreasing. Therefore, we include the time of the day in 
hours and whether the site was visited on the weekend or not into the covariate 
vector Z . Time of the day consists of 23 dummy variables with midnight as the 
base category and weekend is a binary variable that indicates whether it is Sat-
urday or Sunday. 

Interaction effects in non-linear models 
The interpretation of interaction effects needs some attention in non-linear 
models (Ai and Norton 2003). Statistically, an interaction is the cross-
derivative of the expected value of the dependent variable for continuous inter-
actions or discrete differences for binary interactions. But the structure of a 
non-linear model does not allow for such an interpretation. In the probit model 
the link function is the standard normal cumulative distribution. In the follow-
ing, we will explain how one can interpret the results using one interaction term 
(for impressions of the upper position). The conditional mean of the ad re-
sponse y  is:8 
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where   is the standard normal cumulative distribution and X  the remaining 
variables of equation (31).  

8 For the sake of simplicity, the parameter labeling of the regression coefficients are 
slightly different in the following. 
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Since the device is a dummy variable and the number of impressions is contin-
uous, the interaction effect is defined as follows (Norton et al. 2004): 
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Equation (33) shows that the interaction effect is different from just the pa-
rameter of the interaction effect. There are four implications for interaction ef-
fects in this case (Ai and Norton 2003; Norton et al. 2004). First, even when the 
interaction coefficient 12  is zero, the whole interaction effect can be nonzero. 
Second, the significance cannot be assessed by simply calculating the t-statistic 
for the interaction coefficient. Third, the interaction effect depends on the value 
of the remaining independent variables. Fourth, the interaction effect can be 
positive and negative for different values of the covariates. 

An alternative way is to compute the marginal effects. The marginal effects de-
scribe how the conditional probability changes when you change the value of 
an independent variable, holding all other independent variables constant. In 
non-linear models the marginal effects can be calculated as follows: 
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
  


  (34) 

This expression also holds for the interaction term. Equation (34) indicates that 
the marginal effects always depend on the values of the other independent vari-
ables. 

3.5 Results 

We first address the endogeneity issue. Table 3-2 shows the result of the first 
probit regression. To interpret the parameters, we report the average marginal 
effects instead of the parameter estimates. Consumers use the mobile device 
more on weekends. For daytime, we also find a pattern of usage. Having mid-
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night as the baseline category, we observe that in the morning hours the proba-
bility to use the device decreases. During working hours, the probability de-
creases even more. It slightly increases at a time where people finish work until 
the late evening hours.  

Table 3-2: Marginal effects of mobile device usage 

Variable name Marginal effect Standard error p value 
Weekend 0.029 0.009 0.001
1am – 2am -0.062 0.047 0.186 
2am – 3am -0.025 0.062 0.682 
3am – 4am 0.021 0.074 0.780 
4am – 5am -0.016 0.077 0.834 
5am – 6am 0.050 0.063 0.434 
6am – 7am -0.025 0.046 0.586 
7am – 8am -0.134 0.035 0.000 
8am – 9am -0.183 0.030 0.000 
9am – 10am -0.182 0.029 0.000 
10am – 11am -0.239 0.026 0.000 
11am – 12am -0.257 0.025 0.000 
12am – 1pm -0.215 0.027 0.000 
1pm – 2pm -0.180 0.028 0.000 
2pm – 3pm -0.217 0.027 0.000 
3pm – 4pm -0.220 0.027 0.000 
4pm – 5pm -0.220 0.027 0.000 
5pm – 6pm -0.202 0.028 0.000 
6pm – 7pm -0.180 0.029 0.000 
7pm – 8pm -0.121 0.030 0.000 
8pm – 9pm -0.084 0.030 0.005 
9pm – 10pm -0.081 0.030 0.007 
10pm – 11pm -0.021 0.032 0.501 
11pm – 12am -0.016 0.034 0.637 
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Figure 3-3: Mobile device usage over daytime 

After controlling for mobile device usage, we estimate the proposed model. We 
have two different display ads in the experiment. First, we test whether we can 
pool the data. Applying a Chi-Square test on the click-rate of both ads shows 
that the click-rates are not significantly different  2 1.86,  0.17p   . Thus,
we can pool our data across the two different ad creatives.  

In the following analyses, we use 80% of the sample as our training sample and 
the remaining 20% as our validation sample (Hosmer and Lemeshow 2000). 
Table 3-3 shows the parameter estimates and marginal effects of the training 
sample. The marginal effects are calculated for every data points and are aver-
aged over all effects. 
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Table 3-3: Parameter estimates and marginal effects 

Parameter   Marginal Effects    

Variable Value S. E. p value Value S. E. p value

Intercept -1.650 0.112 <0.001 - - -

Mobile -0.805 0.231 <0.001 -0.091 0.029 0.002

Top position 0.395 0.021 <0.001 0.045 0.002 <0.001 

Bottom position -0.249 0.026 <0.001 -0.028 0.003 <0.001

Returning visitor -0.175 0.106 0.099 -0.018 0.010 0.068

Visit time -0.023 0.020 0.238 -0.003 0.002 0.238

Mobile x top position 0.031 0.036 0.390 0.004 0.004 0.390 

Mobile x bottom position 0.101 0.042 0.016 0.011 0.005 0.016 

Mobile x returning visitor -0.072 0.144 0.615 -0.008 0.015 0.599

Endogeneity correction 0.273 0.229 0.234 0.031 0.026 0.234 

In support of H1, we observe that the probability to click on an ad is 9.1% low-
er when the consumer uses a mobile device compared to a traditional device 
 0.091,  0.002p    .  

In general, the probability to click on an ad increases by 4.5% for every impres-
sion that is served at the top position  0.045,  0.001p   . On the contrary, 
the probability to click on the ad decreases by 2.8% for every impression that is 
served at the bottom position  0.028,  0.001p    . H2a stated that the nega-
tive effect of using a mobile device on the probability to click on contextual tar-
geted ads is strengthened when the ad is positioned at the top of the website. How-
ever, the interaction is close to zero and not significant  0.004,  0.390p   . 
Yet, we observe that the probability to click on an ad increases by 1.1% for 
every impression at the bottom position when using a mobile device
 0.011,  0.016p   , supporting H2b. 

The probability of clicking on a display ad is lower for returning visitors com-
pared to first time visitors. Our results state that returning visitors have a 1.8% 
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lower probability to click on a display ad; however this result is only significant 
on the 10% level  0.018,  0.068p    . Visit time does not affect the proba-
bility to click on the ad significantly  0.003,  0.238p    .

3.6 Robustness check 

We consider an alternative model specification to test the robustness of the re-
sults. One disadvantage of the proposed model above is that it assumes a linear 
relationship between the amount of ads served at the top and bottom position. 
To get a deeper understanding of the model, we change the specification of the 
top and bottom impressions. To capture non-linear effects of the impressions, 
we categorize them as dummy variables: there is a dummy variable for every 
outcome of the impression count up to five impressions. Six and more impres-
sions are condensed to one variable. Notice, that for the top position, every in-
dividual has seen an ad, thus, one impression serves as the base category. For 
the bottom position not every consumer has scrolled so far to see an ad, thus, 
zero impressions serve as the base category here. Thus, the equation for the un-
observable variable ݕ∗ changes to: 
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For the interaction effects, two dummy variables interact. The calculation of the 
interaction effect now follows the following formula (Norton et al. 2004): 
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Estimating (35) leads to the results presented in Table 3-4. 

The substantial results do not change. Yet, we observe is that there is indeed a 
threshold for the amount of display ads that should be served at the bottom po-
sition in the mobile channel.  

The first three impressions increase the probability to click on an ad 
 1 2 10.083,  0.001; 0.041,  0.027; 0.062,  0.018p p p        . But from
the fourth impressions onwards, a display ad at the bottom position served on a 
mobile device does not increase the probability to click on an ad significantly. 
We do not find any significant effect for the interaction of mobile device and 
impressions at top positions. This is consistent with the finding in the linear 
model.  
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Table 3-4: Parameter estimates and marginal effects (dummy model) 
Parameter (ߚሻ Marginal Effects (ߞሻ 

Variable Value S. E. p value Value S. E. p value 
Intercept -1.040 0.137 <0.001 - - -
Mobile -1.214 0.275 <0.001 -0.129 0.034 <0.001
Top position: 2 impressions 0.855 0.078 <0.001 0.107 0.012 <0.001
Top position: 3 impressions 1.368 0.088 <0.001 0.231 0.022 <0.001
Top position: 4 impressions 1.370 0.129 <0.001 0.243 0.034 <0.001
Top position: 5 impressions 1.316 0.157 <0.001 0.231 0.041 <0.001
Top position: ൒6 impressions 1.522 0.163 <0.001 0.285 0.046 <0.001
Bottom position: 1 impression -1.111 0.074 <0.001 -0.125 0.011 <0.001
Bottom position: 2 impressions -0.464 0.083 <0.001 -0.039 0.006 <0.001
Bottom position: 3 impressions -0.759 0.105 <0.001 -0.055 0.005 <0.001
Bottom position: 4 impressions -0.673 0.155 <0.001 -0.048 0.007 <0.001
Bottom position: 5 impressions -0.927 0.219 <0.001 -0.057 0.007 <0.001
Bottom position: ൒6 impressions -0.705 0.208 0.001 -0.049 0.009 <0.001
Returning visitor -0.301 0.112 0.007 -0.026 0.009 0.002
Visit time -0.041 0.019 0.031 -0.004 0.002 0.031
Mobile x Top position: 2 impres-

sions 0.058 0.128 0.650 0.006 0.013 0.657

Mobile x Top position: 3 impres-
sions 0.121 0.147 0.410 0.013 0.016 0.434

Mobile x Top position: 4 impres-
sions 

0.462 0.208 0.026 0.057 0.031 0.067

Mobile x Top position: 5 impres-
sions 

0.500 0.258 0.053 0.063 0.040 0.116

Mobile x Top position: ൒6 im-
pressions 

0.350 0.285 0.219 0.041 0.039 0.292

Mobile x Bottom position: 1 im-
pression 0.667 0.122 <0.001 0.083 0.018 <0.001

Mobile x Bottom position: 2 im-
pressions 0.354 0.139 0.011 0.041 0.018 0.027

Mobile x Bottom position: 3 im-
pressions 0.499 0.172 0.004 0.062 0.026 0.018

Mobile x Bottom position: 4 im-
pressions 

-0.055 0.270 0.838 -0.005 0.025 0.833

Mobile x Bottom position: 5 im-
pressions 

0.798 0.325 0.014 0.115 0.063 0.069

Mobile x Bottom position: ൒6 
impressions 

0.357 0.349 0.306 0.042 0.048 0.382

Mobile x returning visitor -0.019 0.151 0.901 -0.002 0.015 0.900
Endogeneity correction 0.345 0.254 0.173 0.034 0.025 0.173
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3.7 Model evaluation 

To evaluate the overall model performance, we compute further model statis-
tics. We start evaluating the model fit with the help AIC and BIC. The AIC for 
the proposed model is 5003.2, and the BIC equals 5076.87. We further use the 
holdout sample to examine whether the proposed model has a high predictive 
validity. Since we have unbalanced class sizes (we have much more non clicks 
than clicks), we have to determine an appropriate cutoff value. A cutoff value 
discriminates clickers from non-clickers. When the predicted probability to 
click crosses the threshold of the cutoff value, the user will be classified as a 
clicker and when the threshold is not crossed, the consumer will be classified as 
a non-clicker. We calculate the cutoff value in a way, that both, the detection of 
zeros and ones are best. We do so by maximizing the Youden Index which is 
defined as sensitivity + specificity – 1 (Youden 1950). The sensitivity is the 
probability of being classified as a clicker when the consumer really is a click-
er. The specificity is the probability of being classified as a non-clicker, when 
the consumer actually is a non-clicker. Maximizing this statistics leads to an 
optimal cutoff value of 0.025. For unbalanced class sizes, it is normal that the 
cutoff value is far from 50%. Using this cutoff value for discrimination, leads 
to the following classification table. 

Table 3-5: Classification matrix for holdout sample 

Predicted: non-clicker Predicted: clicker Total 

Observed: non-clicker 1931 785 2716

Observed: clicker 4 203 207 

Total 1935 988 2923

Most of the clickers are identified correctly. However, there are some non-
clickers who are falsely identified as clickers. The sensitivity is 98.1% and the 
specificity equals 71.1%. Table 3-6 shows different Pseudo R² measures for the 
proposed model. 
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Table 3-6: Pseudo R² measures for the proposed model 

Measure Value

McFadden 0.28

Cox and Snell 0.13 

Nagelkerke 0.33

These measures can be distorted when the class sizes differ (Christensen et al. 
2014). Therefore, we continue with the Receiver Operator Characteristics 
(ROC) curve, which is not influenced by an unbalanced class size. The ROC 
curve is a graphical representation of the prediction performance with varying 
values of sensitivity and specificity. Thus, it is independent of a cutoff value. 
The goodness of fit can be evaluated with the area under the ROC curve. As 
sensitivity and specificity are always between zero and one, the value gives a 
good indication of the performance. A model without a predictive power has a 
slope of one and the area under the curve is 0.5. According to Hosmer and 
Lemeshow (2000) the area under the ROC curve should be greater than 0.7. 
Figure 3-4 shows the ROC curve for the holdout sample. The area under the 
ROC curve is 0.88 and therefore indicates a good discrimination between click-
ers and non-clickers. 

Considering all performance metrics, the model performance appears to be 
good. 
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Figure 3-4: ROC curve for the holdout sample 

 

3.8 Discussion 

This study enhances our knowledge about the effectiveness of display ads ex-
plicitly considering the device on which the ad is served. We designed a field 
experiment on a German website to test whether consumers’ reactions to con-
textual targeted ads depends on the device used. The results show that consum-
ers are less likely to react to ads when they are using a mobile device. This is 
consistent with previous findings (Bart et al. 2014). However, we also find that 
ad position has an influence on consumers’ reactions (i.e., clicks). Whereas the 
top position has a higher probability to be clicked, we do not find a significant 
difference between mobile and traditional devices. In general, the bottom posi-
tion has a lower probability to be clicked. But if a consumer visits a website 
with a mobile device, the probability increases but only up to three impressions. 
Thus, marketers should rather aim for the top position on a website. However, 
when a consumer visits the webpage with a mobile device, they can also serve 
ads effectively at the bottom position but should track of the served impres-
sions. Such an approach can be efficient for marketers since ads at the lower 
half of the webpage are usually cheaper (Evans 2009). We also find that return-
ing visitors have a lower probability to click on the ad.  
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As all studies, this study faces some limitations. We only have aggregated in-
formation on the cookie level and no individual level data. Future research 
could replicate this study taking panel effects into account. Furthermore, we 
only have information about the clicked display ad and not about the impres-
sions that were not clicked. 

This study shows that there are differences in consumers’ reactions to display 
ads depending on the device they are using. Future research could extend this 
study by testing display ads that feature unique mobile channel features. For 
example the mobile coupon literature shows that position effects are important 
(Molitor et al. 2015). Advertisers can design display ads with mobile coupon 
features and target them via geo-location targeting. The mobile user does not 
have to register at a service provider making acquisitions costs smaller. Anoth-
er future challenge for marketers is to identify users across devices. Consumers 
often use multiple devices to access a website. It is a tough call for marketers to 
follow a unique user through all devices. But being able to do so, would allow 
for more fine-grained insights into consumers’ reactions to display ads.



75 

4 Value of user generated content and social 
shopping tools 

The previous studies investigated how marketers can attract consumers to their 
website with the help of display advertising. Once they succeed to attract a con-
sumer to their website, marketers face the challenge to stimulate purchases. To 
help consumers to make a purchase decision, most online retailers offer addi-
tional information next to product information. Such additional information 
may be product reviews and Q&A boards but also social shopping tools like 
collaborative shopping and sharing opportunities. For managers, it is critical to 
know whether these additional information and tools are related to consumers’ 
purchasing behavior. Such knowledge provides insights into the effectiveness 
of the additional information and tools.  

4.1 Introduction 

For many retailers, the online channel has become an important distribution 
channel (e.g., Ailawadi and Farris 2017; Verhoef et al. 2015). Moreover, many 
manufacturers use their own (online) retail stores and sell their products direct-
ly to the consumers (e.g., NIKE, Hugo Boss) bypassing retail intermediaries. 
When retailers or manufacturers use the Internet as a distribution channel,9 they 
face two major shortcomings of that particular distribution channel. First, there 
is a lack of social experience (e.g. Evans et al. 1996; Zhu et al. 2010). Social 
interaction of shopping is seen as one of the prime motivations for consumers 
to actually visit stores (Darden and Dorsch 1990) and has been found to be a 
crucial influencer of consumers’ shopping behavior (Arnold and Reynolds 
2003). While shopping, consumers have a desire to communicate with others, 
to share ideas and ask for feedback with their shopping companions, and to en-
joy the time together with friends and family (Rohm and Swaminathan 2004; 
Tauber 1972). Second, there is a lack of information about the product. That is, 
customers cannot experience the product by touching or trying it. Hence, a multi-
sensory experience is missing, potentially affecting consumers’ shopping be-
havior when shopping online (Barlow et al. 2004).  

9 For simplicity, we subsequently speak of retailers, which include intermediaries as well 
as manufacturers that have their own retail store. 



Prior studies claim that retailers have to develop ideas on how to deliver superi-
or value to their customers through innovations that go beyond satisfying basic 
needs like buying a product (Reinartz et al. 2011). Such innovations should also 
overcome the above mentioned shortcomings of the online channel. Retailers 
have, thus, started to integrate user generated content (e.g., reviews, Q&A 
boards) into their online shops to overcome the lack of information about 
products. For example, customer reviews provide information about a product 
above and beyond the information offered by the retailer. Additionally, reviews 
evaluate overall product performance and specific aspects of a product. Q&A 
boards also address gaps in the information provided on the website. As such, 
reviews and Q&A boards facilitate the purchase decision for the customer by 
reducing uncertainty in the pre-purchase phase. This reduction in uncertainty 
might stimulate purchases and, furthermore, might affect product returns. If 
consumers make better informed decisions, the likelihood that they return a 
product might decrease (Minnema et al. 2016). Thus, user generated content on 
a retailer’s website might affect customer revenue eventually. Previous studies 
show that product reviews affect the sales and return rate of a product (e.g., 
Babić Rosario et al. 2016; Floyd et al. 2014; Minnema et al. 2016). However, 
these studies implicitly assume that consumers consider product reviews in 
their purchase decisions if they are available on a retailer’s website. Yet, 
providing reviews or Q&A boards on a retailer’s website does not ensure that 
customers actually consider them. Given this limitation of previous studies, we 
lack knowledge whether the actual consideration of user generated content af-
fects customers purchase and return behavior and ultimately their revenue. 
Moreover, we do not know whether revenue differs for customers who con-
sume (passive use) or contribute (active use) user generated content. Such 
knowledge, however, provides interesting managerial insights. First, whether 
managers should stimulate the use of user generated content in the purchase 
decision. Second, we gain insights for targeting decisions. 

In addition, retailers offer social shopping tools in their online shops to improve 
the social experience while shopping online. Examples for social shopping 
tools are collaborative shopping (Zhu et al. 2010) or the option to share pro-
ducts of interest with one’s own social network (e.g., facebook share button). 
Research on social shopping tools is scarce, and focuses on the design of such 
tools not taking the effect on customer revenue into account (Kim et al. 2013; 
Zhu et al. 2010). Therefore, it is unknown whether social shopping tools can

76
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actually tackle the challenge of a lacking social experience and ultimately in-
fluence purchase and return decisions. 

It is the aim of this study to examine the effect of customers’ use of user gener-
ated content and social shopping tools on customer revenue considering return 
behavior. In doing so, we consider customers’ gross revenue and product re-
turns as well as and customers’ net revenue. When studying the effects of user 
generated content and social shopping tools, it is moreover important to ac-
count for potential self-selection effects. We use propensity score matching to 
control for such effects. 

Our contributions are threefold: (1) we shed light into individual-level effects 
of using user generated content and social shopping tools on customer revenue, 
(2) we consider customers’ return behavior and thus the effect of user generated
content and social shopping tools on the quality of customers’ buying deci-
sions, and (3) we differentiate between active and passive use of user generated
content and social shopping tools when studying the effects.

We find that customers who use user generated content produce higher gross 
revenues for the retailer - after controlling for self-selection effects. Surprising-
ly, these customers also have higher return rates. However, they still generate 
significantly higher net revenues for the retailer. Social shopping tools have 
little effect on customers’ purchasing and return behavior. Knowing how new 
technologies affect online customers’ revenue and return behavior is of utmost 
importance and provides insights for retailers’ and manufactures’ (multi-)channel 
strategies. 

This chapter is organized as follows: In the next section we develop the hy-
potheses. Then, we describe the data and research method. Afterwards, we dis-
cuss the results of the empirical study. Finally, the chapter closes with a sum-
mary, limitations, and areas for future research. 

4.2 Conceptual background 

4.2.1 Literature review 

There is a vast amount of literature on user generated content and especially on 
online product reviews as one type of user generated content. Multiple studies 
have investigated the effect of online product reviews on sales. The results of 
these studies have been summarized by recently published meta-analyses 
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(Babić Rosario et al. 2016; Floyd et al. 2014). These meta-analyses show that, 
on average, user generated content (i.e., online product reviews) is positively 
correlated with sales.  

However, previous research has paid little attention on the effect of product re-
views on customers’ decision to return a product. Only recently, a study takes 
the return behavior into account (Minnema et al. 2016). Minnema et al. (2016) 
show that product reviews have an effect above and beyond customers’ pur-
chase decision and also affect return decisions: if a product has an overly high re-
view valence, the probability increases that the consumers send it back 
(Minnema et al. 2016). A possible reason is that the consumers have overly 
high product expectations that cannot be met with the actual product perfor-
mance leading to dissatisfaction resulting in a product return.  

However, all studies implicitly assume that consumers consider product re-
views in their decision when they are available on a webpage. That implies that 
we have actually little knowledge on the effects of user generated content at the 
individual level. We do not know whether customers who actually consider user 
generated content in their purchase decisions are the better customers for a 
retailer, that is, that they buy more and return less because they make better in-
formed decisions. If this is the case, the customers who actually contribute con-
tent to a retailer’s webpage generate value for the retailer by providing valuable 
information to other consumers. Moreover, we lack knowledge about those cus-
tomers who contribute content. Are those customers more profitable for the 
firm? We address this gap in previous research with this study. 

Furthermore, we have little knowledge about the effects of social shopping 
tools (e.g., collaborative shopping, social share buttons) because literature on 
such tools is scarce. Previous studies focus on the design of social shopping 
tools to improve the social shopping experience. To facilitate the overall shop-
ping enjoyment, voice chat seems to be a good design tool to increase the co-
presence, i.e., the feeling of actually shopping together (Kim et al. 2013). This 
ultimately influences the overall shopping enjoyment and the intention to use 
such tools to shop together. Moreover, previous research shows that a seamless 
navigation is critical to ensure a pleasurable social shopping experience (Zhu et 
al. 2010). Yet, the studies do not investigate the effect of such tools on pur-
chases and product returns at the consumer-level. We address this gap in litera-
ture with this study. 
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4.2.2 Hypotheses 

This research aims to investigate the effects of user generated content and so-
cial shopping tools on customer gross revenue and return behavior, and ulti-
mately customer net revenue (i.e., customer revenue – value of product re-
turns). There are two ways for the customers to use user generated content. 
They can read posts and opinions of other customers, which we define as pas-
sive use. Moreover, they can also post their opinions and make them accessible 
to everyone, which is an active use of user generated content. This distinction 
also holds for social shopping tools. A customer can invite somebody to a digi-
tal shopping trip (i.e. collaborative shopping) or share content within a social 
network. Because of the active character, we define this behavior as active use. 
Contrary, they can get invited by friends or receive shared content, which is an 
example of passive use of social shopping tools. 

User generated content provides additional information to customers that com-
plements retailer information (e.g., information about price, color, size) and 
focuses on actual product experiences (Hennig-Thurau and Walsh 2004). 
Hence, customers reading user generated content may be better informed about 
products and their performance and may feel more comfortable in making a 
purchase decision. Thus, the probability of buying may increase. Moreover, 
user generated content represents a part of the broader personalized virtual 
community support, and finally improves the perception of social presence of 
the website for those consumers who read it (Kumar and Benbasat 2006; 
Mathwick 2002). Social presence is the extent to which a psychological con-
nection is formed between a website and its customers, and research shows that 
perceived social presence increases consumers’ intention to shop on that web-
site (Kim et al. 2013). Furthermore, customers reading user generated content 
may perceive the website as more useful what might also affect their intention 
to shop at the website positively (Bickart and Schindler 2001; Kumar and 
Benbasat 2006). We thus propose: 

H1a: Passive use of user generated content (i.e., consuming) affects cus-
tomers’ gross revenue positively. 

Consumers contribute user generated content (i.e., active use) because of social 
benefits like interacting with other consumers and the concern for others but 
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also to vent negative feelings (Hennig-Thurau et al. 2004). Consequently, cus-
tomers’ contributions will differ in their valence. Contributing negative user 
generated content indicates negative expectation disconfirmation and thus cus-
tomer dissatisfaction with the product. Nevertheless, contributing negative con-
tent requires some effort from the customer and may serve as an indication that 
the customer is still interested in having a relationship with the retailer (Knox 
and van Oest 2014).  

Contributing positive content creates and improves the feeling of being part of 
a community that may, in turn, influence a customer’s intensity of the relation-
ship with the firm positively (McAlexander et al. 2002). Moreover members of 
an online community contribute word-of-mouth because of a sense of engage-
ment (Ray et al. 2014). Engaged customers tend to be more valuable for the 
firm, than less engaged customers because of more transactions (Kumar et al. 
2010). We thus propose that contributing content to a website will strengthen 
the customer relationship with the firm what, in turn, results in higher revenues 
(Rishika et al. 2013). 

H1b: Active use of user generated content (i.e., contributing) affects cus-
tomers’ gross revenue positively. 

A customer’s decision to return a product is influenced by pre-purchase expec-
tations. After buying the product, the customer experiences the product and 
forms his/her post-purchase evaluation of the product. This post-purchase eval-
uation may either confirm or disconfirm a customer’s pre-purchase expecta-
tions (e.g., Oliver 2009). In the latter case, a customer may decide to return a 
product because of expectation disconfirmation.  

Reading user generated content may influence customers’ product expectations 
by adjusting pre-purchase expectations. Assuming that user generated content 
reflects actual product performance, consumers should form expectations that 
are consistent with their post-purchase product experiences. Thus, the likeli-
hood of a gap between pre-purchase expectations and post-purchase evalua-
tions becomes smaller. Customers reading user generated content are thus more 
likely to be satisfied with the product, and less likely to return it (Oliver 2009). 
Therefore we propose: 
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H2: Passive use of user generated content (i.e., consuming) affects cus-
tomers’ return rates negatively, i.e., the return rates are lower. 

A customer’s decision to contribute content is affected by his/her post-purchase 
product evaluation (Moe and Schweidel 2012). Customers are more likely to 
write reviews when their post-purchase evaluation is either high or low 
(Anderson 1998; Dellarocas and Narayan 2006; Moe and Schweidel 2012). 
Satisfaction or dissatisfaction with the product may affect customer loyalty to 
the retailer. While this effect is likely to be positive when customers are satis-
fied with the product (Yuen and Chan 2010), the effect is probably negative 
when customers’ expectations about product performance are not met. Hence, 
the effect of contributing content on customers’ product returns might be am-
biguous. We therefore refrain from formulating a hypothesis.  

Online retailers design social shopping tools to enhance the shopping experi-
ence. They serve customers’ hedonic shopping needs. While shopping, custom-
ers are able to interact with their friends. Despite being physically separated, 
the customers recognize the presence of their friends. The degree of the aware-
ness of other people in the online shopping context is called co-presence, the 
main driver of social presence (Biocca et al. 2001). Based on the feeling of not 
being alone and the hedonic character of social shopping tools, the shopping 
experience is enhanced (Kim et al. 2013). This makes the whole shopping more 
fun by increasing the intrinsic motivation probably leading to a state of flow 
(Hoffman and Novak 1996; Kim et al. 2013). Because of the positive shopping 
experience, the intention to shop at that website may increase. For those con-
sumers who passively use social shopping tools, these tools may serve as ad-
vertising. Being invited by others to join them while shopping on that website 
and getting to know what products close others like is a very interactive pro-
cess. Since interactivity is a main concept of flow, the occurrence of flow is 
very likely (Hoffman and Novak 1996; Novak et al. 2000). Moreover, this may 
also inspire consumers to shop at that site (Luo 2005). However, the difference 
of being invited or inviting friends to use social shopping tools is rather small. 
The process of shopping together remains the same and interactivity emerges 
also for passive users. Thus, we expect no difference in the actual behavior of 
active and passive users, and thus propose: 
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H3: Customers using social shopping tools (i.e., active and passive 
use) generate higher gross revenues compared to those not using 
these tools. 

The use of social shopping tools does usually not provide additional infor-
mation about product performance. Consumers interact with their shopping 
companion who may not have more information about the product than already 
provided on the website. Therefore, we do not expect an effect of using social 
shopping tools on the quality of consumers’ purchase decisions by reducing a 
potential expectation-disconfirmation. 

H4: The use of social shopping tools does not affect customers’ return 
behavior. 

4.3 Data 

We use data from a large Dutch online retailer that offers user generated con-
tent as well as social shopping tools on its website, namely reviews, Q&A 
boards, the option to share content via social media, and collaborative shop-
ping. We have information about the use (i.e., no, passive, active use) of user 
generated content and social shopping tools as well as demographical, attitudi-
nal and behavioral data for a sample of 2,498 customers. This information was 
collected through an online survey, and customers of the retailer were randomly 
asked to participate in the study. In this survey, further information about the 
customers was collected such as their internet skills, shopping attitude, primary 
use of internet, recommendation intention and demographic variables.  

Additionally, we have information about gross and net revenues as well as of 
product returns for the same sample for a period of about 2 years - covering the 
period before the survey took place. A customer’s gross revenue represents his 
or her spending before returning any product. Net revenue is the revenue from a 
customer after product returns are taken into account. Based on the information 
about gross and net revenue, we calculate the share of product returns, which is 
the monetary value of product returns (gross – net revenue) divided by gross 
revenue. We use the share of returns instead of the value of returns because the 
share of returns is not affected by purchase volume. In our analysis, we use the 
logarithm of gross and net revenue to approximate a normal distribution. We 



83 

therefore only consider customers with net revenue larger than zero, leaving us 
with a sample of 2,452 customers. 

4.4 Research method – Propensity score matching

4.4.1 Average treatment effect and assumptions 

The fundamental problem in determining the effect of active users of user gen-
erated content and social shopping tools on revenue compared to passive and 
non-users is that we can only observe the revenues of the customers in one 
state. Thus, we are not able to determine the gross and net revenue of an active 
user as if the same customer would be a passive or non-user. Therefore, it is not 
possible to compare the revenues of the customers in different states (e.g., ac-
tive or passive usage) directly because it is very likely that these customers dif-
fer in their characteristics.  

Nevertheless, we are interested in the difference in revenue of an active (pas-
sive) user compared to the revenue of the same user when using the tools pas-
sively (avoiding the tools). More formally, we want to calculate the average 
treatment effect on the treated  ATT  : 

   1 0
, i,| 1 | 1 ,  k i i k i i k iATT E y d E y d k K      (37) 

where id  indicates whether the customer i  is an active user or not. 
 1

i, | 1i k iE y d   is the expected value of all active customers i  for the (observed) 
outcome variable k  (here customer revenue), and  0

i, | 1i k iE y d   is the ex-
pected value of all active customers i  for the (unobserved) outcome variable k
as if they were not active.  

The expected outcome for untreated customers is only a valid estimate for the 
counterfactual outcome if no self-selection effects exist. This is, for example, 
the case in experimental settings when the researcher can randomly assign peo-
ple to a certain treatment. However, in this study, the customer decides whether 
to use user generated content or social shopping tools, thus we have to consider 
a selection bias caused by self-selection effects (Heckman and Navarro-Lozano 
2004; Mithas and Krishnan 2009). This bias corresponds to the average self-
selection effect  SE .  
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More formally: 

   0 0
, j,| 1 | 0 ,  i i k i j k j k kE y d E y d ATT SE k K         (38) 

The right-hand side of (38) shows that if the researcher does not control for 
possible self-selection effects, the ATT  can be overestimated or underestimat-
ed, depending on the influence of the self-selection effects. 

4.4.2 Controlling for selection bias 

The problem of controlling for self-selection effects in non-experimental re-
search designs is a very important issue in the economics and econometrics lit-
erature (Gensler et al. 2013; Heckman et al. 1997; Heckman and Navarro-
Lozano 2004; Mithas and Krishnan 2009; Rosenbaum and Rubin 1983, 1985). 
The state-of-the art method to overcome this problem is propensity score 
matching (Mithas and Krishnan 2009; Rosenbaum and Rubin 1983). The goal 
is to find a ‘statistical twin’ of a treated customer that has not received treat-
ment. A statistical twin is a customer with similar observed characteristics to 
ensure the comparability of the outcome variables and therefore provide a valid 
estimate of the counterfactual outcome. But the more characteristics the re-
searcher observes, the lower is the probability to find a similar customer. 
Therefore researchers condensed the characteristics to one single number, the 
so-called propensity score. The propensity score is calculated by a logit or pro-
bit model and represents the probability of receiving treatment (Rosenbaum and 
Rubin 1983). The customers are matched based on the propensity score. It is 
assumed that the closer the propensity scores of two customers are, the more 
similar they are in their characteristics. Therefore, the ATT  for an outcome 
variable k  when using propensity score matching results in: 

     1 0
, j,ˆ ˆ| 1, | 0, ,  k i i k i i j k j iATT E y d p z E y d p z k K      (39) 

where  p   is the estimated propensity score, and   0
j, ˆ| 0,j k j iE y d p z  is the 

estimate for the counterfactual outcome.  
An assumption linked to propensity score matching is that it is sufficient to es-
timate the propensity score by observable covariates. Thus, unobservable char-
acteristics driving the active content generation and social shopping tool usage 
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of customer are ignorable. Only if this ‘strong ignorability’ assumption holds, 
the difference between active users and passive, respectively non-users for each 
value of the propensity score is an unbiased estimate of the treatment effect 
(Rosenbaum and Rubin 1983). 

The idea of balancing the dataset to compare the outcome of the two groups can 
be evaluated by the percentage reduction in bias (PRB) using the following 
formula (Rosenbaum and Rubin 1985):  

1, 0,

1, 0,

1 *100,  i i

i i

after after
d m d m

m before before
d m d m

x x
PRB m M

x x
 

 

 
      

(40) 

The larger the reduction in bias, the better is the comparability of the groups 
(Rosenbaum and Rubin 1984).  

To conduct propensity score matching, the outcome of interest, the treatment 
variables and the covariates to determine the propensity score need to be de-
fined (Mithas and Krishnan 2009). 

Outcome 
In the forthcoming analyses the outcomes of interest are the gross and net rev-
enue of the customers. To ensure valid test statistics and results we take the log-
arithm of the revenue to approximate a normal distribution. 

Treatment 
The treatment is the active, passive or non-use of user generated content or so-
cial shopping tools. For our purpose, a non-user does not use any of the tech-
nologies provided on the website. A passive user only passively uses a tool 
without using another tool of the same kind actively and without using a tool of 
the other kind in any way. For example a passive user of user generated content 
is not allowed to use social shopping tools passively or actively. This ensures 
that we estimate the isolated effect of the technologies and avoid a biased influ-
ence of the other tool. An active user therefore is defined as somebody who uses 
at least one tool of the categories actively without using a tool of the other 
category. An active user is allowed to use a technology of the same category 
passively. For example, a customer who writes reviews can also read reviews. 
Table 4-1 shows the distribution among user generated content and social 
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shopping tools. It also highlights that customers use social shopping tools less 
than user generated content.  

Table 4-1: Customers’ use of user generated content and social shopping tools 

Social shopping tools 

no use passive use active use 

User generated 
content 

no use 23.49% 0.90% 1.55% 

passive use 44.37% 1.39% 1.92% 

active use 23.04% 1.06% 2.28% 

Covariates 
As mentioned above, the propensity score is estimated via observable covari-
ates. Shopping in the internet is different from shopping in a brick-and-mortar 
store. In general, when people use (online) technologies, they need skills to do 
so (Fulk 1993). Every customer is able to shop in brick-and-mortar stores, but it 
requires some knowledge to use an online shop (Hoffman and Novak 1996; 
Novak et al. 2000). Additionally, they need to have certain knowledge to use 
user generated content and social shopping tools on the website of an online 
retailer. Therefore, we consider the internet skills based on the scale by Novak 
et al. (2000). We expect that customers, who are more familiar with the inter-
net, use user generated content and social shopping tools more actively and 
provide higher revenue. 

People have different attitudes toward online shopping. Some customers only 
shop because they have a certain need. Others shop because they are seeking 
for joy and fun (Hirschman and Holbrook 1982). Childers et al. (2001) studied 
the hedonic and utilitarian motivations for online shopping and found that both 
are important predictors of online attitudes. Since social shopping tools are es-
tablished to make the online shopping more fun and desirable, we propose that 
hedonic consumers are more likely to use social shopping tools. User generated 
content is provided to give information to the customers and reduce uncertainty 
in the buying process (Li et al. 2011). They target the utilitarian needs of a cus-
tomer and we expect that utilitarian users are more likely to use user generated 
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content. Therefore, we take the attitude toward online shopping into account 
when estimating the propensity score (Voss et al. 2003).  

Built on utilitarian and hedonic attitudes toward online shopping, we also con-
sider a customer’s main reasons to use the internet since customers have differ-
ent reasons to use the internet and visit an online store (Moe 2003). We asked 
for relaxation, sharing, contact, research, commerce and job reasons. The first 
three categories represent hedonic reasons and the latter three represent utilitar-
ian reasons to use the internet. 

The internet is a huge network which allows customers to articulate themselves 
(Hennig-Thurau et al. 2004). A common measure for loyalty in the marketing 
practice is the net promoter score, where the customer is asked how likely he or 
she would recommend the online shop to a friend (Reichheld 2003). The more 
likely the customer is to recommend the online shop to a friend, the more likely 
is he or she to recommend the online shop on the internet by actively use any of 
the provided tools. Because of a good relationship with the retailer, they are also 
assumed to generate higher revenues. Therefore, we take the recommendation 
intention of consumers into account using the Net Promoter question. 

Additionally, we consider demographical data, namely age and gender, since 
they are important in characterizing the customer and avoid bias because of un-
observed heterogeneity. We also control for the number of categories in which 
the customer made a purchase. Table 4-2 gives an overview of the covariates 
used for determining the propensity score. 
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Table 4-2: Covariates considered estimating the propensity score 

Variable Definition
internet skills internet skills of the customer measured with six items 

based on Novak et al. (2000); Cronbach’s alpha = 0.815 
 I am extremely skilled at using the web.
 I consider myself knowledgeable about good search tech-

niques on the Web.
 I know somewhat less than most users about the web (re-

versed item)
 I know how to find what I am looking for on the Web.
 How would you rate your skill at using the Web, com-

pared to other things you do on the computer?
 How would you rate your skill at using the Web, com-

pared to the sport or game you are best at?

utilitarian 
attitude  

utilitarian attitude toward online shopping measured with five 
items based on Voss et al. (2003); Cronbach’s alpha = 0.848 
Online shopping is… 
… effective/not effective 
… helpful/not helpful 
… functional/not functional 
… necessary/not necessary 
… practical/not practical 

hedonic attitude  hedonic attitude toward online shopping measured with five 
items based on Voss et al. (2003); Cronbach’s alpha = 0.752 
Online shopping is… 
… not fun/fun 
… dull/exciting 
… not delightful/delightful 
… not thrilling/thrilling 
… unenjoyable/enjoyable 
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Table 4-2: Covariates considered estimating the propensity score (continued) 

Variable Definition
use of internet: 

relax 
reason if the customer uses the internet for relaxation 
(1=yes, 0=no) 

use of internet: 
research 

reason if the customer uses the internet for research (1=yes, 
0=no) 

use of internet: 
shopping 

reason if the customer uses the internet for shopping (1=yes, 
0=no) 

use of internet: 
share 

reason if the customer uses the internet for sharing content 
(1=yes, 0=no) 

use of internet: 
connect 

reason if the customer uses the internet for contact (1=yes, 
0=no) 

use of internet: 
job 

reason if the customer uses the internet for job purposes 
(1=yes, 0=no) 

sum of categories number of categories in which the customer bought during 
the observation period 

share fashion  percentage share of purchases within the fashion category 
recommendation 

intention 
recommendation intention of a customer measured on a 11-
point scale 

gender gender of the customer (1=female, 0=male) 
age age of the customer in years 

To ensure that the multiple items actually measure the desired construct, we 
first conduct a factor analysis. The details can be found in Appendix B.  

To check the internal reliability, we use Cronbach’s alpha (Cronbach 1951). 
The test statistics should be greater than 0.7, which is the case here for all ex-
tracted factors (see Table 4-2). Since all values exceed 0.7, the internal con-
sistency of the constructs is ensured. We proceed with calculating the mean of 
the different items and use this statistic in the following analyses. 

Table 4-3 shows the reduction in bias for every variable for user generated con-
tent and social shopping tools. The reduction in bias is substantial for the user 
generated content comparisons. However, for social shopping tools, five varia-
bles have a negative reduction in bias. These effects are caused by the relative 
small samples when analyzing social shopping tools. To be consistent in the 
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way the propensity score matching is employed, we, however, keep all varia-
bles in the propensity score model. 

To sum it up, we have the gross and net sales as well as the product returns as 
outcome variables. The active, passive or no use is the treatment variable and 
the above mentioned covariates determine the treatment.  

Table 4-3:  Reduction in bias 

User generated content Social shopping tools 

Covariates passive 
vs. no 
use 

active vs. 
passive 
use  

active 
vs. no 
use  

passive 
vs. no   
use 

active 
vs. no 
use  

internet skills 95.8 88.5 99.2 94.7 47.9 

use of internet: 
relax 58.7 45.8 70.2 -41.4 83.3

research 89.8 98.3 96.9 85.3 95.1

commerce 99.6 93.0 96.3 98.3 62.9

share 95.4 96.4 89.2 92.9 87.1

contact 99.3 92.3 91.9 25.5 4.6

utilitarian attitude 
(online shopping) 94.0 89.0 97.0 -97.7 83.9 

hedonic attitude 
(online shopping) 91.9 91.0 95.8 1.3 98.0 

recommendation 
intention 96.0 95.1 89.3 91.3 70.9

gender 
(1: female, 
 0: male) 9.3 95.8 75.2 -513.3 -80.6

age 97.4 57.9 98.8 -409.6 48.7

sum of categories 80.5 92.4 87.7 66 -101.6
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4.4.3 Estimating the treatment effect 

There are several algorithms to match treated and untreated customers. Popular 
ones are (1) the one-nearest neighbor algorithm, which considers just one 
matching partner; (2) the n-nearest neighbor algorithm that includes n matching 
partners, (3) the radius matching algorithm, which considers every matching 
partner within a defined caliper and (4) the Gaussian kernel algorithm, which 
considers all untreated customers as matching partners by assigning a weight 
based on the distance to the treated customer. There is no single best solution 
which algorithm to take. Matching with more than one partner leads to an in-
creased bias in the estimated ATT , but also to a decreased variance (Caliendo 
and Kopeinig 2008). However, asymptotically all algorithms yield similar re-
sults (Zhao 2004).  

The most common approach in the recent literature is kernel matching 
(Caliendo et al. 2012; Gensler et al. 2012; Mithas and Krishnan 2009). We use 
the kernel matching algorithm with a Gaussian kernel using a bandwidth as 
suggested by Silverman (1986).  

To further ensure comparability of the two groups we calculate the ranges of 
the propensity scores for the two groups. Every case falling outside the over-
lapping distribution of active, passive and non-users, the region of common 
support, is dropped from the analysis because there is no potential matching 
partner (Heckman et al. 1997). As mentioned before the treatment variable con-
sists of three states: (i) not using any technology, (ii) only passively using any 
technology, and (iii) actively using any technology. Since the propensity score 
is calculated with a binomial logit model, an appropriate approach to deal with 
multiple treatment cases is to estimate a series of binomial models (Lechner 
2001).  

4.5 Results 

4.5.1 Characteristics of users of user generated content 

The propensity score models allow for describing the users of user generated 
content and social shopping tools (Table 4-4). For user generated content, pas-
sive users compared to non-users have higher internet skills (β = 0.211, p = 
0.001), use the internet for research (β = 0.329, p = 0.005) and shopping (β = 
0.338, p = 0.021), which are utilitarian motivations to use the internet, buy in 
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more categories (β = 0.130, p = 0.009), and recommend the online shop to oth-
ers (β = 0.096, p = 0.014). Additionally they are younger (β = -0.018, p < 
0.001). Active users of user generated content compared to passive users use 
the internet for research (β = 0.241, p = 0.055) and to connect with others (β = 
0.275, p = 0.019), representing hedonic and utilitarian motivations. Additional-
ly, they buy in more categories (β = 0.139, p = 0.002) and are more prone to 
recommend the online shop to others (β = 0.094, p = 0.033). Active users of 
user generated content tend to be women (β = 0.411, p = 0.009). When compar-
ing active users to non-users of user generated content, it turns out that active 
users have higher internet skills (β = 0.309, p < 0.001) and use the internet for 
research (β = 0.593, p < 0.001), shopping (β = 0.489, p = 0.010) and to connect 
with others (β = 0.368, p = 0.007), representing utilitarian and hedonic motiva-
tions. Additionally, they tend to have a hedonic attitude toward online shopping 
(β = 0.144, p = 0.061), buy in more categories (β = 0.257, p < 0.001), and are 
more prone to recommend the focal retailer to others (β = 0.180, p < 0.001). 
Again, active users tend to be women (β = 0.350, p = 0.061).  

For social shopping tools, passive users of social shopping tools use the internet 
less for research (β = -0.933, p = 0.049) and shopping (β = -1.050, p = 0.026) 
compared to non-users. Furthermore, they tend to buy less within the fashion 
category (β = -0.011, p = 0.070). Active users are categorized by the higher he-
donic attitude toward online shopping (β = 0.482, p = 0.018). 
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Table 4-4:  Estimation results of the logit model 

user generated content social shopping tools 
passive 

vs. 
no use 

active vs. 
passive use 

active vs. 
no use 

passive vs. 
no use 

active vs.
no use 

internet 
skills 

0.211 
(0.001) 

0.052 
(0.446) 

0.309 
(0.000) 

0.015 
(0.953) 

-0.289
(0.135)

utilitarian 
attitude  

0.011 
(0.878) 

0.055 
(0.493)  

0.029 
(0.739) 

-0.230
(0.447) 

0.042 
(0.851) 

hedonic 
attitude  

0.105 
(0.117) 

0.065 
(0.341) 

0.144 
(0.061) 

0.324 
(0.228) 

0.482 
(0.018) 

use of 
internet: 
(base: 
job) 
relax 

0.099 
(0.372) 

-0.000
(0.999)

0.143 
(0.285) 

0.088 
(0.854) 

0.270 
(0.468) 

research 0.329 
(0.005) 

0.241 
(0.055) 

0.593 
(0.000) 

-0.933
(0.049)

-0.524
(0.142)

shopping 0.338 
(0.021) 

0.119 
(0.491) 

0.489 
(0.010) 

-1.050
(0.026)

-0.342
(0.400)

share -0.029
(0.811) 

0.007 
(0.952) 

-0.019
(0.894) 

0.013 
(0.979) 

0.465 
(0.209) 

connect 0.073 
(0.521) 

0.275 
(0.019) 

0.368 
(0.007) 

-0.353
(0.452)

0.001 
(0.998) 

sum of 
categories 

0.130 
(0.009) 

0.139 
(0.002) 

0.257 
(0.000) 

-0.390
(0.106)

-0.039
(0.816)

share 
fashion 

0.001 
(0.699) 

0.002 
(0.251) 

0.003 
(0.163) 

-0.011
(0.070) 

0.001 
(0.884) 

recommen-
dation  

0.096 
(0.014) 

0.094 
(0.033) 

0.180 
(0.000) 

0.247 
(0.169) 

0.177 
(0.186) 

gender -0.148
(0.320)

0.411 
(0.009) 

0.350 
(0.061) 

0.466 
(0.472) 

-0.142
(0.776)

age -0.018
(0.000) 

0.008 
(0.107) 

-0.007
(0.226) 

-0.006
(0.748) 

0.019 
(0.198) 

N 1663 1653 1140 597 613
Pseudo R² 0.042 0.025 0.098 0.108 0.068 

p-values in parentheses.
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4.5.2 Effects of user generated content on customer revenue and 
share of product returns 

Table 4-5 shows the effects of using user generated content and social shopping 
tools on the logarithm of customers’ gross and net revenue and the share of 
product returns. Passive users of user generated content produce significantly 
higher gross revenues for the retailer than customers who do not use user gen-
erated content (β = 0.162, p = 0.006). This result supports H1a. Moreover, we 
propose in H1b that contributing additionally to consuming user generated con-
tent (active use) results in higher gross revenues (β = 0.240, p < 0.001). Since 
we find that active users of user generated content provide higher revenues, 
H1b is supported. However, we do not find support for H2 that customers con-
suming user generated content (passive use) have lower product returns com-
pared to those not using it (βpassive = 0.028, p = 0.042; βactive = 0.049, p = 0.002). 
Actually, passive and active users of user generated content have a higher share 
in returns than customers not using it. Yet, customers who use user generated 
content still produce significantly higher net revenues (βpassive = 0.113, p = 
0.048; βactive = 0.344, p < 0.001), indicating, that, despite the higher return rates, 
the customers buy much more than customers who do not use user generated 
content.  

With respect to social shopping tools, we proposed that customers who use so-
cial shopping tools either passively or actively generate higher gross revenues 
compared to those not using these tools. However, we do not find support for 
H3 in our data (βpassive = 0.405, p = 0.214; βactive = 0.076, p = 0.765). Yet, we 
find support for H4 that the use of social shopping tools does not influence cus-
tomers’ return behavior (βpassive = 0.057, p = 0.432; βactive = 0.016, p = 0.731). 
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Table 4-5:  Effects of using user generated content and social shopping tools 

ln(gross 
revenue) 

share of 
returns 

ln(net 
revenue) 

user 
generated 
content 

passive vs. non-
users 

0.162 
(0.006) 

0.028 
(0.042) 

0.113 
(0.048) 

active vs. non-
users 

0.421 
(0.000) 

0.049 
(0.002) 

0.344 
(0.000) 

active vs. passive 
users 

0.240 
(0.000) 

0.015 
(0.226) 

0.220 
(0.000) 

social 
shopping 
tools 

passive vs. non-
users 

0.405 
(0.214) 

0.057 
(0.432) 

0.260 
(0.418) 

active vs. non-
users 

0.076 
(0.765) 

0.016 
(0.731) 

0.061 
(0.792) 

p-values in parentheses.

4.5.3 Heterogeneity 

To further investigate the effects of user generated content, we conduct addi-
tional validation and robustness checks. First, we assess if there is hetero-
geneity within the treatment effects. Following the approach of Rosenbaum 
and Rubin (1984), we from subclasses, the so-called strata, based on the estimat-
ed propensity score. Based on the lowest and highest propensity score within the 
range of common support, the initial solution consists of five groups with the 
same range (Dehejia and Wahba 2002). Based on the subclasses, we check if 
there are significant differences within the subclasses to ensure a comparability 
of the data. Following the argumentation of Becker and Ichino (2002), we use 
the 1% level to test the differences. The more variables are included in the es-
timation of the propensity score the less likely it is to balance every covariate in 
the sample. Assuming the balancing property of every variable is mutually inde-
pendent and we would use the 5% level with 12 variables, the probability of reject-

ing the balancing property although it holds true is 1 1112
(0.05) (0.95) 0.341.

1
 

 
 
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Table 4-6:  Assessing heterogeneity using different strata 
active versus non-users 

Stratum Number of non-
users 

Number of 
active users 

Ln(gross revenue) of 
non-users 

Ln(gross revenue) of 
active users Difference

1 69 12 5.722 5.905 0.184
2 172 101 5.806 6.304 0.498***
3 186 143 6.107 6.437 0.330**
4 112 214 6.230 6.829 0.599***
5 32 94 7.041 7.468 0.427**

Stratum Number of non-
users 

Number of 
active users 

Ln(net revenue) of 
non-users 

Ln(net revenue) of 
active users Difference

1 69 12 5.199 5.617 0.418
2 172 101 5.366 5.854 0.487***
3 186 143 5.682 5.912 0.230*
4 112 214 5.791 6.263 0.472***
5 32 94 6.575 6.893 0.317*

active versus passive users 

Stratum Number of 
passive users 

Number of 
active users 

Ln(gross revenue) of 
passive users 

Ln(gross revenue) of 
active users Difference

1 139 36 5.656 6.146 0.491**
2 334 142 6.055 6.319 0.264**
3 394 205 6.380 6.521 0.141*
4 188 136 7.037 7.247 0.210**
5 30 44 7.221 7.768 0.548**

Stratum Number of 
passive users 

Number of 
active users 

Ln(net revenue) of 
passive users 

Ln(net revenue) of 
active users Difference

1 139 36 5.321 5.863 0.542**
2 334 142 5.561 5.841 0.280***
3 394 205 5.876 5.970 0.094 
4 188 136 6.493 6.654 0.161*
5 30 44 6.790 7.125 0.335*

passive versus non-users 

Stratum Number of non-
users 

Number of 
passive users 

Ln(gross revenue) of 
non-users 

Ln(gross revenue) of 
passive users Difference

1 29 16 5.438 5.487 0.048
2 30 22 6.033 5.838 -0.195
3 52 44 5.817 6.136 0.319
4 187 269 5.947 6.046 0.099
5 208 492 6.187 6.399 0.211**
6 65 233 6.445 6.569 0.124

Stratum Number of non-
users 

Number of 
passive users 

Ln(net revenue) of 
non-users 

Ln(net revenue) of 
passive users Difference

1 29 16 4.871 5.102 0.231
2 30 22 5.436 5.370 -0.066
3 52 44 5.310 5.624 0.314
4 187 269 5.517 5.581 0.064
5 208 492 5.747 5.892 0.145*
6 65 233 6.445 6.569 0.124
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This results in five strata for both active versus passive users and active versus 
non-users. The comparison of passive versus non-users results in six strata. Ta-
ble 4-6 shows the results of the sub-classification. For both, active versus pas-
sive and active versus non-users the gross and net revenue of active users are 
significantly higher than their control groups with exception of strata 1. Here, 
the difference is still positive in all cases but not significant, which might be 
caused by the low number of observations in these strata. In contrast, the com-
parison between passive and non-users is only significant in one stratum, which 
means that the significance is mostly driven by this stratum. However, the other 
strata are still positive with the exception of the second strata. Still, there is in-
dication that an effect exists. 

4.5.4 Robustness check – Sensitivity analysis 

Propensity score matching is based on the conditional independence assump-
tion (Rosenbaum and Rubin 1983). This assumption implies that no relevant 
customer characteristics that influence the use of user generated content and 
social shopping tools are disregarded when estimating the propensity score. If 
there are unobserved characteristics that influence the use of user generated 
content and social shopping tools, a hidden bias might exist (omitted variable 
bias), which would suggest that the found differences in revenue and share of 
returns would not represent causal effects. Thereby, it is likely that there are 
additional characteristics that drive customers’ use of user generated content 
and especially social shopping tools which we were not able to consider in this 
empirical study (Mithas and Krishnan 2009). The question is how severe the 
omitted variable bias is. To assess the potential bias, we conduct a sensitivity 
analysis as suggested by Rosenbaum (1987). We calculate the Rosenbaum 
bounds using Wilcoxon sign-rank tests for the estimated effects. Table 4-7 
shows the critical odds ratios at which the conclusions would alter. There are 
two potential changes: significant results might become insignificant at a cer-
tain odd ratio, and insignificant results can also become significant. The critical 
odd ratio should be as high as possible. Other studies using the same sensitivity 
analysis find critical odds ratios between 1.1 and 2.5 (DiPrete and Gangl 2004; 
Mithas and Krishnan 2009; Mithas et al. 2005). In our study the critical odds 
ratios for the use of user generated content vary between 1.0 and 2.1. Therefore 
the results are in line with previous research. The effects of active versus no-
use of user generated content are the most robust effects, while the effects of 
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passive versus no-use of user generated content are most susceptible to hidden 
bias. This means that there might be other variables, which explain, why con-
sumers read user generated content. However, these are only worst case scenar-
ios.  

The effects with respect to social shopping tools are very sensitive. Considering 
that we only compare relatively small samples and that we do not find any sig-
nificant effects, this result indicates that the use of social shopping tools poten-
tially has an effect on customer revenue and return behavior. 

Table 4-7:  Critical odds ratio assess the sensitivity of the effects of user gen-
erated content and social shopping tools 

Critical odds ratio 
ln(gross 
revenue) 

ln(net 
revenue) 

share of 
returns 

user generated 
content 

passive vs. non-
users 

1.3- 1.2- 1.1- 

active vs. non-users 2.1- 1.9- 1.3- 
active vs. passive 

users 
1.5- 1.5- 1.1+ 

social 
shopping 
tools 

passive vs. non-
users 

1.0+ 1.2+ 1.7+ 

active vs. non-users 1.4+ 1.5+ 1.6+ 
- significant effect becoming insignificant;
+ insignificant effect becoming significant

4.6 Discussion 

4.6.1 Summary and managerial implications 

Many retailers (i.e., intermediaries and manufacturers) provide innovative 
technologies in their online shops to facilitate the shopping process for the cus-
tomers and enhance their shopping experience to finally affect firm perfor-
mance. We analyze two kinds of innovative technologies: user generated con-
tent and social shopping tools. Our analyses show that implementing such tools 
can pay off for a retailer. Passive users of user generated content provide signifi-
cantly higher revenue than non-users. This might be because user generated 



content provides additional information to customers that complements retail-
ers’ information and focuses on actual product experiences. Moreover, active 
users produce higher revenues than passive and non-users of user generated 
content. As such, compared to passive users, shoppers that also contribute user 
generated content (i.e. active users) seem more connected to the retailer by feel-
ing being part of a community, which intensifies the relationship and results in 
higher revenues. In contrast to our expectations, the return rates are also higher 
for passive and active users of user generated content compared to non-users, 
whereas the return rates do not differ between active and passive users. But ul-
timately, passive and active users of user generated content produce higher net 
revenues for the retailer. As such, our results show that reading or even provid-
ing user generated content is done by “better” customers in that they simply 
buy more, with the result that they also return more. This effect seem to out-
weigh the effect that active or passive users of user generated content might be 
more knowledgeable with respect to the actual product performance, which 
should lead to lower disconfirmation between pre-purchase expectations and 
post-purchase experiences, higher satisfaction, and finally lower return rates. 
The use of social shopping tools seems to not affect customers’ revenues on 
average in our study.  

Overall, our results suggest that innovative online shopping technologies help 
to motivate purchase decisions. In any case, managers should stimulate the ac-
tive use of user generated content since it provides value for other customers 
(passive users) and value to the retailer. For example, our data provider was 
thinking about introducing a loyalty program mainly based on contributing user 
generated content opposed to purchase behavior. Since user generated content 
also motivates passive users of this content to shop more, retailers should make 
this content easily available and also stimulate shoppers to read this content 
when browsing on their website. Stimulating user generated content comes 
with the cost of higher product returns, which is not problematic since net rev-
enue is still higher than net revenue of non-users. While our study’s insights are 
of interest to pure online retailers as well as manufacturers that use their own 
online retail stores, it is also of interest to multichannel retailers as well as 
manufacturers that have online as well as offline shops. The reason is that 
firms’ multichannel strategy should be integrated and cannot be considered in 
isolation. Multichannel firms that receive customers’ feedback via user gener-
ated content in their online store can use this content also in their offline store
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and vice versa. For example, Burberry offers technologies such as tablet com-
puters in their offline store to inform their offline shoppers about Burberry’s 
products and the content by other users (Lindner 2016). As such, they stimulate 
the feeling of being part of a community, which leads to higher commitment 
with the firm and finally more purchases. Now, Burberry should also stimulate 
those offline shoppers to write reviews on their website. Multichannel firms 
should also integrate their return process (i.e., products bought online might be 
returned offline), As such, they reduce customers’ return costs, have more 
shoppers in their offline shops, and have also the opportunity to personally inter-
act with their customers and discuss potential problems with the products 
that have led to the return of the product. All of the above can potentially lead 
to an increased relationship with the customers and finally more purchases. 

4.6.2 Limitations and future research 

This study faces some general limitations which provide avenues for future re-
search. First, the number of users of social shopping tools is rather small what 
might be a reason for the insignificant findings. Social shopping tools are inno-
vative features and therefore, very few customers actually use them. When an 
increasing number of customers use social shopping tools, this study should be 
replicated to confirm or object this study’s claim that the use of social shopping 
tools does not affect customer revenue on average. Second, the design of user 
generated content and social shopping tools cannot be studied based on the 
available data. Therefore we are not able to investigate the effects of different 
designs of these tools. Future research may investigate whether specific designs 
of user generated content and social shopping tools are more effective in stimu-
lating purchases than others. Additionally, we cannot measure content available 
in different channels. Future studies should investigate effects of user generated 
content generated and used in different channels. Third, we find in our study 
that engaged customers are very profitable for a company. However, we do not 
know what affects customer engagement. It is beyond the scope of this study to 
develop strategies to do so, but future research should examine how firms’ can 
engage customers. Fourth, user generated content reflects the customers’ opin-
ion. Future research should investigate how this information can be considered 
in supportive online purchase environments (Xiao and Benbasat 2007). 
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Despite these limitations, this study contributes to the existing literature by 
shedding light on the effects of customers’ active and passive use of user gen-
erated content and social shopping tools on customer revenue and return behavior.
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5 General discussion 
Today, consumers shop a lot online (eMarketer 2016). The online channel faces 
several challenges for marketers. First, the online channel is cluttered. There-
fore, it is difficult to stand out and generate attention for the product. A com-
mon way to generate attention is display advertising (IAB 2015). Display ads 
are served in the traditional online channel (using PCs and laptops) and the 
mobile channel (using smartphones and tablets). These channels differ in usage 
situation and consumer behavior and therefore advertisers have to be aware of 
the differences when serving display ads. When marketers succeeded and con-
sumers visit the webpage, marketers face the problem that consumers rely on 
other consumers’ opinions (Babić Rosario et al. 2016; Floyd et al. 2014). 

This dissertation aimed to tackle these challenges using three different studies. 
The first study investigated whether display ads are more effective when they 
match the consumer’s interest in the product. The second study answers the 
question if consumers click mobile ads differently compared to traditional dis-
play ads. Last, but least, the third study dealt with whether consumers spend 
more money when using purchase aids such as user generated content or social 
shopping tools. Figure 5-1 shows again the framework of this dissertation. 

Figure 5-1: Outline of dissertation 

 

We shortly summarize the three studies and end this chapter by giving an out-
look to the future. 
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5.1 Study 1: Effect of ad characteristics and targeting 
options on display ad effectiveness taking the 
unobservable interest into account 

Advertisers face the problem that they do not know how interested the consum-
er is in the advertised product. A good display ad should match the communica-
tion goal of the advertiser but also match the interest of the consumer. We pro-
pose that based on the unobservable interest, different ad characteristics should 
be served and different targeting options should be used. We define the ad 
characteristics in terms of ad message and ad format. To estimate the unobserv-
able interest, we develop a Hidden Markov Model (Netzer et al. 2008). We are 
interested in the transitions between certain interest states and how ad charac-
teristics and targeting options influence these transitions. That is, managers can 
identify ad characteristics and targeting options that positively influence the 
interest state and therefore increase the probability of a reaction of the consum-
er. On the other hand, they can also identify ad characteristics and targeting op-
tions that decrease the interest and therefore decrease the probability of a reac-
tion. 

After building up the model, we conduct a simulation study to test how well the 
model can identify the parameters. We prove that our model fits the data better 
than simpler approaches like the traditional logit model or the random intercept 
logit model. Afterwards we run several simulations based on the estimated pa-
rameters and show that we can increase the chance of a reaction of the consumer. 

Our dataset consists of clickstream data from an American travel and tourism 
company. In total, we have information about approximately 80 million cookies 
with over 300 million impressions. We draw a sample out the dataset to make 
the estimation feasible. 

We find that ad characteristics and targeting options indeed influence the inter-
est in the product. Based on the interest state, the targeting option plays a huge 
role in consumers’ behavior. The ad format also has different effects on reac-
tion based on the latent interest state. Interestingly the message only has an ef-
fect when the consumer has a low interest in the product, but not when he or 
she has a high interest. We also control of the number of served impressions 
and previous clicks, as well as for other marketing exposures like search or 
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email advertising. We find that more impressions have a negative impact when 
the consumer is not interested, but when the interest is present; an additional 
exposure increases the chance to react. As expected, consumers that reacted 
before have a higher probability to be interested in the product and react again.  

Our model is the base for several simulations. Advertisers can simulate, wheth-
er it is reasonable to serve an additional ad to a consumer or not. The model 
enables advertisers to plan an individual frequency cap for each consumer. We 
help advertisers to show the right display ad to the right consumer at the right time 
in the right format. 

Summing up, we built a new model to explicate the latent interest in an adver-
tised product based on clickstream data. These kinds of data are the only data 
available for advertisers. Therefore, an understanding of effects within an ad 
campaign can be crucial for campaign success. 

5.2 Study 2: User device and ad response: The moderating 
role of ad position 

Mobile marketing is on the rise and consumers visit the internet more often 
with mobile devices. Research in the mobile channel is sparse. But researchers 
agree that the mobile channel is conceptually different from the traditional 
online channel (Ghose, Goldfarb, et al. 2013). But still, advertisers treat these 
channels equally. We want to show that the behavioral outcome of consumers 
is different regarding the channel they are using while accessing the internet. 
Furthermore, we want to study how the reaction to display advertising differs 
between the two channels. Therefore, we conduct a field experiment on a Ger-
man nutrition website. We control for the position of the display ad. We place 
one ad at the top of the website and another one further down. What is beyond 
our control is the decision of the consumer with which device he or she enters 
the website. Thus, we first try to explain the mobile usage with the time of the 
day on which the consumer visits the website and whether it is weekend or not. 
Then we built up a traditional probit model to explain the reaction on a display 
ad (i.e. whether the consumer clicks on the display ad or not). We find that in 
general consumers click less on a display ad when using a mobile device. How-
ever, a display ad further down the website increases the probability to be 
clicked up to a certain amount of impression for the mobile channel compared 
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to the traditional channel. There is no significant difference between ads at the 
top position between these two channels.  

We also test the prediction validity of the probit model using a holdout sample 
which consists of 20% of the sample. All validation measures indicate a good 
prediction accuracy of the proposed model. 

Therefore, we help advertisers to understand, that consumers process display 
advertising differently when using a mobile device compared to a stationary 
device. Since ads at the bottom are clicked more often, advertisers should buy 
these inventories when the consumer visits a website with a mobile device.  

5.3 Study 3: Value of user generated content and social 
shopping tools 

Many retailers and manufacturers use the Internet as a distribution channel 
above and beyond their offline retail stores. Using the online channel as a dis-
tribution channel faces retailers and manufacturers with two challenges: Con-
sumers using the online channel cannot evaluate the products beforehand and, 
moreover, shopping lacks the social experience of offline stores. Retailers try to 
overcome these limitations by offering user generated content and social shop-
ping tools in their online shops. This chapter aims to examine the effect of 
these two tools on customer revenue, and customers’ return behavior. We dif-
ferentiate between customers’ active, passive and no use of these tools and also 
control for self-selection effects using propensity score matching. Controlling 
for self-selection effects is important because active users might have different 
attitudes compared to passive users or non-users.  

We find that customers who use user generated content produce higher gross 
revenues for the retailer. Surprisingly, these customers also have higher return 
rates. However, they still generate significantly higher net revenues for the re-
tailer. Moreover, the effects are smaller when controlling for self-selection ef-
fects. We also find that social shopping tools do not affect the customer’s rev-
enue on average. In general, user generated content indeed has a positive effect 
on purchase decision, but a fraction of this effect can be explained through co-
variates that determine the self-selection effect. 

Therefore, retailers should stimulate the use of user generated content because 
active users seem to be more loyal to the company and buy more. Furthermore, 
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they provide important information for passive consumers that they can use for 
their purchase decision. Even though social shopping tools are not significant, 
retailers should still be careful on not using these tools. One reason for the in-
significance might be the small number of users.  

5.4 Outlook to the future 

In this dissertation we shed light on how marketers can convince online con-
sumers to purchase. We start with a study that shows that serving display ads 
that match a consumer’s interest can increase the positive behavioral outcome 
of consumers. Advertisers should take a step back on showing too many ads to 
consumers, but start thinking what consumers want to see. For example, con-
sider the targeting strategy of retargeting. Our study shows that it decreases the 
probability of a positive behavioral outcome. This may be surprising, but with a 
deeper look it at, this results makes sense. Retargeting mostly works automati-
cally, where agencies track a visit at an online shop via cookies. When they re-
alize, that a consumer looked at a product, but did not buy it, they serve ads to 
that certain consumer displaying either the product itself or other products from 
the online shop. This can interfere with the consumer’s privacy concerns. Just 
transfer this situation to an offline example. When a consumer visits a super-
market and considers several products, but does not buy them, no advertiser 
will follow this consumer and serve him or her ads from these products. But 
this is exactly how retargeting works. This form of advertising can work, but 
only when consumers are close to purchase and showed interest on third party 
platforms (Lambrecht and Tucker 2013). 

This example transfers to other forms of advertising as well. This leads to an 
additional problem for marketers: The increasing installation of ad blockers. 
Since advertisers become more and more aggressive, consumers protect them-
selves by blocking intrusive ads. This can cause serious harm to both, advertis-
ers and publishers, since advertisers cannot reach the desired target audience 
and publishers earn their money with serving ads on their websites. One ap-
proach is to convince the consumer to deactivate the ad blocker for certain 
websites. Using an appropriate message increases the probability that consum-
ers are willing to allow ads on certain websites (Schumann et al. 2014). 

To sum it up, the advertising industry is still a huge and relevant business, but 
the environment changes fast. Therefore, the industry has to think about how to 
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serve ads to the consumer. In our opinion, the industry practice should take a 
step back from annoying the consumer with irrelevant ads and move a step to-
ward the serving of ads that fits the need of the consumer. Our model shown in 
chapter 2 is a first move toward that direction. We believe that an advertiser 
that does not intrusively serves irrelevant ads to a consumer will benefit in a 
long run. 

The multichannel complexity is also a challenge that needs to be addressed. So 
far, there is no differentiation on how display ads are served between the tradi-
tional online channel and the mobile channel (Del Rey 2012). Marketers need to 
be aware of these differences and design different strategies to reach the consumer.  

Furthermore, the attribution problem between these channels is not solved yet. 
For most advertisers, it is almost impossible to differentiate mobile users from 
online users. So far, consumers are tracked using cookies. But since they are 
always stores locally, it is difficult to connect a consumer that uses a traditional 
computer with the equivalent mobile device. It is even more difficult to connect 
all the offline activities to that certain consumer. This is a future challenge for 
marketers since they influence each other (Ghose, Han, et al. 2013; Guitart and 
Hervet 2016). 

Last, but not least, product managers should be as transparent as possible. Con-
sumers rely on other consumers’ opinions and this influence their decision to 
purchase. Online shops should give consumers the opportunity to connect. This 
can be done by giving a platform for user generated content or social shopping 
tools. Especially user generated content can give hints of negative properties of 
a product or service. This information can be used to create a better experience for 
consumers. Positive information can be used in advertising as a quality sign. 

To summarize this dissertation, the three key learnings are: 

1. Advertisers should serve display ads that are relevant to the consumer,  

2. Advertisers should consider the differences between the mobile and the 
traditional online channel, 

3. Retailers should give consumers the opportunity to interact with each oth-
er on the website.
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Appendix A: Simulation study 
We conduct several simulations to test whether the model can be identified and 
estimate all the parameters. First, we generate the parameters of the transition 
matrix. We specify the state specific intercept parameters ߬௜௦௦ᇱ and blur them 
with a normal distribution with mean zero and true covariance matrix Σθtrue. 
This ensures that every individual in the simulation has a different parameter 
which captures heterogeneity in the model. Then we set the true values of the 
ad characteristics ࢙࣋, the targeting options ࣏࢙ and generate these variables with 
a Bernoulli distribution. 

Based on the generated parameters, we have the individual transition matrix for 
each individual i and can simulate a path of different states. Based on the state, 
we can simulate a possible outcome for individual at time t in state s based on 
the conditional choice parameters.  

In detail we simulate a model with two and three hidden states. The mean tran-
sition matrices and state dependent emission probabilities are shown in Table 
A-1.

Table A-1: Design for simulation study 

#states Covariance matrix Initial 
distribution Transition matrix 

State 
dependent 

choice 

2 
0.2 0
0 0.2

 
  
 

true
θΣ   

1
0
 

  
 

π   
0.9 0.1
0.1 0.9
 

  
 

Q
0.1
0.9
 

  
 

m   

3 

0.2 0 0
0 0.2 0
0 0 0.2

 
   
  

true
θΣ

1
0
0

 
   
  

π   

0.9 0.05 0.05
0.05 0.9 0.05
0.05 0.05 0.9

 
   
  

Q
0.05
0.45
0.90

 
   
  

m   

The model is able to identify all the model parameters successfully. Table A-2 
shows the results for the parameter values for the two and three states model. 
No parameter is significantly different at the 0.05% level, meaning that every 
parameter could be recovered. Convergence was assesses through visual in-
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spection. The trace plots and histograms of the fixed effects parameters are 
shown in Figure A-1 and Figure A-2. 

The adaptive algorithm of Atchadé (2006) takes care of the autocorrelation 
problem that inherits Random Walk Metropolis Hastings algorithms. Together 
with skipping 10 observations from the posterior distribution, there is no auto-
correlation for the two states model and only little autocorrelation for the three 
states model. Figure A-3 and Figure A-4 show the autocorrelation functions for 
the fixed effects for the two models. 

Using the simulated data also allows us to check for the model’s ability to re-
cover the latent state of the consumer. Using the filtering approach from equa-
tion (13) shows that the model is able to recover the latent state most of the 
time. Figure A-5 and Figure A-6 depict the simulated and estimated state of 
one sim-ulated data chain. In this example, 96.7% of the states were identified 
right in the two states model and 83.3% of the states were identified right in the 
three states model. 



111 

Table A-2: Simulation results 

2 state model (7 parameters) Three state model (30 parameters) 

Parameter True value 
Parameter estimate 

(2.5%, 97.5%) 
True value 

Parameter estimate 
(2.5%, 97.5%) 

𝜏11 2.2 2.08 (1.16, 2.99) 2.2 2.40 (1.46, 3.33) 
𝜏12 - - -0.3 -0.13 (-1.03, 0.77)
𝜏21 -2.2 -2.15 (-3.12, -1.18) -2.9 -2.51 (-3.79, -1.23)
𝜏22 - - 1.8 1.72 (0.87, 2.58) 
𝜏31 - - -2.9 -2.41 (-3.18, -1.64)
𝜏32 - - -0.4 -0.88 (-2.11, 0.32)
𝛽01 -2.2 -2.26 (-2.39, -2.14) -2.9 -2.95 (-3.22, -2.71)
𝛽02 1.5 1.52 (1.48, 1.57) 1.0 1.08 (0.96, 1.18) 
𝛽03 - - 0.9 0.86 (0.71, 0.99) 
𝜎11 0.2 0.21 (0.10, 0.41) 0.2 0.22 (0.06, 0.55) 
𝜎12 0.0 -0.02 (-0.18, 0.10) 0.0 -0.02 (-0.23, 0.09)
𝜎13 - - 0.0 -0.15 (-0.74, 0.02)
𝜎14 - - 0.0 0.03 (-0.07, 0.20) 
𝜎15 - - 0.0 -0.04 (-0.23, 0.06)
𝜎16 - - 0.0 -0.10 (-0.57, 0.07)
𝜎22 0.2 0.24 (0.10, 0.45) 0.2 0.21 (0.08, 0.44) 
𝜎23 - - 0.0 0.00 (-0.22, 0.41) 
𝜎24 - - 0.0 0.00 (-0.11, 0.10) 
𝜎25 - - 0.0 -0.01 (-0.16, 0.13)
𝜎26 - - 0.0 0.05 (-0.16, 0.29) 
𝜎33 - - 0.2 0.41 (0.10, 1.40) 
𝜎34 - - 0.0 -0.02 (-0.28, 0.11)
𝜎35 - - 0.0 0.04 (-0.12, 0.36) 
𝜎36 - - 0.0 0.11 (-0.16, 0.97) 
𝜎44 - - 0.2 0.19 (0.07, 0.37) 
𝜎45 - - 0.0 -0.06 (-0.19, 0.03)
𝜎46 - - 0.0 -0.03 (-0.26, 0.11)
𝜎55 - - 0.2 0.15 (0.07, 0.29) 
𝜎56 - - 0.0 0.05 (-0.07, 0.26) 
𝜎66 - - 0.2 0.35 (0.09, 0.88) 
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Figure A-1: Trace plot and histogram of the fixed effect parameters (2 states) 

Figure A-2: Trace plot and histogram of the fixed effect parameters (3 states) 



113 

Figure A-3: Autocorrelation-function for the fixed parameters of the two 
states model 

Figure A-4:  Autocorrelation-function for the fixed parameters of the three 
states model 
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Figure A-5: Simulated vs. estimated state membership (2 states) 

Figure A-6:  Simulated vs. estimated state membership (3 states) 
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Appendix B: Factor analysis 
To ensure the suitability of the data for a factor analysis, we test the data using 
the Kaiser-Meyer-Olkin criterion of sampling adequacy (Kaiser and Rice 1974) 
and Barlett’s test of sphericity (Bartlett 1937). The measures of sampling ad-
equacy are conducted for each variable to test whether a variable should be in-
cluded in the factor analysis and for the whole dataset to test the suitability of 
the whole dataset. Both measures should exceed the threshold of 0.5.  

To get a better understanding of the structure of the data, Table B-1 shows the 
correlation matrix of the items. A first look suggests that items that belong to-
gether indeed have a high correlation and items that do not belong together 
have a rather low correlation. 

Table B-2 shows the anti-image correlation matrix with the measures of sam-
pling adequacy on the diagonal. All values on the diagonal are above 0.5 indi-
cating that all variables should be included into the analysis. The overall suita-
bility is KMO = 0.850 indicating a meritorious fit (Kaiser and Rice 1974, p. 112). 

Bartlett’s test of sphericity tests whether the data matrix is the identity matrix. 
If this is the case, the variables are unrelated and the factor analysis should not 
be conducted. The test statistic is  χ2  =16184.394 (p-value < 0.01), indicating 
that the data are suited for a factor analysis. 

After conducting a factor analysis, we have to determine the number of final 
factors. Since we want to validate three constructs, we aim for three factors. To 
objectively determine the number of factors, we use the latent root criterion 
(Guttman 1954; Kaiser and Dickmann 1959) and the visual scree plot (Cattell 
1966). Table B-3 shows the eigenvalues and explained variances per number of 
factors. As the latent root criterion extracts a factor for every eigenvalue greater 
than one, three factors are extracted. This accounts for approximately 57% of 
the variance, which is a sufficient value. Figure B-1 shows the scree plot which 
plots the eigenvalues and the total number of factors. If there is a notable “el-
bow”, the number of factors left from the elbow is extracted. Again, this crite-
rion extracts three factors. To summarize, we aim for three factors and both cri-
teria extract three factors. 
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The next step for validation of the constructs is to check whether the items load 
on the desired factors. Therefore, we calculate the factor loadings of each item 
on the factor. For a clear interpretation, we also calculate the rotated factor 
loading using the varimax rotation (Kaiser 1958). Table B-4 shows the unrotat-
ed and rotated factor solution. From the rotated factor solution, we can see that 
every item loads on the desired factor.
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Table B-3:  Eigenvalues and explained variance of extracted factors 

Component 
Eigenvalues 

Total % of Variance Cumulative % 
1 4.841 30.256 30.256 
2 2.655 16.592 46.848 
3 1.665 10.408 57.256 
4 0.946 5.910 63.166 
5 0.875 5.469 68.635 

Figure B-1: Scree plot of extracted factors 
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Table B-4: Unrotated and rotated factor solution 

Unrotated factor solution Rotated factor solution 
Factor 1 
(internet 
skills) 

Factor 2 
(hedonic 
attitude) 

Factor 3 
(utilitarian 
attitude) 

Factor 1 
(internet 
skills) 

Factor 2 
(hedonic 
(attitude) 

Factor 3 
(utilitarian 
attitude) 

Internet 
skills 1 -0.519 0.603 0.198 0.816 -0.047 -0.061

Internet 
skills 2 -0.581 0.603 0.158 0.840 -0.062 -0.129

Internet 
skills 3 -0.369 0.448 0.028 0.565 0.039 -0.131

Internet 
skills 4 -0.436 0.429 0.135 0.617 -0.069 -0.087

Internet 
skills 5 -0.563 0.533 0.170 0.778 -0.099 -0.119

Internet 
skills 6 -0.479 0.478 0.171 0.688 -0.084 -0.077

Utilitarian 
attitude 1 0.640 0.025 0.541 -0.191 0.098 0.810 

Utilitarian 
attitude 2 0.487 0.236 0.264 -0.015 0.286 0.530 

Utilitarian 
attitude 3 0.661 0.080 0.551 -0.157 0.138 0.839 

Utilitarian 
attitude 4 0.399 0.035 0.313 -0.111 0.086 0.489 

Utilitarian 
attitude 5 0.599 0.122 0.529 -0.096 0.139 0.790 

Hedonic 
attitude 1 0.604 0.428 -0.188 -0.053 0.714 0.266 

Hedonic 
attitude 2 0.536 0.457 -0.395 -0.048 0.803 0.064 

Hedonic 
attitude 3 0.652 0.438 -0.325 -0.108 0.822 0.186 

Hedonic 
attitude 4 0.454 0.451 -0.387 -0.005 0.748 0.022 

Hedonic 
attitude 5 0.691 0.405 -0.183 -0.118 0.749 0.317 
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Convincing online consumers to purchase

Sascha Leweling

This dissertation deals with three different research questions: (1) “Can 
marketers improve the effectiveness of online display advertising by 

-
ring?”, (2) “Can marketers improve the effectiveness of online display 
ads by serving ads that match the device a consumer is using?” and 
(3) “Do user generated content and social shopping tools facilitate
purchase decisions and affect customer revenue positively?” Each
research question is examined empirically in its own chapter. This the-

-
ences the consumer.
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