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A B S T R A C T

The true nature of the Martian magnetic field remained undiscovered until
Mars Global Surveyor (MGS) arrived at Mars in 1997. This satellite discov-
ered strong magnetic fields of crustal origin1, which exceed their terrestrial
counterparts by about an order of magnitude. Along with this discovery,
many new questions related to the Martian magnetic field were raised, and
many of these remain unanswered. Here, we will derive, present, and ana-
lyze a model of the crustal magnetic field of Mars which is based on the MGS
data set, and which was designed to contribute to answer these questions.
For this purpose, it is important that the model is stable when downward-
continued to the surface and that the highest feasible model resolution is
achieved. In order to meet these requirements, the model was expanded up
to spherical harmonic (SH) degree and order 110, and several numerical and
mathematical techniques have been applied during data inversion: First,
temporal variabilities and non-crustal field contributions in the data that
lead to unrealistically strong magnetic fields in the model were handled
by additionally minimizing a measure of field complexity at surface alti-
tude. This minimization was performed with an iteratively reweighted least
squares (IRLS) algorithm which approaches an L1 norm (absolute measure)
for the minimization. As compared to an L2 norm (least-squares measure),
this norm allows for a better representation of strong localized magnetic
anomalies which are present on Mars. Second, a modified Huber norm
was used. In this way, the obtained model approaches the maximum likeli-
hood solution of the normally distributed part of the data. At the same time,
the negative influence of data outliers is significantly reduced without com-
pletely disregarding them. Third, the mapping phase orbit (MPO) data were
weighted based on a statistical analysis of the data. As a result, spatial and
temporal inhomogeneities in the variances of the data noise could be con-
sidered in a self-consistent way. Finally, static external fields were handled
by including a description of external day- and nightside fields.

The resulting model reproduces all known characteristics of the Martian
crustal magnetic field and agrees well with other published models. In ad-
dition, it is characterized by its rich level of detail, its low level of noise, and
its robustness when downward-continued to the surface.

We used our model to address several of the open questions related to
the crustal magnetic field of Mars. The timing of the core dynamo was in-
vestigated by analyzing the magnetic signature, topography, geology, and

1 The term crustal origin refers to the natural remanent magnetization (NRM) of solid rocks.
On Mars as well as on Earth, these rocks are mainly located in the crust [Wasilewski
and Mayhew, 1992; Lewis and Simons, 2012; Vervelidou and Thébault, 2015]. Still, we
acknowledge that the lithospheric mantle might be magnetized as well [Arkani-Hamed,
2003; Ferré et al., 2014].
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gravity of several ancient highland volcanoes. From this analysis, we con-
clude that no known volcano on Mars possesses a magnetic field signature
which indicates strong thermoremanent magnetization (TRM). Interestingly,
earlier studies suggested that the core dynamo was active during the for-
mation of the highland volcano Apollinaris Patera, which was emplaced at
about 3.8Gyr ago. In contrast, we argue that its magnetic signature is better
compatible with thermal demagnetization, and that the Martian core dy-
namo was extinct by the end of the Noachian (3.8Gyr ago, Michael [2013]).
Furthermore, the magnetic signatures of impact basins were considered to
study the timing of the dynamo shutdown. For large craters of more than
1000 km in diameter, the obtained results are in accordance with previous
studies and suggest a dynamo shutdown in the Noachian at about 4.1Gyr
ago. Moreover, the magnetic field signature at surface altitude was used to
study craters in Terra Sabaea with crater diameters down to 150 km, which
was previously hampered by the coalescence effect. Overall, the magnetic
signatures of most of the studied craters support a dynamo shutdown at
about 4.1Gyr ago, in accordance with the results that we obtained for the
highland volcanoes. In order to determine the strength of magnetization of
the Martian crust, we applied the method of Gubbins et al. [2011] to our
model of the crustal magnetic field2. As a result, it was found that at least
a magnetization of 20A/m is necessary to explain the strongest fields on
Mars if a 40 km thick magnetized layer is assumed. Finally, it was demon-
strated that the presented model of the crustal magnetic field is able to re-
solve previously undiscovered isolated anomalies. Such isolated anomalies
may be used to study the crustal magnetization and to determine Martian
paleopole positions. In addition, the model resolution and covariance ma-
trices can be used to estimate uncertainties of paleopole positions, and such
estimates are largely missing in the current literature.

This work is divided into parts and chapters, and the first part starts
with an overview of the current knowledge of the Martian magnetic field
(Ch. 1) which is followed by a discussion of the open questions related to the
crustal magnetic field of Mars (Ch. 2). The second part introduces the MGS
mission (Ch. 3) and its obtained magnetic field data (Ch. 4). In the third part,
an introduction to linear inversion is given (Ch. 5) before these principles
are applied to Mars (Ch. 6). The resulting model of the crustal magnetic
field is presented in the fourth part where its basic properties (Ch. 7), its
residuals to the data (Ch. 8), and its comparison to other models (Ch. 9) are
discussed. In the last part of this work, some of the previously mentioned
open questions will be addressed with the help of the derived model of
the crustal magnetic field. Namely, these questions include the timing of
the Martian core dynamo (Ch. 10), the magnetization of the Martian crust
(Ch. 11), and the location of isolated anomalies which will help to derive
paleopole positions (Ch. 12).

2 Foteini Vervelidou made a significant contribution to this part of the thesis.
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Part I

M A R S M A G N E T I C F I E L D

The long way of discovering the nature of Mars’ magnetic field
will be described in the first chapter of this part. This long way
was marked by failed missions in the early days of spaceflight,
and culminated in the discovery of the crustal magnetic field of
Mars by MGS. This crustal field was described by different mod-
els, which will be reviewed here, and I will provide arguments
why another such model is needed. Subsequently, open ques-
tions related to the Martian magnetic field will be presented in
the second chapter, and I will comment on how this work may
contribute to answer some of these questions.





1
O V E RV I E W

The current knowledge on the Martian magnetic field relies on space
missions that were equipped with magnetometers. These mis-
sions and their data are summarized here, ranging from Mars 1

in the sixties to Mars Global Surveyor (MGS) in the late nineties.
Based on these data, the global characteristics of the crustal magnetic field
will be discussed. Then, published models of the crustal magnetic field will
be presented before a justification for a new model of the crustal magnetic
field is given.

1.1 magnetic field data

With the beginning of the Space Age, ambitious plans were made to reach
for the planet Mars at every biennial opportunity. Early as this, many
missions were equipped with magnetometers to characterize the magnetic
fields in interplanetary space and around the planets. The first attempt to
reach for Mars was made by the Soviet Union with the launch of the twins
Mars-1M A/B (or Marsnik 1/2) on October 10th1 and 14th, 1960. Unfor-
tunately, both of these missions failed due to problems with the launcher
[Perminov, 1999]. Out of the other seven Soviet attempts in the sixties, only
Mars 1 and Zond 3 were successful. These probes approached Mars at dis-
tances of 195000 km (June 19th, 1963), and 1500 km (Aug. 6th, 1965), respec-
tively, but returned no scientific data due to loss of communication. Like-
wise, the United States (U.S.) National Aeronautics and Space Administra-
tion (NASA) failed to reach Mars in the early sixties as no capable launcher
was available. However, NASA eventually succeeded on July 14th, 1965,
with the fly-by of Mariner2

4 at a distance of 9850 km. Mariner 4 carried
a helium vector magnetometer which registered significant magnetic field
fluctuations 22minutes after its closest encounter, at 14700km from the cen-
ter of Mars. Assuming that these fluctuations were related to the Martian
bow shock, Smith et al. [1965] concluded that the Martian dipole moment
cannot exceed 30 · 10−4 the Earth’s dipole moment. Later, the same data
were reanalyzed, and a respective value of ⩽ 21 · 10−4 was obtained [Dryer
and Heckman, 1967]. Regrettably, the following successful flyby missions
Mariner 6 and 7 (1969) did not carry any magnetometers [Snyder and Mo-
roz, 1992].

1 This attempt was reported by the Administrator of NASA, but Soviet scientists who were
involved in the Soviet Space Program report that they had no knowledge of this attempt.

2 Mariner 4 was the replacement for the lost Mariner 3 mission.

3
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A new era began in 1971, when the Soviets inserted Mars 2 and 3

in highly elliptical orbits with relatively low periapsides of 1380 km and
1530 km, respectively. Both missions carried vector fluxgate magnetome-
ters (FGMs) and provided evidence for magnetic field fluctuations that are
indicative for bow shock and magnetopause crossings [Dolginov et al.,
1973]. Hence, Dolginov et al. [1973] concluded that Mars may possess an
internal dipolar field with a magnetic moment of 2.4 · 1019 Am2, correspond-
ing to 30 · 10−4 the Earth’s dipole moment of 1970, and in good agreement
with the Mariner 4 results. Later on, these results were confirmed by Mars
5 which crossed the Martian magnetotail in 1973 at a periapsis of 1755 km
[Dolginov et al., 1976; Dolginov, 1978]. However, a re-analysis of the Mars 3

and 5 data suggested that the observed magnetic field fluctuations are not
typical of an intrinsic field and that the Martian magnetosphere was never
penetrated by these spacecraft (S/C) [Russell, 1978a]. Rather, the observed
bow shock and related magnetic fields may be explained by the interaction
of the solar wind with the Martian ionosphere. With this interpretation,
Russell [1978b] obtained an upper limit of 2 · 1017 Am2 for Mars’ dipole mo-
ment, corresponding to 25 · 10−6 that of the Earth. As well, this result is
supported by theoretical simulations which reproduce the Mars 3 observa-
tions [Russell et al., 1984].

On July 7 and 12, 1988, the Soviet missions Phobos 1 and 2 became the
next S/C3 to carry magnetometers (FMGG4 and MAGMA5) and several plasma
instruments to Mars. Communication to Phobos 1 was lost, but Phobos 2

orbited Mars with a periapsis of 827 km for three months before commu-
nication was lost as well. The new data were not supporting an intrinsic
dipolar field [Riedler et al., 1989, 1991], but such a field could not definitely
be ruled out [Riedler et al., 1989; Dolginov and Zhuzgov, 1991]. In particu-
lar, co-rotating features of the magnetic field were interpreted as evidence
for an intrinsic Martian field [Moehlmann et al., 1991]. Alternatively, it was
suggested that these features may be explained by a locally magnetized
crust [Curtis and Ness, 1988; Leweling and Spohn, 1997].

The dispute whether Mars possesses a core dynamo field was not re-
solved until 1997, when MGS, a downgraded version of the lost Mars Ob-
server mission, was the first mission to reach Mars after a gap of 21 years.
MGS was launched on November 7, 1996 and operated in Martian orbit
from 1997 to 2006. It was equipped with two vector FGMs (MAG) and an
electron reflectometer (ER) [Acuña et al., 2001]. During its early aerobraking
phase (AB) and science phase orbit (SPO), MGS sampled the Martian mag-
netic field down to a periapsis of 80 km. At low altitudes below 200 km, this
orbit resulted mainly in dayside data with sparse global coverage [Acuña
et al., 1999]. On March 9, 1999, MGS entered the final mapping phase or-

3 The U.S. Viking landers in 1975 did not carry magnetometers.
4 Fluxgate Magnetometer Mars (FMGG): Build by D. Möhlmann, German Democratic Repub-

lic.
5 Magnetic Fields near Mars (MAGMA): Build by W. Riedler, Austria.
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bit (MPO) which was almost perfectly circular. During this mission phase,
a vast amount of data were collected which provide dense global coverage
during day- and nighttime at a nearly constant altitude of around 400 km.

1.2 general properties of mars’ magnetic field

Earliest results based on MGS AB/SPO data indicated that Mars does not
possess a relevant large-scale magnetic field originating in an active core
dynamo. In particular, Acuña et al. [1998] constrained the dipole moment
to less than 2 · 1017 Am2, in agreement with the interpretation of Mars 3

and 5 data by Russell [1978b]. Instead, strong crustal anomalies with an es-
timated magnetization of 1.6 · 1016 Am2 were discovered in old Noachian6

terrain at the boundary of Arabia Terra and Acidalia Planitia7 [Acuña et al.,
1998; Ness et al., 1999]. In Fig. 1.1, the complete MAG AB/SPO magnetic
field data are shown along with the dichotomy boundary8 (thick black line).
For the most part of this map, magnetic sources correlate with older, topo-
graphically elevated southern crust [Acuña et al., 1999]. For instance, the
strongest field intensities (F) with up to 1600 nT at 100 km altitude are ob-
served over Terra Sirenum (TS) and Terra Cimmeria (TC) in the Noachian
highlands between 120

◦E and 210
◦E [Acuña et al., 1999]. As an exception,

a region largely devoid of fields is observed between 80
◦W/80

◦E and south
of 30

◦S [Arkani-Hamed and Boutin, 2012b]. Vice versa, magnetic fields are
observed in the northern lowlands near Amazonis Planitia, near Arcadia
Planitia, and near the north pole [Acuña et al., 1999; Hood and Zakharian,
2001]. Other prominent features of the Martian crustal field include elon-
gated anomalies with alternating polarity in TS/TC [Connerney et al., 1999]
as well as the lack of measurable fields above the large impact basins (Hel-
las, Argyre, Isidis, and Utopia, marked by dashed lines in Fig. 1.1) and the
volcanic provinces of Tharsis and Elysium [Acuña et al., 1999].

As compared to the AB/SPO data, the MPO data have the advantages of
a constant observation altitude and less noise due to the dense global cov-
erage on the nightside. Similar to Fig. 1.1, the MPO nighttime data are pre-
sented in Fig. 1.2, and the previous observations can be confirmed. More-
over, the maximum of the vertically down (Z) component reaches ∼220nT
at 400 km altitude, corresponding to ∼20 times the strongest terrestrial
fields of crustal origin as observed by the Magnetic Field Satellite (MAGSAT)
at a similar altitude [Langel et al., 1982; Acuña et al., 2001]. Further, Acuña
et al. [2001] have shown that the MPO data allow for a dipole moment of
< 2 · 1017 Am2 only, which may be completely explained by the crustal field.

6 Based on crater-size frequency distributions, different epochs have been defined for Mars.
The oldest epoch is the Noachian, followed by the Hesperian and Amazonian. In order to
convert these epochs to absolute ages, theoretical models have been used along with the
radiometric record of the moon [Hartmann and Neukum, 2001; Michael, 2013].

7 Please refer to Fig. A.1 for an overview of regions and geologic features on Mars.
8 The dichotomy boundary separates the topographically elevated southern highlands from

the northern lowlands (Sec. 2.4).
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Figure 1.1. Magnetic field of Mars as measured by MGS during the AB and SPO at altitudes of 80 km −
200 km. From bottom to top, the horizontally north (X), east (Y), and vertically down (Z) components as
well as the field intensity (F) are shown. Also, the topographic dichotomy as defined by the 0m MOLA
isoline is indicated by the black solid line, and major impact basins are indicated by black dashed
circles (from left to right: Hellas, Isidis, Utopis, Argyre).
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Figure 1.2. Magnetic field of Mars as measured by MGS during the MPO at an altitude of 400 km. From
bottom to top, the horizontally north (X), east (Y), and vertically down (Z) components as well as the
field intensity (F) are shown. Furthermore, the topographic dichotomy as defined by the 0m MOLA
isoline is indicated by the black solid line, and major impact basins are indicated by black dashed
circles (from left to right: Hellas, Isidis, Utopis, Argyre).
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1.3 models of the crustal magnetic field

For the following two major reasons, models of the crustal magnetic field
are an important and powerful tool when interpreting magnetic field data:
First, non-crustal field contributions9 in these models can be minimized,
for example by including a description of the external field [Olsen et al.,
2010a]. Second, such models provide a physically consistent description
of the crustal magnetic field. Hence, they allow to downward-continue the
field to any altitude within the limits of the data quality, within the achieved
model robustness and resolution, and within the validity of the underlying
physical assumptions (e.g. in source-free regions, Sec. 6.1). In this way, it is
easier to interpret magnetic anomalies as compared to using the raw data,
which were obtained from different altitudes. Moreover, the altitude of
observation determines the footprint of the data points and acts as a high-
pass filter, eliminating shorter wavelengths at higher altitudes [Purucker
et al., 2000; Connerney et al., 2004, 2005]. Thus, anomalies of smaller scale
may be revealed when a model is evaluated at lower altitudes.

Published models of the crustal magnetic field can be grouped according
to the underlying data set and the chosen representation of the crustal field
(Tab. 1.1). Early models used the AB/SPO data set, whereas later models
used the MPO data set, or a combination of both. The chosen representation
of the crustal field either consists of a set of equivalent source dipoles (ESDs)
located in the crust, a continuous magnetization model (CMM), or an ex-
pansion of the scalar magnetic field potential in terms of spherical har-
monic (SH) functions. In principle, the SH and ESD representations can be
transformed into each other [Arkani-Hamed, 2002c; Lesur, 2006]. However,
an infinite maximum SH degree and order must be used (ESD → SH) or
assumptions on the location of the sources (SH → ESD) must be made. A
summary of all published models of the crustal magnetic field is given in
Tab. 1.1, and a detailed description of these models is presented below.

equivalent source dipoles Models of the crustal magnetic field that
are based on ESDs describe the observed field in terms of a linear combina-
tion of the field contributions from single dipoles which are distributed
within the planetary crust [Mayhew, 1979]. Without additional constraints,
an infinite number of ESD distributions correctly describe the data [Runcorn,
1975; Parker et al., 1987; Lesur and Jackson, 2000; Gubbins et al., 2011]. For
example, such constraints may include the additional minimization of the
root mean square (RMS) magnetization amplitude [Whaler and Purucker,
2005; Langlais et al., 2004], or a fixed direction of magnetization [Purucker
et al., 2000]. With regard to the resolution, an ESD model contains spec-
tral information of infinitely small wavelengths. These short wavelengths
are particularly sensible to external field contributions in satellite data, and
cannot be fully controlled with an ESD model. What is more, the physi-

9 Such non-crustal fields may originate in the ionosphere, magnetosphere, or the S/C itself.
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cal rock magnetization is continuous in space and cannot consistently be
described by ESDs. In particular, the localized signature of the individual
ESDs must be smoothed when an ESD model is downward-continued below
a critical altitude which roughly corresponds to the dipole spacing. This
can be achieved by expressing the ESD model in a truncated series of SH
functions [Langlais et al., 2004].

The first published ESD model of the Martian crustal magnetic field was
presented by Purucker et al. [2000]. This model was derived from the ver-
tically down (Z) component of binned AB/SPO data with altitudes below
200 km. Further, it is based on 11550 radially oriented ESDs located on
the mean surface of Mars with a mean dipole spacing of 111 km. This
model was updated by Langlais et al. [2004], who used a combination of
the AB/SPO and the MPO data. Also, they used all vector components to
simultaneously solve for the magnetization directions and intensities (F) of
4840 dipoles with a mean dipole spacing of 173 km. The newest version of
this model was presented by Langlais et al. [2010] who included a higher
resolution of 130 km, the ER data [Lillis et al., 2008a], and an updated data
selection scheme. Another ESD model was published by Chiao et al. [2006]
who implemented a wavelet transform which allows for independently reg-
ularizing different spatial wavelengths.

A slightly different description of the crustal field was used by Whaler
and Purucker [2005] who provided a CMM. In this case, the magnetization
is described as a linear combination of the Green’s functions relating the
magnetization to the observed field for each of the data points [Parker et al.,
1987; Whaler and Langel, 1996; Whaler and Purucker, 2005]. However, this
model is based on the AB/SPO/MPO data set of Cain et al. [2003], thus not
containing any data beyond 2003.

spherical harmonics In spherical geometry, the SH functions solve
the Laplace equation (Eq. 6.3) which describes the scalar magnetic potential
V in a source-free region. Moreover, the SH functions form a complete basis,
allowing for a consistent downward-continuation of the scalar potential
and the crustal field to any altitude within the source-free region. Still, the
resolution of models based on SH functions is limited by the degree and
order at which the SH expansion is truncated. As compared to ESD models,
no assumptions on the number, size, and location of the sources have to
be made. However, localized solutions require more sophisticated basis
functions, which may be expressed as a linear combination of SH functions
[Wieczorek and Simons, 2005; Simons et al., 2006; Lesur, 2006; Thébault
et al., 2006].

The first published SH model of the Martian crustal magnetic field is
based on all three vector components of the binned AB/SPO data set of
Purucker et al. [2000] [Arkani-Hamed, 2001b]. This model is expanded up
to SH degree and order 60. Subsequently, it was truncated at SH degree and
order 50 as non-crustal signals leak into the model and become dominant
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Figure 1.3. Normalized vertically down (Z) magnetic field component of two ra-
dially oriented dipoles at different observation altitudes h (arbitrary units). The
source dipoles are separated by a distance of 10 arbitrary units. For altitudes
higher than the dipole separation (i.e. h ⩾ 10), the signal of the individual dipoles
smears, and eventually becomes indistinguishable.

for higher SH degrees. Later, Arkani-Hamed [2001b] averaged the covarying
SH coefficients [Arkani-Hamed et al., 1994] of their first model [Arkani-
Hamed, 2001b] and a new model which is based on binned MPO vector
data. The resulting model is expanded up to degree and order 65, and
subsequently truncated at degree and order 50. However, Cain et al. [2003]
showed that such a truncation is insufficient to represent the AB/SPO data.
In other words, contributions from smaller wavelengths contain valuable
information, even though “the statistical significance of the highest-degree
individual terms is low” [Cain et al., 2003]. Consequently, Cain et al. [2003]
presented a model that is expanded up to SH degree and order 90. This
model was obtained from mainly AB/SPO data, and the MPO data were
used to fill data gaps. As well, the two latest SH models [Arkani-Hamed,
2004a,b] are expanded up to degree and order 90, but have been truncated
at SH degrees and orders 62 and 50, respectively. Again, these models
were derived by covariance analysis [Arkani-Hamed et al., 1994] of two
temporally separated MPO data sets. In addition, contributions from non-
crustal fields were minimized by using only the vertically down (Z) field
component, which is least contaminated by noise [Arkani-Hamed, 2004a].
In the latest SH model, Lillis et al. [2010b] applied along-track filtering to
remove external fields. In particular, they first removed external fields by
fitting adjacent tracks using ESDs, and subsequently converted this solution
to a SH basis. However, Thébault et al. [2012] have shown that this approach
also removes a part of the crustal field.
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Figure 1.4. The ML power spectrum describes the averaged power for each SH
degree [Mauersberger, 1956; Lowes, 1966] and is shown at a radius of 3393.5 km
for different published models.

1.4 limits of published models

Models of the crustal magnetic field help to reduce the influence of non-
crustal signals in the data, to project the data on a single altitude, and to
investigate the field down to surface altitude. Yet, the quality of the data
may severely restrict the resolution and robustness of such models. As
an example, the normalized vertically down (Z) component of the field
produced by two radially oriented dipoles is shown in Fig. 1.3 at different
observation altitudes (arbitrary units). For altitudes larger than the dipole
separation (d = 10), the signal of the two dipoles merges and a single
global maximum is observed at their average position. Hence, it appears
that the maximum achievable resolution is limited by the observation al-
titude [Arkani-Hamed, 2002b; Mayhew, 1979]. However, this is not com-
pletely true, as the signature of the two dipoles is still present in the signal.
Rather, this signature eventually falls below the noise level when a certain
altitude is exceeded. Vice versa, leakage of noise into the model will result
in large correlated anomalies [Lesur et al., 2013] and in an exponential in-
crease of power above a certain SH degree of the Mauersberger-Lowes (ML)
power spectrum10 (Fig. 1.4). Hence, the resolution is limited by the wave-
length where noise starts to become significant in the data at orbit altitude
[Connerney et al., 2004].

Ideally, a model of the crustal magnetic field extracts all possible infor-
mation from the data and reduces the influence of non-crustal signals at the
same time. For this purpose, the model can either be truncated at the SH
degree where non-crustal fields start to reach the signal intensity [Arkani-
Hamed, 2001b, 2002b, 2004a,b; Lillis et al., 2010a], or it can be regularized
by suppressing strong correlated anomalies [Purucker et al., 2000; Langlais

10 The Mauersberger-Lowes (ML) power spectrum is defined as the average power on a spher-
ical surface in dependence of the SH degree [Mauersberger, 1956; Lowes, 1966].
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et al., 2004; Whaler and Purucker, 2005; Chiao et al., 2006; Langlais et al.,
2010]. Still, both of these methods have their drawbacks. In the first case, a
significant part of the signal may be missed, in particular for low-altitude
data [Cain et al., 2003]. In the second case, the regularization may not only
remove noise, but also damp the actual signal of the crustal field. An ad-
ditional way to reduce non-crustal fields is to remove noisy data a priori.
For example, only nighttime data may be selected [Cain et al., 2003], only
the least-contaminated vertically down (Z) component may be selected [Pu-
rucker et al., 2000; Arkani-Hamed, 2004a,b], or individual data may be re-
moved when they are incompatible with the other data. In particular, such
data tracks may be identified by their deviation from the mean [Arkani-
Hamed, 2001b; Arkani-Hamed and Boutin, 2004], or by comparison to a
previous model [Langlais et al., 2004]. However, even the noisiest data con-
tain useful information, and should ideally be considered in an appropriate
way.

Here, a model of the crustal magnetic field will be presented which is ro-
bust and, at the same time, possesses a high resolution. This was achieved
with the help of several techniques. First of all, the model has been ex-
panded up to degree and order 110, sufficient to fit most of the variations
in the AB/SPO data. Second, leakage of non-crustal fields is minimized
by approaching an L1 norm for regularization (Sec. 6.4). In this way, strong
crustal field gradients, as they are present on Mars, will be better supported
than if an L2 norm is used. Further, MPO daytime data and three AB/SPO
tracks with location errors (c.f. Sec. 4.2) have been rejected. Else, less weight
is given to noisy data without ignoring them (Sec. 6.3). Overall, the pre-
sented model is well suited to help in answering some of the unresolved
questions which will be described in the next chapter.



2
O P E N Q U E S T I O N S

The origin of the Martian magnetic field was finally revealed with
Mars Global Surveyor (MGS) magnetic field data. At the same time,
new questions arose, and many of these are still under debate.
Here, I will summarize these questions, and I will outline how

this work may contribute to answer them.

2.1 timing of the core dynamo

MGS magnetic field data unambiguously revealed that the Martian magnetic
field is of crustal origin, and that no significant core dynamo exists today.
For this reason, it is assumed that the observed crustal field originates from
natural remanent magnetization (NRM) which was acquired when an inter-
nal core dynamo was active [Acuña et al., 1998]. Still, the cessation time of
this dynamo is unknown. In particular, an early cessation in the Noachian
at around 4.0− 4.1Gyr b.p. is suggested by the apparently demagnetized
major impact basins such as Hellas, Isidis, Argyre, and Utopia1 [Acuña
et al., 1999; Mohit and Arkani-Hamed, 2004; Lillis et al., 2008] as well as
by the magnetic signatures of smaller craters down to 300 km in diameter
[Lillis et al., 2013a]. Further, the largest volcanic provinces, namely Tharsis
and Elysium, which were in place at around 3.5 − 3.7Gyr ago2 [Phillips,
2001; Werner, 2009], appear to be demagnetized [Acuña et al., 1999; Arkani-
Hamed, 2004b; Johnson and Phillips, 2005]. Alternatively, the Martian core
dynamo may have ceased in the Hesperian, later than 3.7Gyr ago. This
hypotheses is supported by the observation of strong magnetic fields above
regions of Noachian and Hesperian crust [Milbury and Schubert, 2010], the
observation of Hesperian-aged paleopoles near the geographic poles [Mil-
bury et al., 2012], and positive magnetic anomalies over the volcanic edifices
of Apollinaris Patera and Hadriaca Patera3 [Lillis et al., 2006; Langlais and
Purucker, 2007; Hood et al., 2010]. Another possibility was proposed by
Schubert et al. [2000] who argued that the dynamo may have started only
after the formation of Tharsis and the large impact basins. Also, a late
onset of the core dynamo at around 50 − 100Myr after the formation of
Mars is in agreement with the large field-free region in the southern high-

1 Please refer to Fig. A.1 for an overview of regions on Mars.
2 From an analysis of valley networks, Phillips [2001] concluded that the main load of Thar-

sis was in place by the end of the Noachian, probably before Hellas formed. Also, crater-
counting on the flanks and calderas of the Tharsis Montes and in the Elysium province
suggest that they were largely in place at around 3.5Gyr ago [Werner, 2009].

3 These volcanoes were active about 3.9Gyr − 3.3Gyr ago [Williams et al., 2008; Werner,
2009].

15
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lands (Figs. 1.1 and 1.2) [Arkani-Hamed, 2012; Arkani-Hamed and Boutin,
2012a]. However, all of these scenarios have been criticized. For exam-
ple, large impact basins may always appear demagnetized4 [Solomon et al.,
2005]. As well, the interpretation of the magnetization of volcanic features
is ambiguous [Lillis et al., 2006], and the inferred surface age might not
be representative for the time of (de)magnetization [Johnson and Phillips,
2005].

The timing of the Martian core dynamo has deep implications on the
thermal and chemical evolution of Mars [Stevenson, 2001; Connerney et al.,
2004; Breuer et al., 2010]. In the case of an early core dynamo shut down
( ∼4.1Gyr ago), the most probable energy source to power the dynamo
would have been thermal convection which requires a superadiabatic heat
flux of 5 − 19mW/m2 at the core-mantle boundary (CMB) [Nimmo and
Stevenson, 2000; Breuer and Spohn, 2003]. Such a heat flux may either be
provided by a superheated core, which needs to be rich in sulfur (> 14wt.%
S) in order to prevent inner core formation [Stevenson et al., 1983; Schu-
bert and Spohn, 1990; Hauck and Phillips, 2002; Breuer and Spohn, 2003,
2006; Williams and Nimmo, 2004], or an early regime of plate-tectonics
[Nimmo and Stevenson, 2000; Breuer and Spohn, 2003]. Alternatively, the
dynamo may have been chemically powered by solidification of the inner
core [Stevenson, 2001]. However, such a dynamo can only be stopped by
completely freezing the iron core, or by one or several large impacts5. In ad-
dition, some unorthodox alternatives to explain the Martian core dynamo
have been suggested. These scenarios include the excitation of the dynamo
by tidal forces [Arkani-Hamed et al., 2008; Arkani-Hamed, 2009] from an
hypothetical ancient Martian companion [Arkani-Hamed, 2005b], by pre-
cession [Tilgner, 2005], or by a growing inner core in the Fe-snow regime
[Stewart et al., 2007].

The presented model of the crustal magnetic field of Mars will help to
constrain the timing of the Martian core dynamo by reanalyzing the mag-
netic signature of volcanoes (Sec. 10.1) and by investigating the magnetic
signature of impact craters with diameters down to 195 km (Sec. 10.2). In
contrast to previous studies (e.g., Lillis et al. [2013a]; Langlais and Purucker
[2007]), the predicted field at surface altitude instead of the field at orbit al-
titudes will be used.

4 Solomon et al. [2005] argue that large basins will be preferred sites of hydrothermal al-
teration, mainly due to their topographic setting and availability of enhanced heat. Due
to this hydrothermal activity, the magnetization within the craters will decay faster and
eventually be erased. For further arguments, see footnote on p. 142.

5 Impacts might stop a core dynamo through the deposition of heat in the mantle [Roberts
et al., 2009] and stable thermal stratification of the core [Arkani-Hamed and Olson, 2010;
Arkani-Hamed, 2010, 2012; Roberts and Arkani-Hamed, 2014]. On the other hand, a large
impact may also trigger a dynamo by heat transportation to the core through sinking iron
droplets [Reese and Solomatov, 2010]
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2.2 magnetization of the martian crust

The exact distribution of magnetization cannot be inferred from magnetic
field measurements alone. The reason is the fundamental non-uniqueness
in the mathematical relationship between magnetization and magnetic field.
In other words, an infinite number of magnetization distributions result in
exactly the same magnetic field topology [Runcorn, 1975; Parker et al., 1987;
Lesur and Jackson, 2000; Gubbins et al., 2011]. Nevertheless, additional
knowledge of the sources or the magnetization distribution reduces the
number of possible solutions. Hence, several attempts to investigate the
magnetization of the Martian crust have been made, which are grouped in
Tab. 2.1 according to the applied additional constraints (column “Method”).
In this table, empty cells should be read as containing the content of the
cell above.

A unique magnetization solution is obtained if the exact shape and size of
a uniformly magnetized body is known. However, such information is not
available for Mars. Still, gravity data6, isolated magnetic field anomalies,
or geologic structures which are causally related to a magnetic anomaly,
may allow to constrain the location of the source. Studies with the source
location and/or size as a constraint are labeled “Source geometry” in the
third column (“Method”) of Tab. 2.1. Many of these studies were primarily
designed to obtain paleopole positions and use single dipoles as a source
(Sec. 2.5). In this case, the resulting dipole moment m can be transformed
to an equivalent magnetization7 M = Nm/V ( N is the number of elemen-
tary dipoles in the volume V), if assumptions on the source body shape
and thickness (fifth column) are made8. Another method to estimate
rock magnetization is to minimize the required total magnetization (labeled
“minimum magnetization” in Tab. 2.1). This approach was implemented by
most of the models describing the crustal magnetic field which are based
on equivalent source dipoles (ESDs) (Sec. 1.3). Similarly, Parker [2003] ob-
tained a hard lower limit for magnetization by calculating the minimum
magnetization required to explain individual magnetic field measurements.
Further, the magnetization can be constrained by fixing the direction of
magnetization (labeled “Fixed orientation” in Tab. 2.1). For example, the re-
manent magnetization of the crust may be restricted to the direction of the
ancient core dynamo field lines. For Mars, this field topology is unknown,
but might be inferred from paleopole positions if a dipolar field is assumed
[Arkani-Hamed, 2002c]. Else, an arbitrary direction might be imposed on
magnetization [Purucker et al., 2000].

6 Note that gravity data suffers from the same non-uniqueness as magnetic field data. Nev-
ertheless, it is useful when investigating vertically averaged density contrasts.

7 Here, the term “magnetization” is equivalent to “dipole moment per unit volume” with
units of A/m. For a more detailed discussion of units in geomagnetism refer to Butler
[1992, p. 12ff.].

8 Still, a forward model using this equivalent volume magnetization with the assumed body
shape will not exactly reproduce the field of the respective single dipole.
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Table 2.1. Overview of crustal magnetizations which have been obtained for Mars.
Empty cells should be read as containing the content of the cell above.

reference method location source
a

equiv.
layer

thick-
ness

[km]b

magnet-
ization

7

[a/m]

Acuña et al.
[1998]

Source
geometry

Arabia Terra Single dipole 100
c

16

Connerney
et al. [1999]

Terra
Cimmeria
(TC) / Terra
Sirenum (TS)

Several sources
30 km deep,
200 km wide and
infinitely long in
E-W direction

30 20

Sprenke and
Baker [2000]

Several sources
30 km deep,
100 km wide and
infinitely long in
E-W direction

30 9.8d

0-70 [20] e

Nimmo and
Gilmore
[2001]

400 km stripe 10

100

40

5

Hood et al.
[2007]

41 Surface disk(s) 30 5-58 [17] e

Frawley and
Taylor [2004]

TS Polygonal prism 20 16 / 23

Quesnel
et al. [2007]

Single dipole 31/55/58
f

143/54/32

Hood and
Zakharian
[2001]

Planum
Boreum /
Acidalia
Planitia

Surface disk 100 0.4-0.9

Arkani-
Hamed
[2001a]

Various
locations
(mainly
highlands)

Elliptical prism 10 9-15

Arkani-
Hamed and
Boutin
[2004]

Elliptical prism 10 13-42

Hood et al.
[2005]

Surface disk(s) 50 2-15

To be continued on next page.
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Table 2.1. Overview of crustal magnetizations obtained for Mars.
- Continued from previous page. -

reference method location source
a

equiv.
layer

thick-
ness

[km]b

magnet-
ization

7

[a/m]

Langlais
and
Purucker
[2007]

Source
geometry

Apollinaris
Patera

Multiple dipoles 40 0.2-10.1

Hood et al.
[2010]

Surface disk(s) 50 2.8 - 3.8

Arkani-
Hamed
[2002c]

Fixed ori-
entation

Global Continuous (SH
functions)

50 ⩽35

Purucker
et al. [2000]

Minimum
Magneti-
zation &
Fixed ori-
entation

Multiple dipoles
(ESD)

40 -22 - 17

Langlais
et al. [2004]

Minimum
Magneti-
zation

50 ±12

Whaler and
Purucker
[2005]

Continuous (Green
functions)

50 ± 20

Parker
[2003]

TC / TS Continuous
(Elementary
dipoles)

50 4.76

Hood et al.
[2010]

Lucus
Planum

3 16

a Equivalent source that has been used to model the observed field.
b Thickness of the equivalent layer that has been used to constrain the magnetization.
c Cube with 100 km side length.
d All sources with uniform magnetization
e Sources with variable magnetization. Mean is given in brackets.
f Sphere tangent to the surface with center at dipole depths of given value.

All of these methods require the thickness of the magnetized layer in
order to estimate the volume rock magnetization. Again, this thickness
cannot be constrained from magnetic field data alone, and additional as-
sumptions on the magnetization are required. For instance, the thickness
of the magnetized layer can be estimated from a comparison of the observed
and a theoretical power spectrum. With this method, Voorhies [2008] and
Voorhies et al. [2002] obtained a magnetic layer thickness of 47.8± 8.4 km
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and 46.7± 6.8 km, respectively, depending on the assumptions regarding
the sources. More recently, Lewis and Simons [2012] locally resolved mag-
netization thicknesses by combining Slepian functions9 with the approach
of Voorhies [2008]. As a result, thicknesses of 0− 57.3 km were obtained,
with an average of 26 km, which correlate with crustal thickness estimates
[Lewis and Simons, 2012]. Hence, most of the remanently magnetized rocks
are indeed located within the crust. The maximum thickness of the mag-
netized layer can also be estimated from the Curie depth10 of the most rel-
evant magnetic minerals (for an overview of magnetic minerals and their
inferred Curie depths please refer to Tab. 2.2). For this purpose, the ancient
Martian heat flow must be estimated in order to obtain the minimum Curie
depth since the acquisition of thermoremanent magnetization (TRM). Such
an estimate may be obtained either from thermal evolution models (e.g.,
Hauck and Phillips [2002]; Breuer and Spohn [2003]; Morschhauser et al.
[2011]) or the elastic thickness of the lithosphere [Ruiz et al., 2006; Ruiz,
2009]. With this method, the estimated maximum thicknesses of the mag-
netized layer range from < 20 km to 100 km. A third method to estimate the
magnetization thickness was proposed by Nimmo and Gilmore [2001] who
suggested that this thickness is equivalent to the typical excavation depth
of unmagnetized craters. In their study, they observed weak fields over
impact basins larger than 500 km in diameter. From a comparison with the
dimensions of terrestrial craters, they inferred a magnetized layer thickness
of 10− 100 km, with a favored value of 30− 40 km. However, their study
might have suffered from using the noisy raw data at satellite altitude.

The model of the crustal magnetic field of Mars as presented in this thesis
will help to better constrain the magnetization of the Martian crust. In
particular, the minimum required magnetization will be calculated from
the SH coefficients of the presented model (Ch. 11).

2.3 magnetic minerals

The Martian magnetic field is dominated by its crustal field. In other
words, the major sources of the planetary magnetic field consist of magne-
tized ferro- and ferrimagnetic minerals11 within the crust. These minerals
have the ability to acquire stable remanent magnetization when they are

9 Slepian functions are based on a linear combination of spherical harmonic (SH) functions
in a way to maximize their spectral power in any specified spatial region [Simons et al.,
2006].

10 The Curie depth describes the depth at which the Curie temperature is reached. Further,
the Curie temperature is the temperature above which ferromagnetic minerals become
paramagnetic (Sec. 2.2).

11 In ferromagnetic minerals, all magnetic moments are aligned in the same direction to the
applied field. In ferrimagnetic minerals, different sublattices of atoms can have their mag-
netic moments aligned parallel or antiparallel to the applied field. For both contributions
having the same strength, the respective minerals are called antiferromagnetic.
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temporally exposed to an external field12. In the following, they will be
called “magnetic minerals”. Among these, FeTi-oxides such as titanohe-
matites and titanomagnetites are the most probable carriers of magnetiza-
tion on Mars. In addition, pyrrhotites may play an important role. In
general, these minerals can occur either in single domain (SD) or multi do-
main (MD). MD minerals consist of large grains, where domain walls sepa-
rate several magnetic domains. These domains are magnetized in different
directions, whereas the elementary magnetic moments of an individual do-
main are aligned in the same direction. In contrast, SD minerals consist
of smaller grains with a single magnetization direction. For these minerals,
the saturation isothermal remanent magnetization (SIRM)13 and the geologic
remanence stability14 are stronger.

To magnetize a mineral with its SIRM, the applied external field must be
much stronger than the field of typical core dynamos on terrestrial plan-
ets15. Still, strong NRM may be acquired from a core dynamo field by the
following mechanisms:

• thermoremanent magnetization (TRM) When cooled from
above their Curie temperature TC, magnetic minerals will acquire sta-
ble TRM. If cooled from lower temperatures, magnetic minerals will
acquire partial thermoremanent magnetization (pTRM) of lower rema-
nence. In any case, the remanence will usually be stronger with slower
cooling.

• chemical remanent magnetization (CRM) When magnetic
minerals form or crystallize, they may obtain CRM.

• shock remanent magnetization (SRM) When magnetic min-
erals are shocked with transient peak pressures of several GPa, they
may acquire SRM. This process is usually related to impacts.

As well, these mechanisms may be responsible for demagnetization, if no
ambient field is present.

In the following, the most important properties of some magnetic min-
erals will be presented. As well, arguments for and against their presence
on Mars and their ability to explain the required strong magnetization on
Mars will be given.

12 Diamagnetic and paramagnetic minerals loose their magnetization as soon as the magne-
tizing field is removed. In particular, all minerals have diamagnetic properties and acquire
induced magnetization in the opposite direction to the applied field. In addition, a smaller
group of so-called paramagnetic minerals exists which acquire a much stronger magneti-
zation in the direction of the applied field. On Earth, these minerals play an important
role when studying the crustal field, as the core dynamo represents a strong magnetizing
field.

13 The SIRM is the maximum achievable remanent magnetization .
14 Remanent magnetization is not stable due to thermal movements of magnetic spins and

will decay over time, depending on temperature. This phenomenon is called viscous decay.
15 Among the terrestrial planets and moons, an active core dynamo is observed on the Earth,

Mercury, and Ganymede.
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Figure 2.1. The dependence of TRM on grain size is shown for different miner-
als. The shape of the symbols refers to the corresponding study as referenced in
Dunlop and Arkani-Hamed [2005]. Further, filled symbols and the thick solid line
refer to magnetite, and other symbols and lines refer to hematite (Fig. 3 of Dunlop
and Arkani-Hamed [2005], Copyright 2005 by the American Geophysical Union,
reprinted with kind permission from publisher John Wiley & Sons Ltd.).

titanomagnetites Titanomagnetites (Fe3−xTinO4, 0 ⩽ n ⩽ 1) belong
to the group of Fe-Ti oxides. The respective endmembers are magnetite
(Fe3O4, n = 0) and ulvöspinel (Fe2TiO4, n = 1). Titanomagnetites crys-
tallize in the inverse spinel structure where cations occupy two different
sublattices16 of opposite magnetization. Pure magnetite is ferrimagnetic,
and ulvöspinel is antiferromagnetic17 [Butler, 1992, p. 20ff.]. Further, the
Néel temperature18 TN and the SIRM Ms decrease almost linearly with in-
creasing Ti-concentration x. Particularly, TN = 580◦ C and Ms = 480 kA/m
for magnetite [Butler, 1992; Nagata, 1961], whereas ulvöspinel has a Néel
temperature of TN =-153

◦C and a very low SIRM . Hence, ulvöspinel is
paramagnetic within the crust of terrestrial planets, and not relevant for
remanent crustal magnetization.

As illustrated in Fig. 2.1 (Fig. 3 of Dunlop and Arkani-Hamed [2005]),
the efficiency of TRM critically depends on grain size for magnetite (filled

16 Sublattice A is in tetrahedral coordination, with four cations surrounding one oxygen
anion, whereas sublattice B is in octahedral coordination, with eight cations surrounding
one oxygen anion [Butler, 1992, p. 21].

17 Titanium atoms replace ferric iron in one sublattice and balance the magnetic moments
between the two sublattices.

18 The Néel temperature is the temperature above which antiferromagnetic coupling disap-
pears and these minerals become paramagnetic. For antiferro- and ferrimagnetic minerals,
the Néel temperature is identical to the Curie temperature.
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symbols and thick solid line). In more detail, TRM is about two orders
of magnitude stronger in SD-sized grains as compared to MD-sized grains
(Fig. 2.1 and Tab. 2.2). In addition, the long-term stability of TRM is weak for
magnetite with grain sizes above the pseudo single domain (PSD)19 grain
size range [Butler, 1992]. For these reasons, MD magnetite is an unlikely
candidate for carrying magnetic remanence on Mars [Connerney et al., 2001;
Dunlop and Arkani-Hamed, 2005]. SD magnetite, on the other hand, is a
potent carrier of TRM. In particular, its high Curie temperature allows for a
magnetized crust of up to 50 km in thickness and its strong SIRM requires a
rock concentration of only 0.3vol.% to explain the strongest observed fields
on Mars [Dunlop and Arkani-Hamed, 2005].

As a drawback, SD-sized minerals may not be present in intrusive sills
and dikes, as their formation requires fast cooling rates [Butler, 1992]. Still,
Arkani-Hamed [2005a] suggested that a large volume of crust may contain
SD-sized magnetite when this crust resulted from successive extrusive erup-
tions. Alternatively, SD-sized magnetite may form by exsolution from py-
roxene [Feinberg et al., 2004], by oxidation of olivine [Gunnlaugsson et al.,
2006], by thermal decomposition of siderite [Scott and Fuller, 2004], by
serpentinization [Quesnel et al., 2009], or by oxyexsolution20 [Dunlop and
Arkani-Hamed, 2005].

Amongst the Martian meteorites, SD magnetite has been discovered in
the Noachian-aged ALH84001 [Thomas-Keprta et al., 2001; Weiss et al.,
2002; Antretter et al., 2003]. As well, SD- and PSD-sized titanomagnetites
have been discovered in the Amazonian-aged21 (e.g., Nyquist et al. [2001])
Shergottite, Nakhlite, and Chassignite meteorites (SNCs) [Cisowski, 1986;
Kletetschka et al., 2000b; Rochette et al., 2001, 2005; Funaki et al., 2009;
Gattacceca et al., 2013, 2014]. However, the magnetic properties of these
younger rocks may differ from those of the Noachian crust where the
strongest magnetic fields are observed (Sec. 1.2).

titanohematites Titanohematites (Fe2−nTinO3, 0 ⩽ n ⩽ 1) also be-
long to the group of Fe-Ti oxides, but they are more oxidized as com-
pared to titanomagnetites. What is more, the respective endmembers il-
menite (FeTiO3, n = 1) and hematite (Fe2O3, n = 0) are found in an an-
tiferromagnetic configuration. However, the magnetic spins of subsequent
crystal layers in hematite are not exactly antiparallel to each other, if the
Morin transition temperature of 252K (-21

◦C) is exceeded [Schroeer and
Nininger, 1967]. This misalignment results in canted antiferromagnetism
and a small SIRM of Ms = 2 kA/m [Butler, 1992, p. 23]. With regard to

19 PSD-sized grains contain a small number of domains but behave similar to SD grains. For
magnetite, their typical grain size is d < 15µm [Winklhofer et al., 1997].

20 Oxyexsolution is a combination of deuteric oxidation, which results in an increased ratio
of ferrous to ferric iron [Butler, 1992, p27f.], and the exsolution of smaller sized Ti-rich and
-poor endmembers when cooling through temperatures of 200

◦C to 700
◦C [Butler, 1992,

p. 26f.].
21 Note, however, that Pb isotope ages for Shergottites give 4.1− 4.3Gyr [Bouvier et al., 2009].
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Figure 2.2. SIRM (here: saturation magnetization) Ms (here: js) and Néel (Curie)
temperature TN (here: TC) for titanohematites in dependence of Ti-content n (here:
Composition, x) (Fig. 2.10 of Butler [1992], reprinted with permission of Robert F.
Butler.).

the Néel (Curie) temperature of Ti-hematites, an almost linear increase is
observed with decreasing Ti-content n (Fig. 2.2, Fig. 2.10 of [Butler, 1992]).
Especially, the Néel temperatures of the endmembers hematite and ilmenite
are given by TN =675

◦C and TN =-218
◦C, respectively. Therefore, hematite

is ferrimagnetic whereas ilmenite is paramagnetic in the lower layers of the
Martian crust. With regard to the SIRM (Ms), Fig. 2.2 reveals a more com-
plex behavior in dependence of the Ti-content. Particularly, Ms peaks at
Ms ≈ 50 kA/m for a Ti-content of 0.6 < n < 0.8, whereas Ms = 2 kA/m if
n < 0.5, i.e. if titanohematite is in the canted antiferromagnetic configura-
tion [Butler, 1992, p. 23ff.].

Despite its relatively low SIRM, hematite has some interesting proper-
ties. First, its TRM increases with increasing grain size, as illustrated by
the dashed line and open symbols in Fig. 2.1 [Kletetschka et al., 2000a; Dun-
lop and Kletetschka, 2001]. Second, TRM of MD hematite almost saturates in
fields comparable to the expected Martian core dynamo [Kletetschka et al.,
2000c,b]. Third, its Néel temperature allows for a magnetized layer of 60 km
in thickness [Dunlop and Arkani-Hamed, 2005].

Crystalline hematite with MD-sized grains of > 10− 15µm was discov-
ered in infrared spectra22 of the Martian surface at Sinus Meridiani [Chris-

22 Obtained by the thermal emission spectrometer (TES) on MGS.
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tensen et al., 2000]. Later, the rover Opportunity23 identified hematite in
millimeter-sized spherules24 in this region [Christensen et al., 2004; Klin-
gelhöfer et al., 2004]. However, the hematite-rich layer in Terra Meridiani
may be only a few hundred meters thick [Christensen and Ruff, 2004], and
hematite has not yet been discovered in Martian meteorites [Connerney
et al., 2001; Rochette et al., 2005].

hematite-ilmenite lamellae On Earth, strong and stable NRM of
4 − 36A/m has been observed in rocks with titanohematites of interme-
diate Ti concentrations [McEnroe and Brown, 2000; McEnroe et al., 2000,
2001a,b, 2002; Dyar et al., 2004; McCammon et al., 2009]. These rocks con-
sist of exsolved hematite or ilmenite lamellae (e.g., McEnroe et al. [2002])
with a Curie temperature comparable to that of hematite [Robinson et al.,
2002; McEnroe et al., 2002; Dyar et al., 2004]. The observed strong NRM in
these rocks may either be explained by contact layers of the host mineral
(hematite or ilmenite) and its exsolved counterpart [Robinson et al., 2002;
McEnroe et al., 2002; Robinson et al., 2004], or may simply result from MD
hematite [Kletetschka et al., 2002]. In the first case, NRM is acquired through
CRM during exsolution of the lamellae. In the second case, NRM is acquired
earlier through TRM. Overall, hematite-ilmenite lamellae are an interesting
candidate for strong crustal NRM on Mars. Still, they have been discovered
neither on Mars nor in SNCs [Yu and Gee, 2005].

maghemite Maghemite is a low-temperature oxidation product of mag-
netite. It is chemically equivalent to hematite, but organized in the same
spinel structure as magnetite. Maghemite is metastable, and irreversibly
changes to hematite at temperatures of 300

◦C-500
◦C [Butler, 1992, p. 28f.].

Also, maghemite may acquire TRM with a similar efficiency as MD hematite
[Özdemir and O’Reilly, 1982; Dunlop and Özdemir, 1997], but with a
stronger SIRM of 42 kA/m [Butler, 1992, p. 29].

Maghemite has been detected along with PSD magnetite in the 2.1Gyr old
[Humayun et al., 2013] Martian meteorite NWA7034

25 [Gattacceca et al.,
2014]. The mineralogy of this meteorite may explain a several kilometer
thick layer with magnetizations of up to 120A/m [Gattacceca et al., 2014].

pyrrhotite Pyrrhotite (Fe7S8 to Fe9S10) is ferrimagnetic and usually
crystallizes in a monoclinic crystal structure [Butler, 1992, p. 29]. Its Néel
temperature is TN =320

◦C with a SIRM of MS = 130 kA/m [Butler, 1992,
p. 29]. Pyrrhotite has been discovered in many Martian meteorites [Rochette
et al., 2001, 2005; Weiss et al., 2002] but may easily be demagnetized by im-

23 A major reason to land Opportunity in Terra Meridiani was the discovery of surface
hematite (TES) as its formation may be related to the presence of liquid water [Christensen
et al., 2000; Hynek et al., 2002].

24 Also known as “blueberries” [Moore, 2004].
25 Northwest Africa 7034 (NWA7034) was discovered in the Sahara desert in 2011.
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Table 2.3. Overview of minerals that have been suggested as source candidates for
the crustal magnetic field on Mars. For each mineral, arguments for and against
its presence on Mars and its capability to provide strong magnetization are given.

mineral positive negative

SD
magnetite

• Strongest TRM
• 30-90 km magnetized layer
• Important magnetic carrier in

SNCs

• Difficult to form with
slow, intrusive cooling

MD
magnetite

• 30-90 km magnetized layer • Low TRM
• Weak TRM long-term

stability
SD
hematite

• 40-100 km magnetized layer
• Low viscous decay

• Weak TRM

MD
hematite

• 40-100 km magnetized layer
• Strong TRM
• Very efficient TRM
• Detected on the surface of

Terra Meridiani
• Low viscous decay

• Less stable than SD
hematite

• Not detected in SNCs

SD
pyrrhotite

• Strong TRM
• Important magnetic carrier in

SNCs

• 20-60 km magnetized
thickness

• Easily demagnetized by
impacts

• Strong viscous decay
Hematite-
ilmenite
lamellae

• Strong TRM
• 40-100 km magnetized layer
• Stable TRM
• Low viscous decay

• Not detected on Mars or
SNCs

pacts. In more detail, half of its TRM is lost when shocked to 1GPa and all
of its TRM is lost when shocked to 1.6− 3GPa [Vaughan and Tossell, 1973;
Rochette et al., 2003]. For pyrrhotite, mineral concentrations of 2− 4wt.%
are required in order to explain the observed Martian anomalies [Dunlop
and Arkani-Hamed, 2005].

In summary, no conclusive evidence is found on the question of the dom-
inant carrier of magnetization on Mars. In particular, the most important
magnetic properties of all candidate minerals (Tab. 2.2) imply advantages
as well as drawbacks concerning their ability to explain the strong mag-
netic fields on Mars (Tab. 2.3). In addition, the mineralogy of most SNCs
cannot explain these strong fields if they were magnetized in a field of sim-
ilar strength as Earth’s main field. As long as no selected samples from
the Martian crust are to be returned, only further restrictions on the re-
quired magnetization and magnetic layer thickness may therefore provide
information on the dominant carriers of the remanent magnetization of the
Martian crust. Such restrictions may be obtained with the help of the pre-
sented model of the crustal magnetic field of Mars, as outlined in Ch. 11.



28 open questions

2.4 magnetic dichotomy

The hemispheric dichotomy is one of the most prominent features on Mars
and its origin remains a key question in understanding the early evolution
of this planet [McGill and Squyres, 1991; Watters et al., 2007]. This di-
chotomy refers to the differences of the relatively smooth and flat northern
lowlands and the heavily cratered southern highlands (e.g., Watters et al.
[2007]). In particular, these differences are reflected in the topography (e.g.,
Smith et al. [1998]), the crustal thickness [Neumann et al., 2004], and the
surface composition [Bandfield, 2000]. Early on, it was speculated that the
dichotomy may also be reflected in the crustal magnetic field [Leweling
and Spohn, 1997], which was eventually confirmed with MGS data [Acuña
et al., 1998]. Hence, an improved understanding of the characteristics and
the origin of the magnetic anomalies on Mars may help to understand the
origin of its hemispheric dichotomy.

As one scenario to explain the hemispheric distribution of strong mag-
netic fields on Mars, an asymmetric core field has been suggested, which
in turn requires an asymmetric heat-flux at the CMB [Stanley et al., 2008;
Amit et al., 2011; Dietrich and Wicht, 2013]. Such an asymmetric heat-flux
may either be triggered by a degree-one convection pattern in the man-
tle26 [Zhong and Zuber, 2001; Roberts and Zhong, 2006; Keller and Tackley,
2009; Yoshida and Kageyama, 2006] or a large impact27 [Roberts et al., 2009].
However, Dietrich and Wicht [2013] have noted that an asymmetric core dy-
namo may lead to frequent magnetic pole reversals at intervals of 10 kyr
and hence fail to explain the observed strong magnetization.

Alternatively, the processes responsible for (de)magnetization of the Mar-
tian crust could have been asymmetric. For example, a low degree mantle
convection pattern could have concentrated TRM in one hemisphere [Harri-
son and Grimm, 2002; Roberts and Zhong, 2007; Reese and Solomatov, 2010;
Citron and Zhong, 2012]. As well, a giant impact such as Borealis28 could
have demagnetized any preexisting magnetic field in the northern lowlands
[Nimmo et al., 2008]. In addition, the energy of such an impact can accumu-
late at the antipode of the impact location where it may demagnetize crust
through shock and thermal effects. This scenario is in agreement with the

26 This degree-one convection pattern is achieved by introducing a viscosity jump in the man-
tle, resulting either from an asthenosphere with low viscosity, mineral phase transitions,
a transition from diffusion to dislocation creep, or a residue layer from a magma ocean
[Roberts and Zhong, 2006].

27 Note that one giant [Wilhelms and Squyres, 1984; Andrews-Hanna et al., 2008; Marinova
et al., 2008] or several large impacts [Frey and Schultz, 1988] could also be responsible for
the topographic dichotomy, the cessation of the magnetic dynamo [Roberts et al., 2009]
trough deposition of heat in the mantle, or the start of the magnetic dynamo, if heat trans-
portation to the core through sinking iron droplets is considered [Reese and Solomatov,
2010].

28 It was suggested that the hypothetical Borealis impact created the topographic dichotomy
and that the corresponding impact basin includes the whole northern lowlands [Wilhelms
and Squyres, 1984; Andrews-Hanna et al., 2008; Marinova et al., 2008].
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Figure 2.3. Absolute values of the vertically down (Z) magnetic field component
at 200 km altitude from the ESD model of Purucker et al. [2000] are shown along
with the location of the valley networks as mapped by Kieffer [1981] (Fig. 10 of
Harrison and Grimm [2002]), Copyright 2002 by the American Geophysical Union,
reprinted with kind permission from publisher John Wiley & Sons Ltd.).

observation of a low-field region in the southern hemisphere [Nimmo et al.,
2008]. However, a very large impact may as well demagnetize the com-
plete Martian crust by thermal blanketing through the deposition of impact
ejecta and by shock demagnetization through secondary craters [Citron and
Zhong, 2012].

Also, spatially inhomogeneous chemical conditions could have regionally
favored the occurrence of highly magnetic crust. For example, the presence
of water can advance the formation of magnetite by serpentinization [Hood
et al., 2005; Quesnel et al., 2009; Chassefière et al., 2013], or by hydrothermal
exsolution from siderite29 [Griffith and Shock, 1995; Scott and Fuller, 2004].
As well, pyrrhotite can form under hydrothermal conditions [Hood et al.,
2005; Rochette, 2006; Hood et al., 2010]. Additionally, the presence of water
can increase the cooling rate of magmatic intrusions, and therefore lead to
the formation of SD mineral grains [Hood et al., 2007]. Indeed, the location
of valley networks and phyllosilicates, which are indicative for the presence
of water, appear to be correlated with regions of strong magnetic anoma-
lies on Mars (Fig. 2.3, Fig. 10 of Harrison and Grimm [2002]) [Jakosky and
Phillips, 2001; Harrison and Grimm, 2002; Hood et al., 2005, 2010]. Still, it

29 Siderite is composed of iron(II) carbonate, i.e. FeCO3, and can be decomposed to SD
magnetite by thermal decomposition and exsolution.
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remains to be explained why the presence of water and hydrothermal al-
teration should have been restricted to these regions. As one possibility, a
giant mantle plume (see above) may have resulted in a regional heat source
which regionally allowed to melt ground ice [Harrison and Grimm, 2002].
Another possibility is related to paleopole estimates (Sec. 2.5), which sug-
gest that valley networks and strong magnetic anomalies were located near
the equator before true polar wander may have occurred [Hood et al., 2005].
Alternatively, hydrothermal alteration may have occurred globally, but the
formation of magnetite may have been less effective in the lowlands [Scott
and Fuller, 2004]. However, it has been criticized that efficient hydrother-
mal circulation is required to magnetize large quantities of crust [Dunlop
and Arkani-Hamed, 2005]. As well, Rochette [2006] noted that hydrother-
mally formed magnetic minerals are not uniformly magnetized on Earth
[Rochette, 2006].

An additional aspect was raised by Rochette [2006] who argued that
weaker magnetization will result if magmatic intrusions cool faster than
the core dynamo reverses its polarity. Faster cooling rates, in turn, may re-
sult from aqueous erosion of insulating regolith, from regional differences
in heat flow by a low degree convection pattern, or from differences in
crustal thickness [Rochette, 2006].

To summarize, none of these scenarios is favored to explain the magnetic
and topographic dichotomy. Still, a better knowledge of the crustal mag-
netic field along with an improved understanding of the formation of valley
networks, of the presence of magnetic minerals, and of the location of pale-
opoles (see next section) can help to further constrain the history and origin
of the Martian dichotomy.

2.5 paleopoles

The Martian paleomagnetic dipole may not have been aligned with the cur-
rent rotational axis. Namely, true polar wander may have occurred due
to the emplacement of the massive Tharsis rise and the subsequent reori-
entation of the planet’s rotational axis. Moreover, apparent polar wander
may have occurred in an early phase of plate tectonics on Mars. As well, the
core field may have changed with time, resulting in different paleomagnetic
dipole locations, and even pole reversals.

As for magnetization (Sec. 2.2), the determination of paleopole positions
is possible only with additional information, as an infinite number of mag-
netization solutions correctly describe the resulting magnetic field [Run-
corn, 1975; Parker et al., 1987; Lesur and Jackson, 2000; Gubbins et al.,
2011]. Further, the robustness of the estimated paleopole positions signif-
icantly depends on the type of available additional information. In the
most unambiguous case, the magnetization direction of a rock with known
spatial orientation and location is available. However, such information is
missing for SNCs. Still, the paleopole may be estimated from modeling a
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Figure 2.4. Magnetic north paleopole positions are shown as obtained from several
published studies (Fig. 8 of Milbury et al. [2012], Copyright 2012 by the American
Geophysical Union, reprinted with kind permission from publisher John Wiley &
Sons Ltd.).

magnetic field anomaly of known source location and geometry. These,
in turn, may be constrained from seismic or gravity data. On Mars, only
gravimetric satellite data of low resolution is available. This data was used
by Milbury et al. [2012] to infer the source location of magnetic anoma-
lies. Alternatively, the source location of a magnetic anomaly can be con-
strained if it is associated with a known geological structure. In this way,
Langlais and Purucker [2007] and Hood et al. [2010] estimated paleopole
positions from the magnetic anomaly associated with the Apollinaris Pa-
tera volcano. For the most part, however, the observed strong magnetic
anomalies cannot be related to any particular geologic setting. Then, an
isolated anomaly which is undisturbed from any surrounding fields may
still be used to estimate paleopole positions [Arkani-Hamed, 2001a; Hood
and Zakharian, 2001; Arkani-Hamed and Boutin, 2004; Frawley and Tay-
lor, 2004; Hood et al., 2005; Boutin and Arkani-Hamed, 2006; Hood et al.,
2007; Quesnel et al., 2007]. In the worst case, an arbitrary source geometry
[Sprenke and Baker, 2000] or global characteristics of the observed magnetic
field [Sprenke, 2005; Kobayashi and Sprenke, 2010; Milbury and Schubert,
2010] are used to infer paleopole positions. Then, the obtained results may
greatly depend on the assumptions and should not be over interpreted.

Most published estimates of the magnetic north paleopole positions are
shown in Fig. 2.4 (Fig. 8 of Milbury et al. [2012]). To begin, these pale-
opoles are scattered over both hemispheres. Consequently, pole reversals of
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the ancient Martian core dynamo must have occurred (e.g., Arkani-Hamed
[2001a]) and such pole reversals are also suggested by numerical dynamo
simulations [Wicht and Tilgner, 2010]. What is more, the locations of these
paleopoles vary greatly, possibly due to different assumptions on the lo-
cation and geometry of the magnetic sources (e.g., Frawley and Taylor
[2004] 30) or due to differences in the used data sets and their process-
ing (e.g., Hood et al. [2007] 31). In addition, deviations of the ancient core
dynamo field from a purely dipolar field may introduce scatter in pale-
opole estimates. Still, most studies agree that paleopoles cluster at low
latitudes near the Tharsis rise. For instance, Arkani-Hamed and colleagues
propose that paleopoles cluster within 30

◦ of 25
◦N/230

◦E [Arkani-Hamed,
2001a; Arkani-Hamed and Boutin, 2004; Boutin and Arkani-Hamed, 2006].
Similarly, Hood et al. [2005, 2007] found a mean paleopole position of
34±10

◦N/202±58
◦E. As a result, it was suggested that true polar wander

occurred on Mars (e.g., Boutin and Arkani-Hamed [2006]). In comparison,
estimates of true polar wander based on the emplacement of the Tharsis
rise range from less than 18

◦ [Willemann, 1984] to larger than 25
◦ [Melosh,

1980; Spada et al., 1996; Sprenke et al., 2005].
Overall, reliable estimates of the inherent uncertainties of paleopole es-

timates are crucial to understand if polar wander truly occurred on Mars.
Yet, such information is largely missing in published studies, with the ex-
ception of the work by Hood and colleagues [Hood and Zakharian, 2001;
Hood et al., 2005, 2007, 2010]32. With reference to this thesis, such estimates
may be provided by analyzing the covariance (Sec. 7.4) and resolution ma-
trices (Sec. 7.5) of the presented model of the crustal magnetic field of Mars.
Further, the increased resolution of the presented model allows to identify
new isolated anomalies on Mars (Sec. 12).

2.6 magnetic lineations - plate tectonics ?

As of today, Mars is in the stagnant lid regime of mantle convection (e.g.,
Hauck and Phillips [2002]; Breuer and Spohn [2003]; Morschhauser et al.
[2011]). In this regime, the crust and lithosphere consist of a single stag-
nant plate. For this reason, heat transport trough the lithosphere is limited

30 In Frawley and Taylor [2004] and Arkani-Hamed [2001a], an identical anomaly is investi-
gated. However, the results of these studies differ significantly. According to Frawley and
Taylor [2004], different assumptions on the source geometry may lead to this discrepancy.
In particular, Frawley and Taylor [2004] use a single dipole as source geometry whereas
Arkani-Hamed [2001a] uses two vertically oriented dipolar sources as source geometry.

31 Hood et al. [2007] and Frawley and Taylor [2004] investigated the same anomalies and
obtained inconsistent results. According to Hood et al. [2007], differences in the used data
sets and their processing may be responsible for this discrepancy. In particular, Hood
et al. [2007] give an example where differently processed data show significantly different
relative maxima above the same anomaly.

32 Hood and colleagues estimated error ellipses with semimajor axes of 5-30
◦ from an analy-

sis of the residual root mean square (RMS) between the data and their model.
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Figure 2.5. The vertically down (Z) component of the magnetic field from AB/SPO
data is shown over TC/TS where elongated anomalies are visible. In the inlet
(upper left corner), a selected track shows the magnetic field of alternating sign,
which has been interpreted in terms of seafloor spreading. The shown profile
corresponds to the track labeled 15, and the label denotes the center (x = 0 km
of the track (Fig. 1 of McKenzie [1999], originally published as Figs. 1 and 2 of
Connerney et al. [1999]. Reprinted with permission from AAAS).

by heat conduction. In contrast, early Mars may have been in the plate
tectonics regime of mantle convection [Sleep, 1994]33. In this regime, the
crust and lithosphere consist of several dynamic plates. Hence, heat trans-
port through the crust and lithosphere is dominated by more effective heat
transport by convection.

Wegener [1912] suggested the basic ideas of plate tectonics about a cen-
tury ago. Still, the necessary conditions for the occurrence of plate tectonics
are not fully understood. To our understanding, plate tectonics is operat-
ing on Earth only, where elongated magnetic anomalies associated with
seafloor spreading and magnetic pole reversals provided evidence for this
mode of heat transport [Vine and Matthews, 1963]. On Mars, similar elon-
gated anomalies have been discovered in TC and TS (c.f. Fig. 2.5). However,
these anomalies are much larger than on Earth and extend to over 2000 km
in the east-west direction when observed at MGS orbit altitudes [Acuña et al.,
1999; Connerney et al., 1999; Purucker et al., 2000].

33 Sleep [1994] argued that the topographic dichotomy is the relic of an ancient subduction
zone.



34 open questions

An early episode of plate tectonics on Mars has deep implications on the
evolution of this planet [Nimmo and Stevenson, 2000; Breuer and Spohn,
2003]. Hence, the interpretation of the elongated magnetic anomalies has
been discussed since their discovery by MGS. On one hand, Connerney et al.
[1999] successfully fit fluxgate magnetometers on MGS (MAG) AB data to in-
finitely elongated stripes of alternating magnetizations. Therefore, they ar-
gued that these anomalies formed by magnetic pole reversals and seafloor
spreading in a regime of plate tectonics. Similarly, Fairén et al. [2002] inter-
preted these anomalies as the result of collisional plates. Later, Connerney
et al. [2005] identified further signs of plate tectonics in Terra Meridiani
using MGS mapping phase orbit (MPO) magnetic field data. On the other
hand, the interpretation of the observed linear magnetic field anomalies
as a relic of plate tectonics has been criticized for several reasons. First,
the magnetic declinations obtained by Connerney et al. [1999] are not com-
patible with seafloor spreading [Harrison, 2000; Sprenke and Baker, 2000].
Furthermore, their obtained magnetizations lack the necessary symmetry
[McKenzie, 1999]. Also, Sprenke and Baker [2000] have argued that these
elongated anomalies do not necessarily imply formation by plate tectonics.
Second, the strong intensity and large spatial extent of the observed stripes
require a homogeneously magnetized crust of 30 km thickness [Albee, 2000]
which had to form and cool faster than pole reversals occurred [Albee, 2000;
Nimmo and Stevenson, 2000].

Alternative explanations for the formation of these anomalies have been
suggested. Namely, these elongated anomalies may have formed by a mov-
ing locus of dike intrusions [Nimmo, 2000], by magnetization in a global
dipole field and subsequent local demagnetization [Sprenke and Baker,
2000], by uniform magnetization and subsequent periodic folding [Con-
nerney et al., 1999], by chemical remanent magnetization in banded zones
of hydrochemical alteration [Connerney et al., 1999], or by hot spots un-
der a drifting lithosphere [Kobayashi and Sprenke, 2010]34. In addition,
the elongated magnetic anomalies may consist of individual, more local-
ized magnetic sources [Arkani-Hamed, 2001b; Hood et al., 2007; Jurdy and
Stefanick, 2009; Ravat, 2011].

In summary, the origin of the most intense magnetic features on Mars
remains disputed. The presented model of the Martian crustal magnetic
field may help to improve our understanding of these elongated anomalies.
In particular, the model’s higher resolution and its ability to predict the
magnetic field at the surface altitude may be valuable for this purpose.

34 Kobayashi and Sprenke [2010] suggest that "tidal force on the early lithosphere by former
satellites [...] may have pulled the lithosphere". Accordingly, a fixed hot spot may have
produced elongated magnetic anomalies on a drifting lithosphere.



Part II

D ATA

The presented model of the crustal magnetic field is based on the
MGS data set which will be described in this part of the thesis.
The first chapter of this part contains a description of the mission
phases, the magnetic field sensors, and the NASA data processing
and calibration. In the second chapter, I will present the data
selection process and the derivation of appropriate data weights.





3
M G S - M I S S I O N A N D I N S T R U M E N T S

Tis chapter begins with an overview of the main mission phases
of the orbiting satellite Mars Global Surveyor (MGS). Then, the
electron reflectometer (ER) data will be discussed shortly. Finally, I
will describe the working principle of the fluxgate magnetometers

on MGS (MAG) as well as the data calibration, the data pre-processing, and
the removal of spacecraft (S/C) magnetic fields as done by the National
Aeronautics and Space Administration (NASA).

3.1 overview of mission phases

Albee et al. [2001] presented an overview of the MGS mission which is
shown in Fig. 3.1 (c.f. Fig. 2 in Albee et al. [2001]). In detail, the MGS
spacecraft operated for almost a decade (1997-2006) in Martian orbit. It
was launched on November 7, 1996 from Cape Canaveral Air Force Station,
Florida, and was captured into a highly elliptical Martian orbit on Septem-
ber 11, 1997. The initial aerobraking phase (AB-1) started with a low peri-
apsis of 262.9 km and an apoapsis of 54026km. Subsequently, these were
lowered with the help of atmospheric drag using the solar panels. However,
a damper failure during solar panel deployment did not allow the S/C to
dip as deep into the atmosphere as initially planned. Hence, periapsides of
only 115 to 175 km could be achieved during the aerobraking phase (AB), re-
sulting in a delay of the initial AB schedule by one Earth year. From March
27, 1998, to September 23, 1998, the aerobraking operation was halted for
373 elliptical 175 × 17800km orbits with the purpose of obtaining a sun-
synchronous 2 am/2pm orbit. This mission phase is named science phase
orbit (SPO-1 and SPO-2), as most scientific instruments were turned on. It
was followed by a second aerobraking phase (AB-2), further lowering the
apoapsis down to 450 km. Eventually, MGS reached its final mapping phase
orbit (MPO) on March 9, 1999. This final orbit was sun-synchronous, passing
the equator at 2 am/2pm local time with a polar inclination of i = 92.96◦

and with altitudes ranging from 368 to 438 km above the Martian surface
[Albee et al., 2001].

As will be discussed below, the AB/SPO and MPO data sets have com-
plementary strengths and weaknesses. Hence, it is necessary to combine
these data in order to obtain dense global coverage and the best possible
resolution for models of the crustal magnetic field of Mars [Arkani-Hamed,
2002b; Cain et al., 2003; Langlais et al., 2004].

37
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Figure 3.1. Schematic overview of the launch, cruise, and main mission phases of
the MGS mission (Fig. 2 of Albee et al. [2001], Copyright 2001 by the American
Geophysical Union, reprinted with kind permission from publisher John Wiley &
Sons Ltd.).

3.2 the electron reflectometer (er)

The electron reflectometer (ER) measures the energy and angular distribu-
tion of 10 eV to 20 keV electrons [Mitchell et al., 2001]. In combination with
the vector magnetic field measured by MAG, the magnetic field intensity at
lower altitudes can be estimated from these electron energy spectra if the
crustal magnetic field is connected to the interplanetary magnetic field (IMF)
(open field lines). On Mars, this altitude corresponds to 170− 185 km above
the surface1 [Lillis, 2004; Lillis et al., 2008b]. Further, the ER was not contin-
uously operating during the early mission phases (AB/SPO) due to concerns
about high voltage arcing in the dense atmosphere (R. Lillis, personal com-
munication, 2014), but operated continuously during MPO.

The most recent ER map was released by Lillis et al. [2008a] and is shown
in Fig. 3.2 (Fig. 4 of Lillis et al. [2008a]). In this work, this ER map will be
used to validate some predictions of the presented model (Ch. 10 and 12).

3.3 the fluxgate magnetometer (mag)

MGS was equipped with two triaxial FGMs (MAG). These instruments pro-
vided data during all mission phases with only a few data gaps. The MAG
was built at the Goddard Space Flight Centre (GSFC)2 with heritage from
the failed Mars Observer Mission. The MGS magnetometers were able to

1 On Mars, the ER measures the magnetic field intensity (F) at the altitude where electrons
are absorbed into the atmosphere.

2 Principal investigator (PI): Mario H. Acuña
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Figure 3.2. A map of the binned and averaged ER data is shown which reflects
reflects the magnetic field intensity at 185 km [Lillis et al., 2008a]. Black areas rep-
resent closed magnetic field lines where data are missing. White ellipses represent
the largest impact basins on Mars (from left to right: Hellas, Isidis, Utopia, and
Argyre) (Fig. 4 of Lillis et al. [2008a], reprinted with permission from Elsevier Inc.
via RightsLink.).

measure ambient fields from ±4 to ±65536nT with a sampling rate of up
to 32 Hz. Depending on telemetry rate, the S/C transmitted averaged values
every 0.75, 1.50 and 3.00 s. Moreover, the orthogonality of the MAG sensing
coils (see below) was calibrated at the GSFC and is known to an accuracy
of better than 0.2◦. Concerning the alignment of the MAG sensors with re-
spect to the S/C reference coordinate system, the team at GSFC estimated a
maximum error of 1

◦ [Acuña et al., 2001]. In addition, the S/C generated
magnetic fields can easily disturb the fluxgate sensors. Therefore, the MAG
sensors were attached to the tips of the solar panels at about 5m from the
S/C main body. Further, the solar panels were designed to be magnetically
clean [Acuña et al., 2001].

A FGM is sensitive to the magnetic field along each of its three orthog-
onal axes. On MGS, a ring-core FGM was used [Acuña et al., 1992], and a
schematic setup of such an instrument is shown in the top row of Fig. 3.3.
In detail, the driving coil (blue) is directly wrapped around a ring-shaped
core (brown and green) of molybdenum permalloy with high magnetic sus-
ceptibility Xc. Now, the driving coil (blue) is driven by a periodic voltage
Ud of frequency f0. In consequence, a magnetic field Hd (black arrows) is
generated by the driving coil and the core is magnetized with M = XcHd.
Overall, the total magnetic field is then given by Bd = µ0(Hd +M) = µcHd

where µ0 is the vacuum permeability and µc = µ0(1+Xc). The sensing coil
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Figure 3.3. Schematic illustration of the working principle of a ring-core FGM as
used on MGS. The top row shows the configuration of the magnetometer with
the ring-shaped core (brown and green), the driving coil (blue), and the sensing
coil (red). The bottom row illustrates the magnetic flux through the sensing coil
for the green and brown areas. (a) No external field is applied, and the overall
magnetic flux through the sensing coil is zero. Thus, the induced voltage UI of
the sensing coil is zero. (b) An external magnetic field is applied in the z-direction
and a periodic voltage is induced in the sensing coil.

(dark red) is then wrapped around the whole configuration and aligned
parallel to the xy-plane. Now, the amplitude of the driving voltage Ud is
chosen such that the core will saturate. Therefore, any further increase of
Ud will only marginally increase the total field Bd. For illustration, the mag-
netic field in the brown and green areas of the sensing coil are shown in the
lower part of Fig. 3.3a with their respective colors. These fields are always
opposite in sign, but of equal absolute values. Hence, they cancel over the
area of the sensing coil, and the magnetic flux Φ =

∫
SBd ·dAxy through the

sensing coil will be zero (red line). Here, S is the surface area of the sensing
coil, and the direction and length of the vector Axy describe the orienta-
tion and the cross-section of an infinitesimally small area in the xy-plane,
respectively. In contrast, an external magnetic field Hext ̸= 0 will break this
symmetry (c.f. Fig. 3.3b). In particular, the ambient field H = Hd +Hext in
the brown area of the sensing coil will increase, whereas it will decrease in
the green area. Therefore, the brown part of the core will desaturate later
as compared to the green part of the core. The resulting net flux (red line
in Fig. 3.3b) is then time-dependent with a frequency of 2f0. As a result, a
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Figure 3.4. Image of the Bepi-Colombo FGM, showing the configuration with three
Helmholtz sensing coils and two driving coils. ©IGEP3

voltage UI = −Φ̇(t) ̸= 0 is induced in the sensing coil which is proportional
to the external field Hext.

The orientation of the sensing coil in the xy-plane guarantees that only
the z-component of the external field will be measured. In order to measure
the x-component of the external field, the sensing coil has to be rotated to
the yz-plane. Overall, a three-axis magnetometer can be realized with two
ring-shaped cores and three sensing coils. In practice, some modifications
are made to the setup of Fig. 3.3. For example, UI will be pre-amplified and
isolated with a phase-sensitive detector. Further, the sensing coil may also
act as a feedback coil by generating a field Hf to compensate the external
field Hext. Then, the output of the sensing coil will be zero and the compen-
sation current is used to measure Hext. In addition, the sensing coils may
be realized as a pair of Helmholtz-coils in order to achieve a homogeneous
compensation field. As an example, the Bepi-Colombo4 FGM is shown in
Fig. 3.4.

3.4 data pre-processing and calibration

Although S/C generated fields have been minimized [Acuña et al., 2001] for
MGS, such fields are still generated by the power supply electronics (PSE)
and by the permanent magnets of the traveling wave tube amplifiers (TWTA)
(Fig. 3.5, Fig. 1 of Acuña et al. [2001]). In consequence, a model of these
S/C fields is needed in order to remove them from the data. Within such
a model, Acuña et al. [2001] described the measured magnetic field Bm (in

3 Institut für Geophysik und Extraterrestrische Physik / TU Braunschweig
4 BepiColombo is a mission to Mercury which is scheduled for launch in early 2017.
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TWTA 

Figure 3.5. Schematic setup of the Mars Global Surveyor (MGS) S/C (Fig. 1 of
Acuña et al. [2001], Copyright 2001 by the American Geophysical Union, reprinted
with kind permission from publisher John Wiley & Sons Ltd.)

sensor coordinates) as a combination of static and dynamic fields, i.e. by

Bm = B0 + TBS/C + HBTWTA + Ba + BSP + TBPSE. (3.1)

Here, static fields include a constant sensor zero offset B0, a general static
field BS/C (in S/C body coordinates), and the field BTWTA related to the
TWTA (in high-gain antenna (HGA) coordinates). In addition, the respective
coordinate transformations to the MAG system of coordinates are given by
T and H. Hence, BS/C and BTWTA may appear dynamic at the location
of the MAG sensors in case the solar panels or the HGA are moving. In
addition, dynamic fields include BSP generated by the solar panels and
BPSE generated by the PSE. These fields are assumed to depend linearly
on the solar panel and power supply currents, respectively. Finally, the
ambient Martian field Ba is assumed to be equal at the locations of each of
the two magnetometers. Then, the difference of the fields as measured by
the two FGMs can be inverted for the model parameters, i.e. the different
field contributions. For a better determination of these model parameters,
the HGA was moved through its various positions on some of the nightside
passes in January/February 2000 [Acuña et al., 2001]. In addition, a number
of in-flight calibration tests were performed [Acuña et al., 2001].
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D ATA S E L E C T I O N & D ATA W E I G H T S

In this chapter, the data selection and the estimation of a priori data
weights will be described (Sec. 5 and Sec. 6). The fluxgate magne-
tometers on MGS (MAG) data were downloaded from the Planetary
Plasma Interactions Node of the Planetary Data System (PDS)1 where

these data are available in a Cartesian, planetocentric coordinate system
and a Cartesian, sun-related coordinate system. For further processing,
these data were transformed into a spherical planetocentric coordinate sys-
tem. In the latter system of coordinates, the magnetic field is expressed in
terms of the horizontally north (X), east (Y), and vertically down (Z) field
components.

4.1 mag mpo data

The mapping phase orbit (MPO) data set provides dense global coverage
with ∼176.2million vector data points. These data were obtained at alti-
tudes of 422.1 km near the north- down to 348.6 km near the south pole,
as measured above the mean planetary radius of 3393.5 km. For statistical
purposes, we calculate the global data coverage and density on a grid with
bins of latitudinal size of ∆θ = 0.5◦. This grid was designed to obtain bins
of similar area by setting the longitudinal bin size to

∆ϕ =
∆θ

sin(θc)
(4.1)

where θc is the colatitude at the center of the respective bin. When projected
on a radius of 3393.5 km, extreme bin sizes of 306 − 918 km2 occur only
at the poles, and the remaining bins range from 877 km2 to 883 km2 in
size. As well, empty bins remain only at the poles due to the Mars Global
Surveyor (MGS) orbit inclination, and 99.8% of the bins are filled with 342
data points on average. This corresponds to an average data density of
0.390 km−2 when projected on a radius of 3393.5 km.

The influence of solar wind induced ionospheric currents was reduced
by rejecting all MPO dayside data. Dayside data were identified by using
the sun-related coordinate system and the solar panel currents, which are
both available from the PDS. The remaining ∼56.3million vector measure-
ments at the nightside result in a polar data gap of 4.42◦ at the north pole
and 2.86◦ at the south pole. Here, the asymmetry of the polar gaps is due
to different orbit altitudes at the poles. In addition, one data point was

1 http://ppi.pds.nasa.gov/
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selected every 80 km along the surface footprint of the satellite track in or-
der to reduce the required computational cost. For this selection, a random
offset at the beginning of each track was introduced to obtain a spatially
uniform data sampling. Overall, ∼2.58million data points were retained
with an unchanged global coverage of 99.8% and an average data density
of 0.0179 km−2 when projected on a radius of 3393.5 km.

Under the assumption of normally distributed noise in the data2, the
standard deviations (STDs) of this noise should be used as data weights
when inverting for a field model (c.f. Sec. 5.2). However, these STDs are
difficult to assess a priori as possible sources of such noise are not fully un-
derstood. Still, the stable altitude of MGS and the dense global coverage of
the MPO data allow to statistically estimate these STDs. For this purpose, the
data were binned in an almost equal-area grid with ∆θ = 0.5◦ (c.f. Eq. 4.1)
and the STD of each bin was calculated. With this choice, the grid size is
smaller than typical spatial variations of the crustal magnetic field at orbit
altitude. At the same time, the bins contain as many data points as possible
in order to obtain robust STDs. Moreover, the data were divided into four
epochs of one Martian year each in order to account for seasonal changes
of the STDs. For these epochs, an average of 77− 91 data points is obtained
per bin and the global data coverage remains unchanged. The resulting
STDs show a general global trend, but vary considerably between neighbor-
ing bins. As the statistics of the noise is expected to vary continuously in
space, it is assumed that these strong bin-to-bin variations are due to an
insufficient number of data points per bin. Therefore, the obtained values
were weighted with the number of data points in each bin and fit to a set
of global spherical harmonic (SH) functions up to degree and order eight.
The resulting smoothed STDs for the horizontally north (X), east (Y), and
vertically down (Z) components for each of the four epochs were used to
weight the MPO data (Wd in Eqs. 6.23, 6.25, and Eqs. 6.30 - 6.32), and these
STDs are shown in Fig. 4.1.

From this figure, the vertically down (Z) field component shows lower
STDs than the horizontally north (X) and east (Y) field components. In
agreement, the vertically down (Z) component has previously been identi-
fied to be less affected by external fields [Luhmann and Brace, 1991; Acuña
et al., 1999; Arkani-Hamed, 2004a]. Also, an anticorrelation between the
STDs of the horizontally north (X) and east (Y) components and the crustal
field strength is observed. Indeed, current sheet crossings which disturb the
measurements of the crustal magnetic field occur down to the MPO altitude
mainly at regions of low field intensity [Halekas et al., 2006]. Moreover,
the obtained STDs continuously increase from the first to the third epoch
before a strong decrease is observed for the fourth epoch. Accordingly, the
international sunspot number as indicated by the dashed line in Fig. 4.2
reaches a maximum during the first two epochs. However, solar activity
was continuously decreasing during the third epoch, for which the largest

2 For a discussion of data noise, see footnote on p. 53.
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Figure 4.2. The solar activity for the duration of the MGS mission is shown. The
smoothed international sunspot number as obtained from the Space Weather Pre-
diction Center (http://www.swpc.noaa.gov/) is indicated by the dashed line. As
well, the Ap∗ index for geomagnetic storm activity is multiplied by five and shown
by the dots and the smoothed solid line. This index is available from the National
Centers for Environmental Information (www.ngdc.noaa.gov).

STDs are obtained. This discrepancy may be explained by the observation
of increased geomagnetic storm activity at the beginning of the declining
phase of the solar cycle [Echer et al., 2008, 2013], as indicated by the solid
line in Fig. 4.2. In this case, geomagnetic storms may be an indicator for
magnetic activity at Mars.

4.2 mag ab/spo data

During the aerobraking phase (AB)/science phase orbit (SPO) mission phas-
es, ∼3.04 million vector measurements have been recorded. In contrast to
the MPO data, these data are characterized by strongly varying altitudes.
Particularly, the apoapsis reached down to 80 km above the mean surface
altitude of 3393.5 km, which allows for a better resolution than the MPO
data set3. On the other hand, only ∼0.49 million data points were obtained
at altitudes below the minimum MPO orbit altitude of 348 km. Moreover,
99.39% of these data were obtained at the dayside, which significantly in-
creases the influence of the solar wind [Cain et al., 2003]. In particular, Brain
[2003] argued that the dayside magnetic field is dominated by non-crustal
contributions down to altitudes of 200 km. Hence, all dayside AB/SPO data
above this altitude were rejected. Again, the solar panel currents and sun-
related coordinate system were used to determine if a datum is on the

3 Generally, small scale contributions to the crustal magnetic field are significantly attenu-
ated with increasing altitude.
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night- or dayside. Overall, the selected AB/SPO data set contains the night-
side data below 348 km and the dayside data below 200 km altitude. With
∼0.29million data points, this data set covers 39.1% of the planet with an
average data density of 0.0051 km−2 if projected on a sphere with a radius
of 3393.5 km, and if the same grid as for the MPO data is used for binning.

The residuals of the AB/SPO data to a preliminary model (ABSPOl90

model in Fig. 6.1) revealed possible timestamp errors in the data for three
subsequent periapsis passes (Fig. 4.3). These passes occurred on 2nd of
January, 1999, between 02h 11m and 09h 25m universal time (UT), and
the respective data points have been removed from the final data set. As
a result, the preliminary model (brown line in Fig. 4.3) better resembles a
shifted version of the data (not shown). Apart from that, no other example
of such a timestamp error was found. However, such an error may be hard
to detect in regions of low field intensity.

Due to the unstable AB/SPO orbit altitude, the STDs of the AB/SPO data
cannot be determined in the same way as those of the MPO data. Instead,
the respective STDs were calculated from the residuals of the data to a pre-
liminary model (W model in Fig. 6.1). This preliminary model was unreg-
ularized and based on the selected MAG data set. Further, the previously
determined MPO data weights were used, whereas the AB/SPO data were
equally weighted with Wd = I (c.f. Eqs. 5.12 and 6.31). The resulting
histograms of the residuals between the AB/SPO data and this preliminary
model are shown by the blue lines in Fig. 4.4. Now, the data weights were
determined by fitting these histograms (blue line) to a Gaussian distribution
(red line) and ignoring data outliers. As a result, STDs of 8.49nT, 7.68nT,
and 6.97nT were obtained for the horizontally north (X), east (Y), and ver-
tically down (Z) components of the dayside data, respectively (Fig. 4.4a).
Further, STDs of 5.73nT, 5.87nT, and 5.25nT were obtained for the same
components of the nightside data, respectively (Fig. 4.4b). For comparison,
Cain et al. [2003] obtained larger values of 6.2− 7.1nT for the nightside and
6.4− 13.5nT for the dayside AB/SPO data. However, Cain et al. [2003] fit
the Gaussian envelope to the entire distribution instead of explicitly disre-
garding the non-Gaussian tails as it was done here.





Part III

I N V E R S I O N

First, a general introduction to linear inversion will be given.
Then, I will discuss some more specific techniques which are ap-
plied to invert the MAG data for a model of the crustal magnetic
field.





5
G E N E R A L L I N E A R I N V E R S I O N

First, an introduction to the basic principles of linear inversion will be
given. Then, the least squares solution will be presented which pro-
vides the model parameters of maximum likelihood for normally
distributed data noise1. Further, it will be discussed how noise in

the data can influence the model parameters, and how regularization can
stabilize the inversion under the influence of such noise. Finally, alterna-
tive measures of data misfit will be mentioned which lead to outlier-robust
solutions.

5.1 basic principles of linear inversion

We consider a linear physical model which relates a vector m̂ of n known
model parameters to a vector d̂ of m predictions for some observables by

Dm̂ = d̂ (5.1)

where D is an m× n matrix describing the model. Usually, the predicted
values d̂ will not correspond to the measured data d, as the model is never
perfect1. Further, the problem of finding the model parameters m̂ from a
set of measured data d is called the inverse problem. The inverse problem
has either no solution, one solution, or an infinite number of solutions. If
a solution can be obtained2, it may still be influenced by data noise ϵ or
numerical errors. More quantitatively, the sensitivity of the obtained model
parameters m on noise in the data is described by the condition number κ,
defined by

∥m̂−m∥
∥m̂∥ ⩽ κ

d̂−d
d̂ . (5.2)

1 A perfect and complete model (which is most probably not linear) would perfectly explain
the data (neglecting quantum theory, of course). However, all physical models simplify
reality as some of the underlying physical processes might be of comparatively weak in-
fluence, too complex (nonlinear), not fully understood, or irrelevant to the considered
problem. Therefore, some part of the data, which is considered as noise ϵ = d− d̂, will
remain unexplained by the model. Ideally, such noise should be small compared to the
signal and randomly distributed. Else, a revision of the model should be considered.

2 In order to obtain one solution for d ̸= d0, the matrix D must be square and non-singular.
The latter is the case if the columns of D are linearly independent, i.e. if no model pa-
rameter mi can be expressed in terms of any other model parameter mj̸=i. Further, if
the observed data are perfectly described by the model, i.e. d = d0, one solution will be
obtained for any number of data points if D is non-singular.
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Inverse problems with large condition numbers are called ill-conditioned.
In the case of an L2 norm3, the condition number can be calculated from
the quotient of the maximum and minimum non-zero singular values of D
[Aster et al., 2013, p. 65ff.].

5.2 the least-squares solution

A large number of observations (m ≫ n) should be used when inverting
noisy data4. Only then, the underlying distribution of noise in the data can
be sufficiently sampled. However, the inverse problem cannot be solved if
m > n and if d ̸= d̂ (Eq. 5.1). Instead, we seek the set of model parameters
which minimizes the residuals

r = d−Dm (5.3)

under a specific norm. The best choice for this norm is determined by the
corresponding distribution of noise in the data (c.f. Sec. 5.6). For example,
an L2 norm will result in the maximum likelihood solution5 for indepen-
dent and normally distributed noise with mean µ = 0 and STD σ = 1 (Aster
et al. [2013, p. 27ff.] and Sec. 5.6). This solution minimizes the objective
function

ΦLS = ∥r∥22 =
∑
i

r2i =
∑
i

(di − (Dm)i)
2 (5.4)

and is therefore known as the least-squares solution. In matrix notation,
this equation can be written as

ΦLS = (d−Dm)T (d−Dm)

= (mTDT −dT )(Dm−d)

6

= mTDTDm− 2dTDm+dTd. (5.5)

Then, the least-squares solution m is obtained from the minimization of
Eq. 5.5 and by solving

∂ΦLS
∂m

=
∂mTDTDm

∂m
− 2

∂dTDm

∂m

!
= 0. (5.6)

3 The L2 norm for an arbitrary vector x is defined as ∥x∥2 =
√∑

i x
2
i .

4 See footnote 1.
5 In a probabilistic sense, the maximum likelihood solution yields the model parameters m

for which the observed data are most probably observed.
6 As mTDTd is a scalar and mTDTd = (dTDm)T .
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In order to solve Eq. 5.6 with respect to m, we consider

∂mTDTDm

∂mk
=
∂(
∑
i,j,lDijDilmjml)

∂mk

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑
i,lDikDilml, if j = k∑
i,jDikDijmj, if l = k

0, otherwise

=2
∑
i,j

DikDijmj = 2(D
TDm)k (5.7)

and

∂dTDm

∂mk
=
∂(
∑
i di

∑
jDijmj)

∂mk

=
∂(
∑
ijDijdimj)

∂mk

=
∑
i

Dikdi = (DTd)k. (5.8)

Inserting Eqs. 5.7 and 5.8 in Eq. 5.6, and solving for m, we finally obtain

m = (DTD)−1DTd. (5.9)

Now, we consider the more general case of data noise that is following
a multivariate normal distribution with mean µ = 0 and standard devi-
ation (STD) σi for the i-th data point. In this case, the maximum-likelihood
solution is obtained by minimizing

ΦWLS =
∑
i

(di − (Dm)i)
2

σ2i
(5.10)

[Aster et al., 2013, p. 27ff]. By introducing the diagonal weighting matrix
(W)ii = 1/σi, where (.)ii is the i-th diagonal element of the respective
matrix, we can rewrite Eq. 5.10 as

ΦWLS =(d−Dm)TWTW(d−Dm)

=(dw −Dwm)T (dw −Dwm) (5.11)

where dw = Wd and Dw = WD. Then, we find in analogy to Eq. 5.9 that

m =(DT
wDw)

−1DT
wdw

=(DTWTWD)−1DTWTWd. (5.12)
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For the sake of completeness, we also consider normally distributed and
correlated noise which is described by the data covariance matrix Cd =
Cov (d). For example, large-scale current systems in the ionosphere may
lead to spatial and temporal correlations. More formally, the covariance
matrix is defined by (Cd)ij = ⟨(di − µi)(dj − µj)⟩ where ⟨·⟩ denotes the ex-
pectation value. From this definition, the covariance matrix Cd must be
symmetric, and Cd can be factorized into its eigenvalues. In particular,
Cd = PΛPT , where the diagonal matrix Λ contains the eigenvalues of Cd,
and the columns of P contain the respective eigenvectors. Now, the maxi-
mum likelihood solution with correlated data noise is given by

m =(DTC−1
d D)−1DTC−1

d d

=(DTPΛ−1PTD)−1DTPΛ−1PTd (5.13)

[Aster et al., 2013, p. 50f.] and can be written in terms of Eq. 5.12 if the
diagonal weighting matrix W =

√
Λ−1PT is used.

5.3 model parameter confidence intervals

In general, the covariance matrix Cov (x) transforms under a linear trans-
formation y = Ax as

Cov (y) = Cov (Ax) = ACov (x)AT (5.14)

[Aster et al., 2013, p. 329]. According to Eq. 5.12, the least-squares solution
m is a linear combination of the weighted data dw with the transformation
matrix A = (DT

wDw)
−1DT

w. Hence, the covariance matrix Cov (m) of the
model parameters is calculated from the covariance matrix Cov (dw) of the
weighted data by

Cov (m) = (DT
wDw)

−1DT
wCov (dw)Dw

[
(DT

wDw)
−1
]T

. (5.15)

Now, if the data covariance matrix Cd has been correctly chosen, it follows
that Cov (dw) = I, and the model covariance matrix Cov (m) is given by7

Cov (m) = (DT
wDw)

−1. (5.16)

As well, the covariance matrix of the model predictions d∗ = Dm can be
obtained from

Cov (d)∗ = D(DT
wDw)

−1DT . (5.17)

However, the data covariance matrix Cd = Cov (d) is not known a priori.
Instead, it is often estimated using rather strong assumptions and simplifi-

7 Note that (DT
wDw)−1 is symmetric.
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cations. Therefore, Eqs. 5.16 and 5.17 are only approximations of the true
covariance matrices.

In the following, we investigate the confidence intervals of the model
parameters m. For this purpose, we consider that the obtained model pa-
rameters m depend on probabilistic data noise. Therefore, they are also
the result of a probabilistic process with mean µ = m and covariance ma-
trix Cov (m). Further, if the data noise is normally distributed, then the
distribution

(m−m)TCov (m)−1 (m−m) (5.18)

follows a χ2 distribution8 with n degrees of freedom [Aster et al., 2013,
p. 329]. This distribution can be approximated by a normal distribution
(µ = n / σ =

√
2n) for large degrees of freedom, i.e. n > 100. Therefore, a

p% confidence ellipsoid9,10 in the model parameter space is defined by

(m−m)TCov (m)−1 (m−m) ⩽ ∆2u (5.19)

where ∆2u is calculated from

1√
4nπ

∆2
u∫
0

e
−(x−n)2

4n dx =
p

100
. (5.20)

As the model covariance matrix Cov (m) is usually not diagonal, the n-
dimensional confidence ellipsoid (Eq. 5.19) is not aligned with the coordi-
nate axes of the model parameter space. Therefore, the confidence intervals
of the model parameters are not independent. Still, we may approximate
the ellipsoid by an enclosing rectangular box. Then, an upper bound of

δu(mi) = ±∆u
√

Cov (m)i,i (5.21)

is obtained for the confidence intervals of each model parameter (c.f. Gub-
bins [2004, p. 110f.]). As an example, we consider a multivariate normal
distribution with two random variables and the covariance matrix

C =

[
2.0 0.9
0.9 1.0

]
. (5.22)

8 A χ2 distribution of degree n is the probability density function (PDF) of the random vari-
able Z =

∑n
i=1 X

2
i , which is a combination of the normally distributed random variables

Xi with STDs σ = 1 and mean µ = 0.
9 With p% probability, the model parameters contained within the p% confidence region

will be obtained from an inversion of data with normally distributed data noise.

10 The points x within an n-dimensional ellipsoid obey
∑n

i=1
x2
i

a2
i

⩽ 1 where the ai are the

semimajor axes along the respective coordinate axes.
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(a) Correlated (b) Uncorrelated

Figure 5.1. The distribution of two normally distributed parameters with the co-
variance matrix of Eq. 5.22 is shown. The boundary of the confidence ellipse that
includes a pair of model parameters with a chance of 95% is shown by the black
solid line. (a) The full covariance matrix is considered and the upper bounds of the
confidence intervals are shown in red (Eq. 5.21). Also, the rectangular box enclos-
ing the error ellipse is shown by the dashed black line, and the principal axes are
shown in blue. (b) Lower bound confidence intervals are calculated by neglecting
off-diagonal elements in the covariance matrix. In this case, an individual parame-
ter has a 95% chance to be observed in the red confidence intervals (Eq. 5.23).

This distribution is shown in Fig. 5.1a (light gray points) along with the
boundary of the 95% confidence ellipse (solid black line) and the corre-
sponding principal axes (blue lines). In addition, the enclosing rectangular
box (black dashed line) and the resulting confidence intervals (solid red
lines) for each parameter axis are shown. Alternatively, a minimum confi-
dence interval can be obtained if only the diagonal elements of the model
covariance matrix are considered, i.e. if the correlations between the model
parameters are neglected (Fig. 5.1b). Then, each model parameter mi is de-
scribed by an univariate normal distribution with mean µi = 0 and STD

σi =
√

Cov (m)i,i (orange line). As a result, the p% confidence intervals
(red lines) can be obtained from

δl(mi) = ±∆l
√

Cov (m)i,i (5.23)

with

2√
2π

∆l∫
0

e
−x2

2 dx =
p

100
(5.24)
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[Aster et al., 2013, p. 32]. This result differs from the boundaries of the
confidence ellipse (black line), which shows the distribution of observing a
certain combination of parameters.

In addition, the smallest and the largest principal axis of the confidence
ellipsoid (blue lines in Fig. 5.1) can be interpreted in terms of the best- and
poorest-determined model parameter combinations, respectively. In other
words, the combined uncertainty of the model parameter combinations
which correspond to the semi-minor (major) axis is smallest (largest), re-
spectively. The principal axes of the error ellipsoid have the same directions
as the eigenvectors of the respective covariance matrix, and their length can
be calculated from ∆u

√
λi, where λi are the respective eigenvalues. There-

fore, the smallest eigenvalue of Cov (m) determines the confidence interval
of the best-determined combination of model parameters.

5.4 model resolution

In the following, we will investigate how the model parameters m which
resulted from a linear inversion of the data are related to the model param-
eters m̂ which best describe reality. For this purpose, we assume that the
data can be perfectly described by the model, i.e. d = Dm̂ (Eq. 5.1). Then,
the relation between m̂ and m is described by the resolution matrix Q, i.e.

m = Ad = ADm̂ = Qm̂. (5.25)

In the special case of the least squares inversion (Eq. 5.9), it then follows
that

Q = (DTD)−1DTD = I (5.26)

and the model is fully resolved. However, it should be kept in mind that
the model is usually insufficient to perfectly describe the data (c.f. Sec. 5.1).

5.5 regularization

Depending on the condition number κ (Eq. 5.2) of the inversion matrix11

A, data noise may significantly influence the obtained model parameters
m. As one approach, this influence may be reduced by modifying A such
that its condition number will decrease. For example, the smallest singular
values of A may be set to zero (Sec. 5.1). As an alternative approach, an
appropriate additional constraint may be minimized along with the misfit
to the data. For the least squares problem, this will result in minimizing

ΦDLS = ΦLS + λΦR = ∥Dm−d∥22 + λ ∥Rm−b∥22 (5.27)

11 For an unweighted least squares problem, A = (DTD)−1DT (Eq. 5.9)
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instead of Eq. 5.4. Here, the additional constraint is described by the reg-
ularization matrix R and the regularization vector b. Besides, the regular-
ization parameter λ determines the weight given to the regularization term
ΦR = ∥Rm−b∥22. In analogy to the ordinary least squares solution (Eq. 5.4),
the regularized (or damped) least squares solution can then be obtained by
minimizing

ΦDLS =

([
D√
λR

]
m−

[
d√
λb

])T ([
D√
λR

]
m−

[
d√
λb

])
=: (D̃m− d̃)T (D̃m− d̃). (5.28)

Accordingly, the model parameters are obtained from (c.f. Eq. 5.9)

m =(D̃
T
D̃)−1D̃

T
d̃ (5.29)

=

([
DT

√
λRT

] [
D√
λR

])−1 [
DT

√
λRT

] [
d√
λb

]

=
(
DTD+ λRTR

)−1
(DTd+ λRTb)

=
(
DTD+ λRTR

)−1
DTd+

(
DTD+ λRTR

)−1
λRTb. (5.30)

Here, the regularization vector b introduces a constant summand which is
independent of the data vector d, and b is set to zero in many applications.

In principle, an arbitrary regularization matrix R can be used. Neverthe-
less, an appropriate choice for R should respect the physics of the problem.
Further, the choice of the regularization parameter λ is based on a trade-off
between model robustness and model resolution. In particular, increasing λ
will usually result in a more robust model. At the same time, however, the
resolution of the model parameters will decrease as the resolution matrix
Q of the regularized solution is given by

Q
b=0
= (DTD+ λRTR)−1DTD ̸= I. (5.31)

5.6 general measures of misfit

The unregularized and weighted least-squares solution (Eq. 5.13) results in
the model parameters of maximum likelihood only if the data noise is nor-
mally distributed [Aster et al., 2013, p27ff.]. However, the data may deviate
from a normal distribution due to bad instrument readings or unmodelled
events such as disturbances caused by the solar wind [Vennerstrom, 2011].
Then, data outliers will strongly increase the least squares sums of Eqs. 5.4
and 5.10, and the fit to the other data will worsen. In this case, a more
robust measure of misfit should be used instead of the L2 norm of the
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least-squares inversion.
With a general measure ρ of the residual vector r (Eq. 5.3), we seek to

minimize

ϕG(r) =

m∑
i=1

ρ(ri) (5.32)

[Farquharson and Oldenburg, 1998] by solving

∂ϕG(r)

∂mk
=

m∑
i=1

ρ ′(ri)
∂ri
∂mk

!
= 0 (5.33)

for the model parameters m. Now, we use

∂ri
∂mk

=
∂(d−Dm)i

∂mk
= −

∂(
∑n
j=1Dijmj)

∂mk
= −Dik (5.34)

and introduce the general misfit matrix (M)ii = ρ
′(ri)/ri [Farquharson and

Oldenburg, 1998]. Consequently, we can rewrite Eq. 5.33 as

∂ϕG(r)

∂m
= −DTMr = −DTM(d−Dm)

!
= 0, (5.35)

and it follows that

m = (DTMD)−1DTMd. (5.36)

Except for ρ(ri) = r2i , Eq. 5.36 is a non-linear system of equations as the
diagonal weighting matrix M depends on the residuals r, and hence the
model parameters m. Therefore, Eq. 5.36 cannot be solved directly. Instead,
the solution may be approximated using the iteratively reweighted least
squares (IRLS) algorithm which has been proven to converge [Holland and
Welsch, 1977; Farquharson and Oldenburg, 1998]. Within this scheme, a
starting model m0 is obtained from the least-squares solution, i.e. with
M = I in Eq. 5.36. Then, an approximate solution of the model parameters
m is iteratively calculated from

mk+1 = (DTMkD)−1DTMkd (5.37)

where

(Mk)ii = ρ
′(rk)i/(rk)i (5.38)

and (rk)i = di − (Dmk)i. As an advantage of the IRLS algorithm, Eq. 5.37

can be solved with the usual least-squares inversion algorithms [Farquhar-
son and Oldenburg, 1998].
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The likelihood function L(m|d) describes the probability density function
(PDF) for the model parameters m under the observation of the data vector
d. Now, we seek the weighting function ρ which maximizes L(m|d) for a
given PDF of the data noise. In this derivation, we closely follow Aster et al.
[2013, p. 27f.]. The likelihood function is equivalent to the joint PDF f(d|m)
of observing the data d for a model with the model parameters m. If the
data are uncorrelated, the joint PDF f(d|m) can be written as

f(d|m) =

m∏
i=1

Ψ(di,m) (5.39)

where the PDF of each data point is given by Ψ(ri) = Ψ(di−(Dm)i). Instead
of maximizing f(d|m) and L(m|d), we may equally minimize

−

m∑
i=1

lnψ(di,m) (5.40)

as the negative of the natural logarithm (− ln(x)) is a monotonically decreas-
ing function with ln(x) ⩾ 0 ∀ {x|0 < x ⩽ 1}. By comparing Eqs. 5.32 and
5.40, we conclude that the maximum likelihood function is obtained when
the data noise is distributed according to

Ψ(d,m) = Ce−ρ(d−Dm). (5.41)

Here, a constant normalization factor C > 0 has been added without chang-
ing the model parameters m which minimize Eq. 5.40.

example As one example, we consider normally distributed data noise
with σi = 1, i.e.

Ψ(di,m) =
1√
2π
e−

1
2 (di−(Dm)i)

2
. (5.42)

According to Eq. 5.41, the measure ρ of the misfit is then given by
ρ(ri) = 1/2r

2
i , and the objective function

ΦG =
1

2

m∑
i=1

r2i (5.43)

will be minimized. Now, we may ignore the constant factor of 1/2, and the
obtained objective function then corresponds to the objective function of
the least squares problem (Eq. 5.4). Hence, the least-squares solution is the
maximum likelihood solution under normally distributed data noise [Aster
et al., 2013, p27ff.].
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I N V E R S I O N O F M A G D ATA

In this work, Mars Global Surveyor (MGS) satellite magnetic field data is
inverted for a model of the Martian crustal magnetic field. This model
is expressed as an expansion of SH functions which will be described
here. Also, various techniques will be presented which we applied

in order to obtain a reliable and well-resolved model. These techniques
include a joint inversion of internal and external fields, a regularization
scheme which allows for sharp field gradients, and a measure of misfit
which appropriately treats data outliers.

In Fig. 6.1, the individual steps for deriving the final model of the crustal
magnetic field are schematically illustrated. The red part of this figure
refers to the used data set and the applied data selection criteria (c.f. Ch. 4).
The remaining part of Fig. 6.1 should be read from top to bottom and
describes a number of preliminary models (gray trapezoids) which each
contain all of the features of their predecessors. These preliminary mod-
els have been calculated either to obtain statistical values of the residuals
(Eq. 5.3), or to investigate basic model parameters whenever the usage of the
final model would have consumed considerably more computational power
without significantly changing the results. An example for the former is the
determination of the aerobraking phase (AB)/science phase orbit (SPO) data
weights (W model, dark blue box), whereas the determination of the damp-
ing parameter (L2 model, orange box) and maximum SH degree (ABSPOLint

models, light blue box) are examples of the latter.

6.1 model description : spherical harmonics

In a region Ω without currents and without temporally changing electric
fields, it follows from Ampère’s law (∇×B = 0) and Stoke’s theorem1 that∮

S
B ·ds = 0 (6.1)

where S is the surface of Ω and B is the magnetic induction field2. As
a consequence, the magnetic induction field B is conservative within the
region Ω. Hence, this field can be expressed as the gradient of a scalar
potential V by [Blakely, 1995, p. 2ff.]

B = −∇V . (6.2)

1 For a surface S, a vector field F and the normal vector n̂S, Stoke’s theorem implies that∫
S (∇× F) · n̂SdS =

∮
S F ·ds.

2 The magnetic induction field B results from microscopic and macroscopic currents j.
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Figure 6.1. A schematic illustration is shown for the steps involved in deriving the presented model of
the crustal magnetic field of Mars. A description of the meaning of the symbols is given in the lowest
part of the figure. The altitude above the mean radius of Mars is given by h, and Lint is the internal
maximum degree and order of the SH expansion. The figure should be read from top to bottom and
subsequent models (gray trapezoids) contain all of the features of their predecessors. The red area
illustrates the initial data selection as described in Ch. 4. The blue area describes the selection of data
weights (dark blue) and the maximum SH degree (light blue). The orange area shows how the damping
parameter λ is determined, leading to the L2 model (g0,0, Eq. 6.32) and the L1 model (g0,10, Eq. 6.31).
Finally, the green area describes the introduction of an appropriate norm for treating data outliers
which ultimately leads to the final model (g2,10, Eq. 6.31).
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As no magnetic monopoles exist, i.e. ∇·B = 0, the magnetic scalar potential
V obeys Laplace’s equation

∇ ·B = ∆V = 0. (6.3)

What is more, the magnetic scalar potential is a harmonic function3.
Mars is well approximated by a spherical surface, and we express Eq. 6.3

in spherical coordinates (r, θ,ϕ), i.e.

∆V =
1

r2

[
∂

∂r

(
r2
∂V

∂r

)
+

1

sin θ
∂

∂θ

(
sin θ

∂V

∂θ

)
+

1

sin2 θ
∂2V

∂ϕ2

]
= 0. (6.4)

This equation is homogeneous and can be separated into three functions by
V(r, θ,ϕ) = R(r)Θ(θ)Φ(ϕ). As a result, we obtain

r2
d2R
dr2

+ 2r
dR
dr

− λR = 0, (6.5)

1

sin θ
d

dθ

(
sin θ

dΘ
dθ

)
+ λΘ−

m2

sin2 θ
Θ = 0, (6.6)

d2Φ
dϕ

= −m2Φ. (6.7)

Now, these equations can be solved individually: In Eq. 6.5, the n-th power
of r is occurring with the n-th derivative of R(r). Therefore, Eq. 6.5 is solved
by R(r) = Arl + Br−(l+1) with λ = l(l+ 1). Next, we apply the coordinate
transformation µ = cos θ to Eq. 6.6. Then, this equation corresponds to the
general Legendre equation4, which is solved by the associated Legendre
polynomials5 Pml with 0 ⩽ m ⩽ l. In consequence, Eq. 6.6 is solved by
Θ(θ) = Pml (cos θ). A general real solution to Eq. 6.7 is given by Φ(ϕ) =
C cosmϕ+D sinmϕ. Moreover, as the wavelength of Φ must be given by
2π, it follows thatmmust be a positive integer number withm ⩾ 0. Overall,
the solution to the Laplace equation in spherical coordinates (Eq. 6.4) is
obtained by combining the separate solutions of Eqs. 6.5 - 6.7 which results

3 A harmonic function is a function that (a) satisfies Laplace’s equation (Eq. 6.3), (b) has
continuous, single-valued first derivatives, and (c) second derivatives [Blakely, 1995, p. 11].

4 With the coordinate transformation µ = cos θ, it follows that d
dθ = sin θ d

dµ , and Eq. 6.6

transforms to the general Legendre equation: d
dµ

(
(1− µ2)dΘ

dµ

)
+ λΘ − m2

1−µ2Θ = (1 −

µ2)
d2Θ(µ)

dµ2 − 2µdΘ
dµ +

(
l(l+ 1) − m2

1−µ2

)
Θ = 0.

5 The associated Legendre Polynomials can be calculated from Pml (x) =
(−1)m

2ll! (1 −

x2)m/2 dl+m

dxl+m (x2 − 1)l.
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in

V(r, θ,ϕ) =
∞∑
l=1

l∑
m=0

[
Alr

l (CA,l,m cosmϕ+DA,l,m sinmϕ)Pml (cos θ)
]
+

+

∞∑
l=1

l∑
m=0

[
Blr

−l−1 (CB,l,m cosmϕ+DB,l,m sinmϕ)Pml (cos θ)
]

=:Vext(r, θ,ϕ) + Vint(r, θ,ϕ). (6.8)

with the real coefficients Al,Bl,CA,l,m,DA,l,m,CB,l,m,DB,l,m. What is more,
Vext and Vint are related to external and internal sources, respectively, as
limr→0 Vext(r) = 0 and limr→∞ Vint(r) = 0. Moreover, the term with l = 0

has been omitted, as it describes a magnetic monopole.
Usually, the angular contributions to Eq. 6.8 are referred to as real SH

functions

Ylm(θ,ϕ) =

⎧⎨⎩sin(|m|ϕ)P
|m|
l (cos θ) , if m < 0

cos(mϕ)Pml (cos θ) , if m ⩾ 0
(6.9)

where −l ⩽ m ⩽ l. In addition, the coefficients {C,D}{A,B},l,m are usually
referred to as the internal and external Gauss coefficients gml and hml with

gm
′

l =

⎧⎨⎩CB,l,m , if m ′ < 0

DB,l,m , if m ′ ⩾ 0
(6.10)

hm
′

l =

⎧⎨⎩CA,l,m , if m ′ < 0

DA,l,m , if m ′ ⩾ 0.
(6.11)

Moreover, the SH functions Ylm(θ,ϕ) form an orthogonal basis over the
square-integrable functions. In particular, it is

1

4πa2

∫
Ωa

YlmYl ′m ′dΩa =

⎧⎨⎩0 , if l ̸= l ′ or m ̸= m ′

1
2l+1 , if l = l ′ and m = m ′

=
1

2l+ 1
δll ′δmm ′ (6.12)

if Schmidt semi-normalized SH functions are used. Here, Ωa is the surface
of a sphere with radius a, dΩa = a2 sin θdθdϕ is the infinitesimal surface
element of Ωa in spherical coordinates, and δ is the Kronecker-Delta6. With

6 If l = l ′, δll ′ = 1, else δll ′ = 0.
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the help of Eqs. 6.9 - 6.12, we may now rewrite Eq. 6.8 as

V(r, θ,ϕ) =
∞∑
l=1

l∑
m=−l

[
Alr

lhml Ylm +Blr
−l−1gml Ylm

]
. (6.13)

Then, the Gauss coefficients can be determined from Eqs. 6.12 and 6.13 by

∫
Ωa

{
Vext

Vint

}
YlmdΩa =

∫
Ωa

⎡⎣ ∞∑
l ′=1

l ′∑
m ′=−l ′

{
Al ′r

l ′hm
′

l ′

Bl ′r
−l ′−1gm

′
l ′

}
Yl ′m ′

⎤⎦ YlmdΩa =

=
4πa2

2l+ 1

{
Alr

lhml
Blr

−l−1gml

}

⇒

{
hml
gml

}
=
2l+ 1

4π

{
1

Ala
2rl

rl+1

Bla
2

} ∫
Ωa

{
Vext

Vint

}
YlmdΩa. (6.14)

Now, the remaining coefficients Al,Bl can be chosen freely. In geomag-
netism, the convention is to use

Al =1/(a
l−1)

Bl =a
l+2 (6.15)

such that the Gauss coefficients gml ,hml will have units of nT. With this
choice, Eq. 6.13 reads as

V(r, θ,ϕ) = a
∞∑
l=1

[( r
a

)l l∑
m=−l

hml Ylm +
(a
r

)l+1 l∑
m=−l

gml Ylm

]
. (6.16)

In this study, we use observations of the components of the vector magnetic
field B pointing horizontally north (X), east (Y), and vertically down (Z).
According to Eqs. 6.2 and 6.16, these observables are related to the Gauss
coefficients gml ,hml (model parameters) by

X =
1

r

∂V

∂θ
=

∞∑
l=1

l∑
m=−l

[(a
r

)l+2
gml +

( r
a

)l−1
hml

]
∂Ylm
∂θ

Y = −
1

r sin θ
∂V

∂ϕ
=−

1

sin θ

∞∑
l=1

l∑
m=−l

[(a
r

)l+2
gml +

( r
a

)l−1
hml

]
∂Ylm
∂ϕ

Z =
∂V

∂r
=−

∞∑
l=1

l∑
m=−l

[
(l+ 1)

(a
r

)l+2
gml − l

( r
a

)l−1
hml

]
Ylm.

(6.17)
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In this work, we describe the Martian magnetic field at satellite altitude
by a series of SH functions (Eq. 6.17). Also, we include the internal (Vint)
and external (Vext) contributions of the scalar magnetic potential V . These
contributions can be separated if a large number of observations is available
for all magnetic field vector components at a certain altitude (Gauss [1877],
Blakely [1995, p155ff.], Olsen et al. [2010a]). With a reference radius of a =
3393.5 km, i.e. the average Martian radius, our model is hence described by
the scalar potential

V(r, θ,ϕ, t) =Vint(r, θ,ϕ) + Vext(r, θ,ϕ, t)

=a

Lint∑
l=1

(a
r

)(l+1) l∑
m=−l

gml Ylm(θ,ϕ)

+a

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Lext,n∑
l=1

(
r
a

)l l∑
m=−l

hml,nYlm(θ,ϕ), t ∈ tnight
Lext,d∑
l=1

(
r
a

)l l∑
m=−l

hml,dYlm(θ,ϕ), t ∈ tday.

(6.18)

Here, a different external potential is used for the day- and nightside as the
characteristics of the respective external fields differ significantly [Olsen
et al., 2010a]. Further, Lint and Lext,{d,n} are the maximum degree and order
for the SH expansion of the internal and external day/night potentials, and
gml and hml,{d,n} are the respective internal and external day/night Gauss
coefficients. Moreover, we assume a static internal potential Vint and ignore
seasonal variations of the external potential Vext. As a consequence, the
respective Gauss coefficients (gml and hml,{d,n}) will be constant in this model.
Furthermore, we use the standard spherical coordinate system for Mars as
defined by the International Astronomical Union (IAU)7. Also, we denote
the radial distance, colatitude and longitude by (r, θ,ϕ), respectively.

The external field as represented by Vext accounts for non-crustal field
contributions, i.e. sources outside of the MGS orbit. Such sources exist in all
data sets including the mapping phase orbit (MPO) nightside data [Ferguson
et al., 2005]. Indeed, the residuals between the MPO nightside data and a
preliminary model which consisted of only the internal potential Vint were
asymmetrically distributed. Therefore, we confirm that non-crustal field
contributions must be present in the MPO nightside data. However, the MGS
data is not sampling the entire magnetosphere due to the sun-synchronous
MPO orbit. Hence, the model of the external magnetic field is not physically
meaningful, but is rather absorbing various kinds of noise.

Now, I will turn to the choice of the maximum degree and order L of the
different field contributions (Eq. 6.18). Regarding the external field contri-

7 According to IAU, the great circle through the center of the Airy-0 crater defines the zero
meridian (ϕ = 0) on Mars.



6.1 model description : spherical harmonics 69

10.71

11.22

11.73

12.24

12.75

13.26

13.77

14.28

14.79

15.30
A

B
/S

P
O

 m
is

fi
t

90 95 100 105 110 115 120 125 130 135

Maximum SH degree and order

Figure 6.2. Comparison of the residuals to the AB/SPO data for the ABSPOLint

models with different maximum SH degree and order Lint.

butions, the maximum degree and order Lext,{d,n} should be relatively low
for the following reasons: First, the static external fields are expected to be
global in scale. Second, possible leakage of the crustal field signal into the
model of the external field should be avoided. Third, the data coverage of
the dayside data, which entirely consists of the AB/SPO data set, is relatively
low (Sec. 4.2). For these reasons, Lext,n = 10 and Lext,d = 5 were chosen for
models of the night- and dayside external magnetic field, respectively.
On the other hand, the maximum degree Lint of the internal field model
should be as high as possible. In particular, the resulting model should re-
flect the strong field gradients in the AB/SPO data set. Previously, Lint = 90
was the maximum degree and order of all published models of the crustal
magnetic field of Mars (Sec. 1.3). However, Cain et al. [2003] pointed out
that Lint = 90 is not sufficient. Still, higher degree models would have re-
sulted in erroneous fields in some areas due to the limited amount of data
available at that time. As well, the signal to noise ratio decreases for con-
tributions of higher SH degree and order. Alike, the computational effort
increases with increasing maximum degree and order L. Here, we will will
investigate the ability of field models with different Lint to fit the AB/SPO
data. For this purpose, models with Lint ranging from 90 to 130 in incre-
ments of 10 were fit to the equally weighted AB/SPO data (c.f. ABSPOLint

models in Fig. 6.1). All these models were derived without regularization
and without data weights (c.f. Eq. 5.9). Also, they all include an external
field model up to degree and order 10, regardless of day- or nightside data.
As shown in Fig. 6.2, the resulting standard deviations (STDs) of the resid-
uals between these models and the AB/SPO data decrease more slowly for
degrees and orders larger than Lint = 110 (red triangle in Fig. 6.2). In addi-
tion, an exemplary aerobraking track is shown by the black dashed line in
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Figure 6.3. (a)-(c) Comparison of different models to the observed vector magnetic
field components of a selected AB track. The models were expanded to different
maximum SH degrees Lint. Further, they include an external field up to degree
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and without regularization. (d) Altitude and (e) location of the selected AB track.
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Morschhauser et al. [2014] with kind permission from publisher John Wiley &
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Fig. 6.3 along with the various models (solid lines). Clearly, the model with
a maximum SH degree of Lint = 90 fails to sufficiently represent the data
whereas the higher degree models with Lint ⩾ 110 perform almost equally
well. In some cases, however, the fit to the data significantly increases
with higher maximum SH degree (e.g., horizontally east (Y) component at
around 15h 20m 41 s). Overall, we chose a maximum degree and order of
Lint = 110 which corresponds to a spatial resolution of ∼195 km at surface
altitude. However, it is noted that a higher degree model will provide a
better representation of some of the strong anomalies visible in the AB/SPO
data.

6.2 data inversion

Within the limits of noise, we seek the set of Gauss coefficients g = [gml ,hml ]
that results in the given vector magnetic field observations. According to
Eqs. 6.18 and 6.2, the observed magnetic field vector can be expressed as a
linear function of the Gauss coefficients. Then, the resulting equations may
equally be written in matrix form (Eq. 5.1) as8

Dg = d (6.19)

where d = (d1,d2, ...,dn)
T is the data vector consisting of the n ≈ 2.87

million data points (Ch. 4), g is the model vector corresponding to the
m = Lint(Lint + 2) + Lext,d(Lext,d + 2) + Lext,n(Lext,n + 2) = 12475 Gauss co-
efficients, and D is a n×m matrix describing the SH model as defined by
Eqs. 6.18 and 6.2.

In this work, we will invert for the model parameters g by minimizing the
residuals with a modified Huber norm (Sec. 6.3) in order to reduce the influ-
ence of data outliers. Further, we assume that noise in the data is normally
distributed except for data outliers, and that data noise is uncorrelated.
Therefore, the data covariance matrix Cov (d) is diagonal and contains the
variances of the noise for each data point (Eq. 5.11). This approach may
be an oversimplification, and one should in principle take the correlation
between data noise into account (Eq. 5.13). However, this would result in
a non-diagonal covariance matrix Cov (d) which cannot be handled easily
even with modern computers.

6.3 measure of data misfit

Data outliers may negatively influence the result of a least-squares fit. One
radical way to avoid their negative influence is to remove them a priori.
However, it is difficult to decide which data points can be regarded as
data outliers. Alternatively, one may relax the assumption of normally dis-

8 Previously, m was used for the general set of model parameters. From here on, we will
use g when the Gauss coefficients gml ,hml (Eq. 6.17) are used as model parameters.
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Figure 6.4. (a) PDF L(x) for the expected data noise as specified by Eq. 6.20. Here,
the misfit threshold is set to δc = 1 and three different values for α were used (c.f.
legend). For α = 2, an ordinary normal distribution is obtained, for α = 1, the
distribution as suggested by Huber [1964] is obtained, and for α = 1/4, an even
wider distribution is obtained. (b) Same as (a), but for logΨ(x).

tributed data noise (Sec. 5.6). Here, we introduce a threshold misfit value δc
to distinguish between a normally distributed part of the data noise and a
part which is more compatible with data outliers [Lesur et al., 2015]. Then,
the corresponding unnormalized probability density function (PDF) for the
expected data noise is given by

Ψ(ri) =

⎧⎪⎨⎪⎩
exp

(
−r2i

)
, |ri| ⩽ δc

exp
(

−2|ri|
αδ

(2−α)
c

α +
(2−α)δ2c

α

)
, |ri| > δc

(6.20)

where r is the weighted misfit vector. Further, α determines the shape of
the distribution such that lower values of α will allow for a larger tail. In
particular, for α = 2, Ψ(ri) represents the normal distribution, and for α = 1,
Ψ(ri) represents the PDF as originally suggested by Huber [1964] (Fig. 6.4).
Finally, we compare Eq. 6.20 to Eqs. 5.32 and 5.41 and find that

ρD(ri) =

⎧⎪⎨⎪⎩
r2i , |ri| ⩽ δc(
2|ri|

αδ
(2−α)
c

α −
(2−α)δ2c

α

)
, |ri| > δc.

(6.21)
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Further, we weight the data with the weighting matrix Wd (Sec. 5.2) which
is diagonal and calculated from

(Wd)ii = (
√
ρiσi)

−1. (6.22)

Here, (.)ii is the i-th diagonal element of the respective matrix, σi are the
STDs of the data as described in Sec. 4, and ρi are the respective data densi-
ties [Schmitz and Cain, 1983]9. We evaluate the data density on a grid with
∆θ = 0.5◦ and ∆ϕ = ∆θ/ sin (θc), where θc is the colatitude at the center
of the respective bin (Eq. 4.1). Now, we use an iteratively reweighted least
squares (IRLS) algorithm to approach the modified Huber norm (Eq. 6.21)
and iteratively minimize

ΦD,k = (d−Dg)T WT
dMd,kWd (d−Dg) (6.23)

where the misfit matrix Md,k is obtained by comparing Eq. 6.21 to Eq. 5.38,i.e.

(Md,k)ii =

⎧⎨⎩1 , |ri,k| ⩽ δc

(δc/|ri,k|)
2−α , |ri,k| > δc.

(6.24)

Here, Md,k is diagonal and the weighted residuals ri are given by ri =
(Wd (d−Dgk))i. In conclusion, the Gauss coefficients g will then be ob-
tained by iteratively solving (c.f. Eq. 5.37)

gk+1 =
(
DTWT

dMd,kWdD
)−1

DTWT
dMd,kWdd. (6.25)

6.4 l1-regularization

Depending on its spatial wavelength, the internal part of the magnetic in-
duction field B decreases with increasing altitude r. In particular, the inten-
sity of a component of SH degree l is proportional to r−(l+2) (Eq. 6.17). As a
result, the intensity of crustal magnetic fields with short spatial wavelengths
can fall below the noise level at orbit altitude. In this case, a significant part
of the noise might leak into the model of the crustal field, especially for high
SH degrees l. Consequently, unrealistically intense global magnetic features
of short wavelengths will appear when the model is downward-continued
to the planetary surface. Therefore, it has been argued that internal field
models should be truncated accordingly [Arkani-Hamed, 2002b, 2004a].

9 Schmitz and Cain [1983] investigated the influence of spatially inhomogeneous data sam-
pling on the resulting model parameter covariance matrix Cov (m) (Eq. 5.15). In their study,
they showed that correlations between model parameters can be minimized by choosing
(Wd)ii = (

√
ρiσi)

−1.
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Still, information on smaller wavelengths can be resolved at least locally
if the model is properly regularized. For example, some measure of the
resulting model complexity could be minimized along with the data mis-
fit [Parker, 1994; Aster et al., 2013]. The exact choice of this measure is
an a priori constraint on the model. In this work, we chose to minimize
the roughness of the surface field. Accordingly, an approximation of the
surface integral of the absolute horizontal gradient of the vertically down
component of the crustal field |∇HZint| (c.f. Eq. 6.28) is used as a measure
for model complexity.

Moreover, an IRLS algorithm has been used to approximate an L1 norm
minimization of model complexity (Sec. 5.6 and Farquharson and Olden-
burg [1998]). Such a choice implies that |∇HZint| is expected to follow a
Laplacian distribution10 over the Martian surface (Sec. 5.6). In other words,
the L1 norm regularization places a weaker constraint on strong localized
gradients when compared to the quadratic measure of an L2 norm. For this
reason, strong gradients of the crustal field, as they have been identified in
the AB/SPO dataset, will be preserved in the model if the regularization is
applied in physical space11.

Along with an IRLS algorithm, the analytic solution to |∇HZint| cannot be
used. Instead, Zint = −∂Vint/∂r is first calculated on a discrete hexagonal
grid12 on the mean planetary surface with a radius of 3393.5 km. Subse-
quently, the horizontal gradient was calculated by using finite differences
in the eϕ and eθ directions and by using Eq. 6.17. The resolution of the
discrete grid has been chosen such that there are at least twice as many
grid points as model parameters, and 81920 grid points have been used.
Formally, the entire operation of calculating ∇HZint can then be described
by the linear operator R, such that

[∇HZint]{i} = Rg (6.26)

where [∇HZint]{i} is the set of horizontal gradients evaluated at each of the
grid points i. Further, R operates on the internal field coefficients gint ⊂ g
only, the diagonal weighting matrix (Wr)ii =

√
si/(4πa2) is introduced to

account for the surface areas si of each grid point i. Then, the diagonal
misfit matrix (c.f. Eq. 5.38)

(Mr)ii =
1

|ri|
=

1

|(WrRg)i|
(6.27)

10 The general Laplacian PDF with mean µ and variance σ = 2b2 is given by Ψ(x) =
1/(2b) exp (− |x− µ| /b).

11 One could also apply the regularization directly on the Gauss coefficients, but this would
rather influence the distribution of the resulting Gauss coefficients.

12 Such a grid results in a homogeneous sampling of the crustal field.
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is used to regularize the model by approaching an L1 norm with an IRLS
algorithm. Overall, the model is regularized by iteratively minimizing

ΦR,k =gTkR
T
kW

T
rMr,kWrRkgk (6.28)

in order to approach the minimization of

ΦR =
1

4πa2

∫
Ωa

|∇HZint(a, θ,ϕ)|dSa ≈
∑
i

|∇HZint(a, θ,ϕ)| si. (6.29)

6.5 summary

In summary, the minimization of Eq. 6.23 (ΦD) and the minimization of
Eq. 6.28 (ΦR) will be combined such that (c.f. Eq. 5.27)

Φk+1,l+1 =ΦD,k + λk,lΦR,l (6.30)

=
[(
d−Dgk,l

)T
WT

dMd,kWd

(
d−Dgk,l

)]
+

λk,l

[
gTk,lR

T
lW

T
rMr,lWrRlgk,l

]
where (k, l) refer to the iteration numbers of the IRLS algorithm for the data-
and regularization part, respectively (see next page). Then, the Gauss coef-
ficients g of the final model are obtained by iteratively solving (c.f. Eq. 5.29)

gk+1,l+1 =
(
DTWT

dMd,kWdD+ λk,lR
T
lW

T
rMr,lWrRl

)−1
(6.31)

DTWT
dMd,kWdd

using QR-factorization13. Here, the starting model g0,0 was obtained from
an unregularized least-squares inversion (L2 model in Fig. 6.1), i.e.

g0,0 =
(
DTWT

dWdD
)−1

DTWT
dWdd. (6.32)

In addition, the damping parameter was adapted with each iteration such
that

ΦD,0

ΦR,0
=
ΦD,k

ΦR,l
⇒ λk,l = λ0,0

ΦR,0

ΦR,l

ΦD,k

ΦD,0
. (6.33)

(c.f. Eq. 6.30). As it is computationally expensive to use the IRLS algorithm
both in the data- and regularization term of Eq. 6.31, these terms were it-
erated separately (iteration numbers k and l in Eq. 6.31, respectively). As

13 Any invertible matrix A has a unique factorization A = QR, where Q is orthogonal
(Q−1 = QT ), and R is upper-triangular. The linear system of equations Ag = d can then
be transformed to Rg = QTd which is easily solved as R is in upper-triangular form.
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well, a series of simpler models (c.f. Fig. 6.1) was used to derive the fol-
lowing model parameters: The maximum SH degree and order Lint for the
internal model (c.f. p. 68 in Sec. 6.1 and ABSPOLint models in Fig. 6.1), the
data weights for the AB/SPO data set (c.f. Sec. 4.2 and W model in Fig. 6.1)
and the damping parameter λ0,0 (see below and L2 model in Fig. 6.1).

The damping parameter λk,l controls the trade-off between model smooth-
ness and fit to the data (Sec. 5.5). A good compromise can be obtained from
the so-called L-curve, which is shown in Fig. 6.5. In dependence of the
damping parameter λ0,0 (gray boxes), the L-curve visually compares the
measure of model complexity (Eq. 6.29) to the weighted misfit between the
data and the model at satellite altitude. In Fig. 6.5, the measure of model
complexity is normalized by 4πR2p, the weighted misfit to the MPO data is
shown by a solid line and triangles, and the weighted misfit to the AB/SPO
daytime is shown by a dashed line and circles. Depending on the damping
parameter λ0,0, two regimes can be distinguished in Fig. 6.5: For λ0,0 > 1000,
the measure of model complexity remains almost constant while the mis-
fit to the data significantly increases with increasing damping parameter
λ0,0. On the other hand, for λ0,0 < 1, the data misfit remains almost con-
stant while the measure of model complexity increases with decreasing
damping parameter. In this regime, field anomalies of the model that are
poorly supported by the data will be more and more suppressed with in-
creasing damping parameter. For the MPO data (solid line), the data misfit
remains almost constant even for stronger damping up to λ0,0 = 100, as
also observed by Whaler and Purucker [2005]. This observation may be
explained by the weaker sensitivity of the high-altitude MPO data to small-
scale crustal fields. In addition, the MPO data contains less noise than the
AB/SPO dayside data. As we seek a model which reasonably fits the data
without overfitting noise, a damping parameter in the range 1 ⩽ λ ⩽ 1000

(shown in blue in Fig. 6.5) is considered feasible. Here, we choose λ0,0 = 2,
as the IRLS approximation of an absolute measure (L1 norm) of model com-
plexity (Eq. 6.28) will suppress noise more efficiently than the least squares
measure (L2 norm), which was used to determine λ0,0. Still, the exact value
of the chosen damping parameter sensitively influences the details of the
resulting model (Sec. 9.1).

Starting from g0,0, the models {g0,1, ...,g0,10} were calculated, i.e. the
model was regularized by approximating an L1 norm with ten iterations.
In the following, we will refer to the model with the coefficients g0,10 as
the L1 model (Fig. 6.1). Further, the model with the coefficients g0,0 will be
referred to as the L2 model. Finally, the parameters δc and α of the misfit
matrix Md,k (Eq. 6.24) were chosen such that the associated distribution of
noise in the data (Eq. 6.20) is a suitable representation of the resulting distri-
bution of the residuals between the data and the L1 model. The correspond-
ing histograms of the weighted residuals to the MPO, the AB/SPO dayside,
and the AB/SPO nightside data are indicated by a blue line in Figs. 6.6 - 6.8,
respectively. Along with these, the associated Gaussian distributions are
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Table 6.1. Adopted values for the parameters δc and α for the treatment of data
outliers (Eq. 6.20)a.

data set component δc α

MPO X 2.0 0.1
night Y 2.0 0.1

(∆d=80 km) Z 2.2 0.1
AB/SPO X 1.0 2.0

day Y 1.0 2.0
(h ⩽ 200 km) Z 1.0 2.0

AB/SPO X 1.0 2.0
night Y 1.0 2.0

(h ⩽ 348 km) Z 1.0 2.0
a The respective values were determined from a fit to the residual histogram of the
model g0,10, i.e. the L1 model in Fig. 6.1 (Figs. 6.6 - 6.8). In the column labeled ‘Data
set’, h is altitude and ∆d is the distance between subsequent data points as measured
on the satellite’s projected surface track (Ch. 4). Moreover, the horizontally north (X),
east (Y), and vertically down (Z) components are denoted with their respective letters.

shown in red, the chosen cut-off values δc (Tab. 6.1) by the squares on the
ordinates, and the distributions for the treatment of the data outliers (c.f.
Eq. 6.20) are shown in black, respectively. In addition, the linear plot on the
right-hand side of each of these figures focuses on the normally distributed
part of the data (red line), whereas the logarithmic plot on the left-hand
side focuses on the tails of the distribution (black line). Clearly, the result-
ing distribution of the residuals deviates from a Gaussian distribution for
large values of misfit. For the MPO data, the chosen values for δc and α
(Tab. 6.1) result in a PDF which is well supported by the data (Fig. 6.6). For
the AB/SPO data, on the other hand, a Gaussian distribution was chosen
which is not compatible with the large non-Gaussian tails of the residual
distribution (Figs. 6.7 and 6.8). The reason is that a significant part of the
larger residuals of the AB/SPO data is due to an insufficient maximum SH
degree and order. Hence, the application of a modified Huber norm would
result in a worse fit of the strong field gradients which are present in the
AB/SPO data.

Finally, two further iterations were made with the adopted values for δc
and α (Tab. 6.1), and the final model (green box in Fig. 6.1) corresponds to
the Gauss coefficients g2,12 of Eq. 6.31.
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Part IV

R E S U LT S

First, the derived model of the magnetic field of the Martian
crust will be presented by showing and discussing global maps,
the power spectrum, and the model covariance matrix. Second,
we will investigate the residuals between model predictions and
the data, which characterize the quality of the fit. Third, we will
conclude this part by comparing the final model to two types
of models of the crustal field: on one hand, models that were
derived as part of this work and mainly differ from the final
model by the used norms and damping parameters. On the
other hand, models that were published by other authors using
a variety of data inversion and modeling approaches.





7
M O D E L O F T H E C R U S TA L F I E L D

In the following, maps of the crustal magnetic field as predicted by
the final model will be presented at different altitudes, including a
downward-continuation to the mean planetary radius of 3393.5 km.
Also, the characteristics of the obtained Gauss coefficients, the result-

ing dipole moment, as well as the Mauersberger-Lowes (ML) power spec-
trum of the model will be displayed and commented on. Further, the
model parameter covariance matrix will be discussed which leads to the
95% confidence intervals for the magnetic field predictions at the mean sur-
face altitude. Finally, the model resolution matrix will be presented.

7.1 global magnetic field maps

In order to reasonably present maps of the crustal magnetic field at different
altitudes, an estimate of the global level of noise is necessary. For this
purpose, the variances of the predicted field may be used (c.f. Sec. 7.4).
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(c) h=400 km

Figure 7.1. The crustal magnetic field intensity (F) as predicted by the final model
is shown at altitudes of (a) h = 0 km, (b) h = 185 km, and (c) h = 400 km. The
map shows a region over Tharsis where the observed field intensity (F) of the
ER data (h = 185 km) is below the ER detection limit of 3nT [Lillis et al., 2009].
Consequently, the field intensity (F) predicted by the final model over this region
was used to estimate the corresponding noise level at different altitudes. As it is
the case for many other figures in this chapter, the location of the region which is
visible in this figure is shown on a global MOLA map in Fig. A.1.
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86 model of the crustal field

However, these variances depend on a priori assumptions, vary largely in
dependence of their spatial location, and provide the uncertainty of the
predicted field instead of a threshold below which the predicted field can
be considered as noise. Therefore, we consider the model field intensity (F)
over a region that is most probably devoid of crustal fields as a proxy for the
level of noise. With the help of the highly sensitive ER data, such a region
was identified over Tharsis1 [Lillis et al., 2009]. In Fig. 7.1, the crustal field
over this area is shown as predicted by the final model at different altitudes.
From this figure, conservative estimates of 50, 7, and 4nT were obtained for
the noise level of the global maps at altitudes of h = 0 km, h = 185 km, and
h = 400 km, respectively.

Accordingly, global maps of the crustal magnetic field as predicted by
the final model are presented in Figs. 7.2 - 7.4. From bottom to top, each of
these maps shows the horizontally north (X), east (Y), and vertically down
(Z) components and the magnetic field intensity (F) in a global Robinson
projection (middle column). Equally, the field is shown in stereographic
projections for north- and south polar latitudes (colatitudes θ ⩽ 30◦ and
θ ⩾ 150◦) in the left and right columns, respectively. Along with the field,
the major impact basins are indicated by black dashed lines (from left to
right: Hellas, Isidis, Utopia, and Argyre). In Fig. 7.2, the model is pre-
sented at a radius of r = 3793.5 km, corresponding to the Mars Global
Surveyor (MGS) mapping phase orbit (MPO) nominal altitude of 400 km. At
this altitude, the model is dominated by large-scale anomalies2. For ex-
ample, linear stripes appear in the vertically down (Z) and horizontally
north (X) components over Terra Sirenum (TS) and Terra Cimmeria (TC)
(Sec. 2.6). What is more, the strongest field intensities (F) of 187nT are
predicted over TS and TC whereas the magnetic field as predicted over the
outlined major impact basins and the major volcanic provinces (Tharsis
and Elysium) is below the estimated noise level. Also, the northern low-
lands are largely devoid of observable magnetic fields, with the exception
of a few anomalies near the north pole [Hood and Zakharian, 2001] and
the western rim of Arcadia Planitia3. The magnetic field map at the ER
sampling altitude of 185 km, corresponding to a radius of r = 3578.5 km,
is shown in Fig. 7.3. At this altitude, many anomalies are resolved into
smaller pieces. In particular, the elongated anomalies in the high-field re-
gion of the southern highlands appear less prominent. When the model is
further downward continued to the mean planetary radius of r = 3393.5 km,
as shown in Fig. 7.4, even more small scale anomalies become visible. Inter-
esting details of this map include a low field region (45◦S/190◦E) in TS at
the location of an ancient impact crater (Sec. 10.2.2), as well as two isolated

1 Please refer to Fig. A.1 for an overview of regions on Mars.
2 On Earth, a magnetic anomaly is defined as the deviation from the global dipolar field.

Here, instead, this term will be used for the crustal field itself.
3 Arcadia Planitia is located northwest of the Tharsis region in the northern lowlands

(Fig. A.1).
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Figure 7.2. Map of the downward-continued crustal magnetic field at an altitude of 400 km, correspond-
ing to the MPO orbit altitude and a radius of 3793.5 km. From bottom to top, the horizontally north
(X), east (Y), and vertically down (Z) components as well as the field intensity (F) are shown. From
left to right, the North Pole, mid-latitudes and the South Pole are presented. The polar views are in
stereographic projection whereas the global maps are shown in Robinson projection. In addition, major
impact basins are indicated by dashed lines (from left to right: Hellas, Isidis, Planitia, and Argyre), and
the shaded MOLA topography is overlaid on the map of the field intensity (F) (top).
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Figure 7.3. Map of the downward-continued crustal magnetic field at an altitude of 185 km, corre-
sponding to the ER sampling altitude and a radius of 3578.5 km. For more information, see caption of
Fig. 7.2.
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Figure 7.4. Map of the downward-continued crustal magnetic field at the model reference radius of
3393.5 km, corresponding to the mean planetary radius. For more information, see caption of Fig. 7.2.
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anomalies (357
◦E/52

◦S and 28
◦E/64

◦S) in Noachis Terra, between the Hel-
las and Argyre impact basins. Globally, the minimum and maximum pre-
dicted surface fields reach −11900/+ 10800nT for the vertically down (Z)
component, −6600/+ 5200nT for the horizontally east (Y) component, and
−8500/ + 9800nT for the horizontally north (X) component, respectively.
Likewise, the predicted surface peak intensity (F) reaches ∼12000nT, corre-
sponding to twice the lower bound value of ∼6000nT reported by Langlais
et al. [2004]. Overall, the presented model reproduces the known features
of the Martian crustal field (c.f. Sec. 1.2). Further, the model shows a very
low level of noise and is stable even down to surface altitude where many
small scale anomalies are resolved.

For completeness, the modeled external day- and nightside fields at the
average MPO altitude of 400 km are shown in Figs. 7.5 and 7.6, respectively.
As the solar wind is stronger at the dayside than at the nightside, the max-
imum field intensity (F) of the external field reaches 14.7nT at the dayside
whereas it reaches only 5.9nT at the nightside. What is more, the external
dayside field intensity (F) correlates with the general shape of the crustal
field intensity (F) (c.f. Fig. 7.2). As a possible explanation, strong crustal
fields may reconnect with the interplanetary magnetic field (IMF) and al-
low solar wind particles to ionize the neutral atmosphere [Krymskii et al.,
2002]. This ionization might then lead to locally stronger external fields.
In contrast, the external nightside field is not correlated with the crustal
field. Here, the solar wind particles are shielded by the planet and cannot
directly penetrate the Martian atmosphere. Instead, the strongest field in-
tensities (F) are obtained near the poles, possibly a result of the draping of
the IMF around the planet. As well, this draping of the IMF may be reflected
in the strong hemispherical asymmetry of the horizontally north (X) field
component [Ferguson et al., 2005; Halekas et al., 2006]. In particular, posi-
tive (negative) horizontally north (X) field components are mainly located
in the northern (southern) hemisphere. Similarly, Purucker et al. [2000]
observed such an asymmetry in their model residuals.

7.2 gauss coefficients and dipole moment

In the following, the coefficients g refer to the Gauss coefficients g2,12 of the
final model (Eq. 6.31), and the coefficient gml refers to the Gauss coefficient
of the final model with degree l and order m. The Gauss coefficients g
have negative and positive values. However, no particular sign is preferred
and no obvious correlation of positive and negative coefficients was found.
Therefore, it is sufficient to consider the absolute values of these coefficients.
In Fig. 7.7, the absolute Gauss coefficients g are visualized in dependence
of their spherical harmonic (SH) degree l on the ordinate and their SH order
m on the abscissa.



7.2 gauss coefficients and dipole moment 91

-14 -10 -3 -2 0 2 3 10 14

0.0 2.7 3.5 4.3 5.1 6.3 8.3 11.3 13.7 14.7

0˚

9
0
˚

180˚

-9
0
˚

0˚ 90˚ 180˚ -90˚ 0˚

-90˚ -90˚

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

90˚ 90˚
0˚

9
0
˚

180˚

-9
0
˚

0˚

9
0
˚

180˚

-9
0
˚

-90˚ -90˚

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

90˚ 90˚
0˚

9
0
˚

180˚

-9
0
˚

0˚

9
0
˚

180˚

-9
0
˚

0˚ 90˚ 180˚ -90˚ 0˚

-90˚ -90˚

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

90˚ 90˚
0˚

9
0
˚

180˚

-9
0
˚

0˚

9
0
˚

180˚

-9
0
˚

0˚

0˚

90˚

90˚

180˚

180˚

-90˚

-90˚

0˚

0˚

-90˚ -90˚

-60˚ -60˚

-30˚ -30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

90˚ 90˚
0˚

9
0
˚

180˚

-9
0
˚

South poleMid-latitudesNorth pole

In
te

n
s
it
y

F
 [

n
T

]
D

o
w

n
 (

Z
)

E
a
s
t 
(Y

)
N

o
rt

h
 (

X
)

B
 [

n
T

]

Figure 7.5. The external dayside magnetic field is shown at 400 km altitude, corresponding to the
approximate MPO orbit altitude. From bottom to top: The horizontally north (X), east (Y), and vertically
down (Z) components and the field intensity (F).
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Figure 7.6. Similar to Fig. 7.5, but for the external nightside field.
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(b) External nighttime field
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(c) External daytime field

Figure 7.7. The absolute values of the model Gauss coefficients g in dependence of
degree l (ordinate) and order m (abscissa). The Gauss coefficients are color coded
and shown for (a) the coefficients of the crustal field, (b) the coefficients of the
external nighttime field, and (c) the coefficients of the external daytime field.

With regard to the coefficients g that correspond to the crustal part of the
magnetic field (Fig. 7.7a), the near-zonal4 coefficients of order m < 10 have
the largest contributions to the model. Besides, the strongest near-zonal
coefficients are mainly of positive orders m. These coefficients correspond
to the (cosmϕ) terms of Eq. 6.9 and reflect the strong fields centered at
ϕ = 180◦ longitude. Further, the strongest coefficient is g219 = 6.09nT, and
other strong coefficients

(⏐⏐gml ⏐⏐ ⩾ 3nT
)

are found in a relatively few number
of clusters. Moreover, no strong Gauss coefficients

(⏐⏐gml ⏐⏐ ⩾ 3nT
)

are found
for degrees l > 76 as a result of the employed regularization scheme.

The Gauss coefficients g of the external nighttime and daytime fields
are shown in Figs. 7.7b and 7.7c, respectively. With regard to the exter-
nal nighttime field, the strongest Gauss coefficient is relatively weak with
g03 = 0.60nT, and contributions from coefficients of higher degrees are very
small. The external daytime field coefficients, on the other hand, are usually
stronger. For these, the axial dipole coefficient shows the largest contribu-
tion with g01 = 2.64nT.

4 The zonal coefficients g0l of order m = 0 are symmetric under rotation along the axis
defined by the radial unit vector r̂ with θ = 0◦.
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Figure 7.8. For the final model, the ML power spectrum is shown for the internal
(green line), the external nighttime (red line), and external daytime (blue line) parts.
The power spectrum was calculated at the mean Martian radius of 3393.5 km.

The Martian magnetic field dipole moment m can be calculated from the
Gauss coefficients g by [Blakely, 1995, p. 167]

|m| =
4π

µ0
R3p

√ ∑
m=−1,0,1

(
gml=0

)2 (7.1)

and is given by5

|m| =
(
7.22 · 1017 ± 1.31 · 1017

)
Am2 (7.2)

if the average Martian radius of Rp = 3393.5 km is used. This estimate is
slightly larger than the estimate of Acuña et al. [2001] (|m| < 2 · 1017 Am2,
Sec. 1.2). Also, the Martian dipole moment is five orders of magnitude
lower than that of Earth6 [Finlay et al., 2010].

7.3 power spectrum

The ML power spectrum R(l) is a spectral measure of the mean square field
in the spherical harmonic domain, i.e.

R(l) =

∫
Ω
(B ·B)dΩ = (l+ 1)

(a
r

)2l+4 l∑
m=−l

(gml )
2 (7.3)

5 The given uncertainty is a conservative estimate of the 95% confidence interval for |m| (c.f.
Eq. 5.21). It results from the dipole covariance matrix Cov (|m|) which is obtained from the
model parameter covariance matrix Cov (g) (c.f. Eq. 7.4) by Cov (|m|) = JCov (g) JT where

Ji =
∂|m|

∂gi
0

= R6p

(
4π
µ0

)2 gi
0

|m|
.

6 The dipole moment of Earth in epoch 2010.0 was about 7.75 · 1022 Am2 [Finlay et al., 2010].
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[Mauersberger, 1956; Lowes, 1966]. The ML power spectrum of the final
model, evaluated at the model reference radius of 3393.5 km (i.e., r = a), is
shown in Fig. 7.8. In this figure, the internal part of the field (the crustal
field) is shown in green and the external day- and nightside parts of the
field are shown in blue and red, respectively. With regard to the internal
field, its spectral power increases with increasing SH degree l and reaches
a maximum for degree l = 54. When higher degrees l > 54 are concerned,
the power spectrum is relatively flat, except for a strong drop-off in spectral
power for degrees l > 106. Concerning the power of the external nightside
field, it quickly falls off with increasing SH degree, and is lower than the
power of the external dayside field. Even more, the external dayside field
almost contributes 50% to the overall power of the dipolar and quadrupolar
terms. Besides, its slight increase of power at l = 5 may indicate that
power of higher degrees is dissipating to lower degrees due to the model
truncation at Lext,d = 5.

7.4 model parameter covariance matrix

The measured data are the result of a stochastic process if noise in the
data is considered to be randomly distributed. In this case, the obtained
model parameters also follow a random distribution, and the correspond-
ing model parameter covariance matrix can be determined if the noise in
the data is normally distributed and if the forward model is linear (Sec. 5.3).
However, the actual distribution of noise in the data is not normal. Also,
the model parameters were obtained by applying an iteratively reweighted
least squares (IRLS) algorithm (Sec. 6.5) which leads to an iterative system
of linearized normal equations (Eq. 6.31). In principle, the parameter co-
variance matrix may be obtained from these linearized equations. However,
these linearized equations depend non-linearly on the model parameters of
the previous iteration (c.f. Eqs. 6.30 and 6.31), and therefore non-linearly on
the data (Eq. 6.31). Here, we will neglect this non-linear dependency such
that the model covariance matrix Cov (g) can be obtained by comparing
Eqs. 5.12, 5.17, 5.29, and Eq. 6.31, resulting in

Cov (g) =
(
DTWT

dMd,12WdD+ λ2,12R
T
2W

T
rMr,2WrR2

)−1
. (7.4)

Accordingly, the covariance matrix of the model predictions may be calcu-
lated from (Eq. 5.17)

Cov (d∗) =D−1Cov (g)DT (7.5)

=D
(
DTWT

dMd,12WdD+ λRT2W
T
rMr,2WrR2

)−1
DT .
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(b) External nighttime field
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(c) External daytime field

Figure 7.9. Variances of the final model Gauss coefficients in dependence of degree
l (ordinate) and order m (abscissa). The variances are color coded and shown for
(a) the coefficients of the crustal field, (b) the coefficients of the external nighttime
field, and (c) the coefficients of the external daytime field.

As mentioned in Sec. 5.3, Eq. 5.16 and therefore Eqs. 7.4 and 7.5 are valid
only if the weights for the data and regularization7 have been correctly cho-
sen. However, these weights are usually unknown and have to be estimated
a priori (c.f. Ch. 4). For this reason, and because the non-linear dependen-
cies of the model parameters on the observed data have been neglected,
the obtained model parameter covariance matrix Cov (g) as well as the co-
variance matrix Cov (d∗) of the model predictions will at best be feasible
approximations.

7 Here, the regularization term was weighted by the damping parameter λ. Therefore, the
physical quantity used to regularize the model (Eq. 6.28) was assumed to have a variance
of σ2r = 1/λ with mean µ = 0.
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model parameter variances In Fig. 7.9, the variances Var (g)i =
Cov (g)ii = σ2i of the Gauss coefficients of the final model (Eq. 7.4) are
shown in dependence of their degree l (ordinate) and order m (abscissa).
Similar to the spectral power (Sec. 7.3), the variances of the coefficients that
represent the crustal field (Fig. 7.9a) increase with increasing degree l until
they start to continuously decrease for degrees l > 52. Still, the coefficients
of higher degrees are less reliable than coefficients of lower degrees as they
are rather constrained by the regularization term8 than by the data. Further
characteristics of the variances include a symmetry in the orders m and an
increase with increasing order m for a fixed degree l (Fig. 7.9a). Moreover,
the lowest variance for a particular degree l is always reached for m = −1,
whereas the variance for m = 1 is usually large. This is a direct conse-
quence of the satellite orbit inclination (i = 92.96◦ for the MGS MPO) [Olsen
et al., 2010b]. Turning to the variances of the external Gauss coefficients
(Figs. 7.9b and 7.9c), the external daytime field coefficients show compar-
atively large variances (Fig. 7.9c). In contrast, the external nighttime field
coefficients show the lowest variances (Fig. 7.9b). Moreover, the variances
of the external field coefficients decrease with increasing degree l, whereas
the opposite is true for the internal field coefficients (Fig. 7.9a).

model parameter covariances We neglected any non-diagonal el-
ements of the data covariance matrix Cov (d) when inverting for the fi-
nal model (Sec. 6.2). Still, the resulting model parameter covariance ma-
trix Cov (g) is non-diagonal, i.e. the model parameters are correlated. In
Fig. 7.10, these correlations are visualized by showing the normalized9 dec-
imal logarithms of the absolute covariances with respect to the axial dipole
coefficient g01 (Fig. 7.10a), the zonal coefficient g070 (Fig. 7.10b), and the sec-
toral coefficient g7070 (Fig. 7.10c) in dependence of degree l (ordinate) and
order m (abscissa). For the axial dipole coefficient g01 (Fig. 7.10a), most co-
variances are two to four orders of magnitudes lower than the variance of
g01. The strongest absolute covariances are obtained for coefficients with
degrees l ⩽ 10, for coefficients with odd degrees l of order m = 0, and
for coefficients with even degrees l > 80 of order m = 0. In addition, the
external field coefficients (not shown) show significant covariances with the
dipolar Gauss coefficient g01. Turning to g070 (Fig. 7.10b), the covariances be-
tween this coefficient and coefficients of degrees l < 50 are usually lower
than to coefficients of higher degrees l. This observation has also been made
when considering the covariances of other coefficients of degree l > 50 (not
shown). Similarly, relatively strong covariances are obtained between the
sectoral coefficient g7070 and coefficients with l > 50 (Fig. 7.10c). In this case,
the strongest covariances are related to other sectoral coefficients.

8 The regularization term is based on a priori assumptions and does not necessarily repre-
sent the true characteristics of the crustal magnetic field.

9 The covariances with respect to the Gauss coefficient gml have been normalized to the
variance of gml .
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Figure 7.10. The color coded decimal logarithm of the normalized absolute values
of selected rows of the model parameter covariance matrix Cov (m) is shown in de-
pendence of degree l (ordinate) and order m (abscissa). In addition, the respective
variances are given at the bottom of each subfigure.
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To summarize, the covariances with respect to the coefficients of degree
l > 50 are usually stronger than for coefficients of lower degree. For exam-
ple, the strongest covariances with respect to g070 reach 50% of its variance.
In contrast, the strongest covariances with respect to g01 reach only 6% of
its variance. Overall, the off-diagonal elements of the model covariance ma-
trix cannot be neglected. In other words, the internal Gauss coefficients of
the final model are correlated. More quantitatively, the diagonality of the
covariance matrix is at most ∼7% for g01 and starts to reach < 2% for SH
degrees l ⩾ 24.

principal axes and eigenvalues When the Gauss coefficients are
transformed to the coordinate system spanned by the eigenvectors of the
covariance matrix, the resulting model parameters will be statistically inde-
pendent (Sec. 5.3). Moreover, the corresponding eigenvalues can be inter-
preted as the variances of the new model parameters. Hence, the eigenvec-
tor with the smallest (largest) eigenvalue describes the best (worst) deter-
mined combination of model parameters.

In Fig. 7.11, the eigenvectors of the best- and worst determined combi-
nations of model parameters are shown for the final model (left column)
and an equivalent, but undamped model (right column). The largest con-
tributions to the best-determined parameter combination of the final model
(Fig. 7.11a) are made by the coefficients with the highest SH degrees l. Sim-
ilar to the variances (Fig. 7.9a), however, these coefficients may not be the
most reliable ones. Instead, they are rather constrained by the applied reg-
ularization. Indeed, the coefficients of highest SH degree l make the largest
contributions to the worst-determined combination of model parameters
for an undamped model which is otherwise identical to the final model
(Fig. 7.11d).

magnetic field covariance matrix With the help of Eqs. 5.21 and
5.23, the covariance matrix Cov (d∗) of the model predictions (Eq. 7.5) was
used to estimate the corresponding maximum and minimum confidence
intervals10 of the predicted magnetic field (Sec. 5.3), and the resulting 95%
confidence intervals at a radius of 3393.5 km (planetary surface) are shown
in Fig. 7.12 for (from top to bottom) the horizontally north (X), east (Y),
and vertically down (Z) components. In this figure, the upper and lower
color bars correspond to the minimum and maximum confidence inter-
vals, respectively, which are related by a constant factor of 57.22 (Eqs. 5.21

and 5.23). Further, these color bars are non-linear as they are based on
a histogram of the obtained values. Minimum 95% confidence intervals
range from 0.5−62.6nT and maximum confidence intervals are accordingly

10 The minimum confidence intervals δmin (Eq. 5.23) ignore correlations between the ob-
tained field values whereas the maximum confidence intervals δmax consider the upper
bound of such correlations (Eq. 5.21).
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Figure 7.12. A global map of the estimated confidence intervals [nT] of the
downward-continued crustal magnetic field at the model reference radius of
3393.5 km (corresponding to the mean planetary radius) is shown here. The upper
color bar shows the minimum confidence intervals and the lower color bar shows
the maximum confidence intervals. These are related by a constant factor of 57.22
(Eqs. 5.21 and 5.23). For more information, see caption of Fig. 7.2.

larger. As illustrated in Fig. 7.12, the largest confidence intervals were ob-
tained over TC and TS where strong magnetic fields are present (Sec. 1.2).
The lowest confidence intervals are associated mainly with weaker fields
over the large impact basins, the Tharsis region, and the southern low-field
region (Sec. 1.2). Surprisingly, no large uncertainties are associated with po-
lar regions despite of the large estimated noise in the MPO data at the north
pole (Fig. 4.1) and despite of the polar data gaps. Presumably, this is a result
of regularization, which influences the obtained covariance matrices.

Moreover, the 95% confidence intervals relative to the predicted field are
visualized in Fig. 7.13 wherever the respective field is above the estimated
noise level of 50nT (Sec. 7.1). The lowest relative confidence intervals are
observed in regions where the strongest magnetic fields are present. In par-
ticular, minimum relative confidence intervals (upper color bar) are mostly
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Figure 7.13. A map of the estimated confidence intervals [%] relative to the
downward-continued crustal magnetic field at the model reference radius of
3393.5 km (corresponding to the mean planetary radius) is shown here. The upper
color bar shows the minimum relative confidence intervals and the lower color bar
shows the maximum relative confidence intervals which are related by a constant
factor 57.22 (Eqs. 5.21 and 5.23). For more information, see caption of Fig. 7.2.

below 4% in TC and TS, whereas they can reach > 100% in the low-field
regions. Maximum relative confidence intervals (lower color bar) are corre-
spondingly larger, and reach already over 100% in TC and TS (Fig. 7.13). Still,
maximum confidence intervals should be considered as an extreme upper
bound which contains highly improbable model parameter combinations
(c.f. Sec. 5.3).

7.5 resolution matrix

The resolution matrix Q (Sec. 5.4) describes the relation between the ob-
tained model parameters and the unregularized model parameters m̂ that
would perfectly describe noise-free data. For the final model, the resolution
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Figure 7.14. The relative resolution of the final model (Eq. 7.7) is shown in this
figure for the model parameters of the internal field (blue), the external nightside
field (red), and the external dayside field (yellow).

matrix is given by (Eqs. 5.25 and 6.31)

Q = A−1D =
(
DTWT

dMdWdD+ λRTWT
rMrWrR

)−1
(7.6)

DTWT
dMdWdD.

The resulting resolution matrix is non-diagonal as the final model has been
regularized. In other words, each obtained model parameter m is a linear
combination of the model parameters m̂. Then, the relative resolution of
the i-th model parameter mi is obtained from

Ri =
Qii∑
j

⏐⏐Qij

⏐⏐ · 100%. (7.7)

The relative resolution of the crustal field coefficients of the final model
is visualized by the blue dots in Fig. 7.14. Among these, the best resolved
parameter is g01 with a relative resolution of 64.23%. However, the rela-
tive resolutions quickly decrease to lower than 10% starting from degrees
l ⩾ 25. The relative resolutions of the external fields are higher, and shown
by the yellow- and red dots for the external day- and nightside fields, re-
spectively. This is not surprising, as the regularization was applied at the
surface where external field contributions are low.





8
R E S I D U A L S

A straightforward measure of the quality of the model fit to the
data is given by the residuals, i.e. the differences between model
predictions and the respective observations. If the a priori stand-
ard deviations (STDs) σi of the data (c.f. Sec. 4.1 and 4.2) are

considered, then the weighted residuals are given by

ri =
di −

∑
j Dijmj

σi
. (8.1)

Here, i refers to the i-th datum and j to the j-th model parameter. What
is more, this equation transforms to the case of unweighted residuals if
σi = 1 ∀ i. In this chapter, the characteristics of the obtained residuals will
be investigated by presenting and discussing their statistics and spatial dis-
tribution. Moreover, a direct comparison of model predictions to selected
data will be shown in order to comment on the ability of the final model to
fit the data.

8.1 statistics of the residuals

The statistics of the residuals can be characterized by their mean value µ
and their STD σ. The STDs of the weighted residuals will approach one if
the a priori STDs σi of the data (c.f. Eq. 6.22) have been correctly chosen and
if noise in the data is normally distributed. As far as the mean value of
the residuals is concerned, a deviation from zero may hint at unmodelled
non-random fields resulting from, e.g., ionospheric plasma currents. Fur-
ther, the correlation coefficient ρ between the model and the data provides
information on the quality of the model fit to the data. In particular, a cor-
relation coefficient of one indicates perfect correlation between the model
predictions and the data [Purucker et al., 2000; Langlais et al., 2004]. Still,
it should be noted that the correlation coefficient does not account for con-
stant offsets.

The mean µ and the STD σ of the weighted (µw, σw) and unweighted
residuals (µ, σ) as obtained from the final model are shown in Tab. 8.1 for
different data sets. Along with these, the respective correlation coefficients
(ρ) are given. With regard to the unweighted STDs, the vertically down (Z)
component shows lower values than the horizontally north (X) and east
(Y) components, with the exception of the STDs of the aerobraking phase
(AB)/science phase orbit (SPO) nighttime data. This result is in agreement
with previous studies [Cain et al., 2003]. As well, it is in agreement with the
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Figure 8.1. The weighted residuals between the final model and the MPO nighttime data for each
of the three vector components of the Martian crustal magnetic field are presented in this figure.
In the left column, the spatial distribution of the residuals is shown. In the right column, their
histograms are shown. The resulting spatial distribution is fairly homogeneous, especially for the
least disturbed vertically down (Z) component. Copyright 2014 by the American Geophysical Union,
reprinted from Fig. 7 of Morschhauser et al. [2014] with kind permission from publisher John Wiley
& Sons Ltd.
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Table 8.1. Statistics of the model fit (final model in Fig. 6.1) for different data sets
and the horizontally north (X), east (Y), and vertically down (Z) magnetic field
componentsa.

data final model

class σ σw µ µw ρ

MPO X 6.42 1.11 0.43 0.07 0.91

night Y 7.20 1.12 -0.36 -0.07 0.83

∆d=80 km Z 5.90 1.09 0.81 0.15 0.95

AB/SPO X 9.78 1.71 -1.65 -0.29 0.99

night Y 8.62 1.47 -0.32 -0.05 0.98

(h ⩽ 348 km) Z 8.86 1.69 -0.69 -0.13 0.99

AB/SPO X 16.77 1.98 -2.28 -0.27 0.96

day Y 16.92 2.20 0.24 0.03 0.94

(h ⩽ 200 km) Z 14.03 2.01 -0.75 -0.11 0.98

a The standard deviation of the residuals is given by σ, the average value of the residu-
als is given by µ and the correlation coefficient between data and model predictions is
given by ρ. The superscript w indicates that the respective values were weighted with
their a priori data weights as described in Sec. 4.1 and 4.2.

expectation that external fields are oriented horizontally as they are draping
around the planet [Luhmann and Brace, 1991]. In addition, the AB/SPO
dayside data show larger unweighted STDs compared to the corresponding
nightside data. This is a direct consequence of solar-wind induced fields
on the dayside. For the weighted residuals, the lowest STDs of about 1.1nT
were obtained for the mapping phase orbit (MPO) data. Hence, the data-
based determination of a priori STDs σi for the MPO data was suitable. On
the other hand, the residuals of the AB/SPO data show larger STDs, possibly
as a result of the non-Gaussian tails in the residual distribution (c.f. Fig. 8.2).

Turning to the mean values of the unweighted residuals, deviations from
zero of 2.28nT and 1.65nT were obtained for the horizontally north (X)
component of the AB/SPO day- and nightside data, respectively. Still, the
mean values are always below 1nT for the other components and the MPO
data. For the weighted residuals, the situation is similar, and a maximum
mean value of 0.29 was obtained.

8.2 spatial distribution of the residuals

The spatial distribution of the residuals is important in assessing systematic
misfits of the model. Ideally, the residuals should be distributed homoge-
neously over the globe as any visible structure hints at unmodelled fields.
Maps of the spatial distribution of the weighted MPO residuals along with
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Figure 8.2. The weighted residuals between the final model and the AB/SPO night- and daytime
data for each of the three vector components of the Martian crustal magnetic field are presented in
this figure. In the left column, the spatial distribution of the residuals is shown. In the right column,
their histograms are shown. Small-scale patterns are present in the region of high field intensity
over Terra Cimmeria (TC) and Terra Sirenum (TS). This may indicate that a higher SH degree model
would be justified to properly represent these data. Copyright 2014 by the American Geophysical
Union, reprinted from Fig. 7 of Morschhauser et al. [2014] with kind permission from publisher
John Wiley & Sons Ltd.
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their histograms are shown in the left and right column of Fig. 8.1, respec-
tively. For the vertically down (Z) component, the residuals are homoge-
neously distributed, but the horizontally north (X) and east (Y) components
show some large-scale spatial correlations. These correlations might result
from external fields that are slowly varying with solar activity and that
cannot be represented by the static external field model. With regard to
the weighted AB/SPO residuals, similar maps are shown in Fig. 8.2. Accord-
ing to this figure, the resulting data histograms have significantly larger
tails than for the MPO data. Also, large-scale spatial correlations are visible
for all three vector components. Both of these observations may be linked
to the increased influence of non-crustal fields on the dayside. What is
more, the residuals show small-scale patterns around the 180◦ meridian in
the southern hemisphere where the highest field intensities (F) are present.
These small-scale patterns may imply that the chosen maximum spherical
harmonic (SH) degree is insufficient to adequately describe the AB/SPO data.
Still, the maximum SH degree was chosen as a reasonable compromise be-
tween the fit to the data, the stability of the model, and the computational
effort (Figs. 6.2 and 6.3).

8.3 direct comparison to selected data

The spatial distribution and statistics of the residuals, as presented above,
are the most relevant measures to classify the quality of the fit to the data.
In addition, a direct comparison of the model predictions to selected data
may be helpful. Such a comparison is shown in Fig. 8.3, where the verti-
cally down (Z) component of selected MPO data is shown in black and the
respective predictions of the final model with and without the model night-
time external field are shown in blue and red, respectively. For this figure,
the data were selected along a longitudinal profile of θ = 145± 1◦ (Fig. 8.3a)
and a latitudinal profile of ϕ = 357◦±1◦ (Fig. 8.3b). The longitudinal profile
covers the strongest fields in Terra Cimmeria (TC) and Terra Sirenum (TS)
(ϕ ≈ 180◦) as well as the weakest fields over the Hellas (ϕ ≈ 70◦) and Ar-
gyre (ϕ ≈ 320◦) impact basins. From this profile, it is visible that noise
in the data is low over the regions of strong fields whereas anomalies may
easily be covered by noise in regions of weak fields. As an example, a weak
anomaly is visible in the model predictions at ϕ = 340◦(c.f. Sec. 12.1), but
hardly in the raw data. The latitudinal profile (Fig. 8.3b) covers a region of
medium fields above Terra Arabia (θ ≈ 60◦ − 110◦). Otherwise, the fields
along this profile are weak. Again, some weak anomalies can hardly be
discovered in the raw data due to the low signal to noise ratio. Namely,
this is the case for the magnetic field anomaly at θ ≈ 0◦ − 60◦ [Hood and
Zakharian, 2001] and the above mentioned anomaly near the south pole at
θ ≈ 130◦ − 150◦. Besides, the contribution of the external field is strongest
near the poles and relatively weak at mid-latitudes. For both profiles, some
large outliers are present in the data. Such outliers justify the usage of



110 residuals

50 100 150 200 250 300 350

Longitude [deg]

-200

-150

-100

-50

0

Z
 [

n
T

]

DATA

Internal + External

Internal

(a) θ = 145± 1◦

20 40 60 80 100 120 140 160

Latitude [deg]

-30

-20

-10

0

10

20

30

40

Z
 [

n
T

]

DATA

Internal + External

Internal

(b) ϕ = 357± 1◦

Figure 8.3. The vertically down (Z) component of the magnetic field as predicted
by the final model is shown along with the MPO data for the specified great circles.
The data is shown in black, and the model field at the same positions for the final
model, including external and internal field contributions, is shown in blue. In
addition, the predictions of the crustal part of the final model model are shown in
red.

a modified Huber norm, and the presented profiles demonstrate how the
final model manages to ignore these. Otherwise, the model predictions ap-
proximately correspond to the mean of the data, as it would be expected
from a least-squares fit1,2.

A similar comparison for the AB/SPO is shown in Fig. 8.4 where two se-
lected dayside data tracks are compared with the predictions of the final
model3. In this figure, along-track data are shown in black, and the corre-
sponding model predictions of the final model with and without external
field contributions are shown in blue and red, respectively. Further, the
lower panels of the two subfigures depict the location of the chosen satel-

1 The mean valuem is the least-squares distance to a set of points xi. Proof: The minimum of

d =
∑N

i=1 (m
∗ − xi)

2 with respect to m∗ can be found by ∂d/∂m∗ = −2
∑N

i=1 (m
∗ − xi)

1
=

0. As a result, it follows that m∗ = 1/N
(∑N

i=1 xi

)
= m, q.e.d.

2 The applied modified Huber norm is identical to a L2 norm if the data misfit is below a
specified threshold (c.f. Sec. 6.3).

3 A profile similar to Fig. 8.3 cannot be shown for the AB/SPO data, as their spatial coverage
is sparse.
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Figure 8.4. The vertically down (Z) component of the model field and the corre-
sponding AB/SPO data are shown along two selected MGS tracks. In the upper
panels, the data are represented by the black dashed line, and the corresponding
field as predicted by the final model, including external and internal field contribu-
tions, is represented by the blue solid line. In addition, the internal (crustal) part
of the final model is represented by the red solid line. The lower panels show the
planetocentric coordinates of the respective tracks.

lite track. In Fig. 8.4a, many small-scale fluctuations are present in the data
between 10h 39m 27 s and 10h 42m 30 s. These fluctuations are most prob-
ably caused by external field variations and are not present in the final
model. In contrast, the stronger anomaly at around 22h 17m 19 s has been
fit by the model. This anomaly is consistent with other data tracks and
corresponds to the north pole anomaly which has been described by Hood
and Zakharian [2001]. In the same way, Fig. 8.4b shows another AB dayside
track. This track is located in TS and samples very intense crustal fields. In
this case, the model adequately fits the data, with the exception of some rel-
atively small offsets at around 15h 40m 2 s. These offsets may result from
the truncation of the model at SH degree l = 110. If so, a higher maximum
degree and order would be required to fit the sharp peak intensities of the
data (c.f. Sec. 8.2).





9
C O M PA R I S O N

In this chapter, I will discuss the influence and the effectiveness of the
techniques which have been used to derive a robust model of the
crustal magnetic field of Mars. First, the influence of regularization
on the resulting model is addressed by comparing three models with

different damping parameters λ. Subsequently, the L2 model1 and the L1

model are compared in order to illustrate the effectiveness of using an L1

norm for regularization. In the same way, the effect of the applied modified
Huber norm is investigated. Finally, I will conclude the chapter by evaluat-
ing the obtained final model with respect to previously published models
of the crustal magnetic field of Mars.

9.1 regularization parameter

The L2 model, the L1 model, as well as the final model were regularized in
order to reduce the leakage of noise into the model and in order to obtain
a robust model (Sec. 5.5). However, regularization always comes at the cost
of introducing a priori assumptions. Hence, it is important to choose a
well-balanced trade-off between the influence of these assumptions and the
resulting robustness of the model (Fig. 6.5). In the following, I will discuss
three models which only differ in the applied damping parameter λ, but
are otherwise similar to the L2 model. In particular, damping parameters
of

• λ = 0 (undamped),

• λ = 2 (damping parameter of the final model, the L1 model, and the
L2 model),

• λ = 1000 (upper limit of the permissible range in Fig. 6.5)

have been chosen in order to better understand the positive and negative
influences of the regularization. The lower limit of the permissible range
in Fig. 6.5 is λ = 1, and very close to the value chosen for the final model.
Therefore, such a model is not discussed here.

In Fig. 9.1, the variances (Eq. 7.4) of the respective model parameters are
presented in dependence of their degree l (ordinate) and order m (abscissa).
For the undamped model (Fig. 9.1a), variances increase with increasing
spherical harmonic (SH) degree l, reaching a maximum of 6.5 · 10−2 nT2 for
g104110. In contrast, the variances are not only significantly reduced for the

1 For the naming of models, refer to Fig. 6.1 and Sec. 6.5.
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Figure 9.1. The variances of three different models are shown in dependence of
order m (abscissa) and degree l (ordinate). The models differ only in the used
damping parameter λ which is indicated in the respective captions, but are other-
wise identical to the L2 model (Sec. 6.1).
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Figure 9.2. The Mauersberger-Lowes (ML) power spectrum at the reference radius
of 3393.5 km is shown for models with different damping parameters λ. Otherwise,
all the models are identical to the L2 model (Fig. 6.1).

regularized models (Figs. 9.1b and 9.1c), but also start to decrease above
a certain SH degree l. In more detail, maximum variances of 3.0 · 10−3 nT2

(g8588) and 8.8 · 10−5 nT2 (g−3232 ) have been obtained for the models with damp-
ing coefficients of λ = 2 and 1000, respectively. Hence, the degree l at which
the maximum variance is obtained is lower the stronger the damping coef-
ficient λ. This is a direct consequence of the regularization, which strongly
constrains the model at high SH degrees, i.e. at short spatial scales.

The influence of the regularization is also reflected in the Mauersberger-
Lowes (ML) power spectrum. In Fig. 9.2, the ML power spectrum at the
reference radius of a = 3393.5 km is shown for the three different models.
For these models, damping parameters of λ = 2 and λ = 1000 result in
reduced spectral power for SH degrees of l ⩾ 50 and l ⩾ 20, respectively.
Again, these coefficients are rather constrained by the regularization than
by the data.

The negative influence of the regularization on the resolution of the
model parameters can be quantified by the resolution matrix (Sec. 5.4). In
Fig. 9.3, the maximum and the minimum of the relative resolution (Eq. 7.7)
over all orders m of each degree l are shown. As expected, the undamped
model (red line) is perfectly resolved. For the regularized models, however,
the relative resolution decreases with increasing degree l and increasing
damping parameter λ. For example, the maximum relative resolution over
all degrees l is ∼93% for λ = 2 (blue line) and ∼63% for λ = 1000 (green
line). As shown in Fig. 9.1, the model parameter variances also decrease
with stronger regularization. This trade-off between a low model variance
and a good model resolution is fundamental to the technique of regulariza-
tion.

In Fig. 9.4, the influence of the damping parameter on the resulting model
in the spatial domain is illustrated by showing the vertically down (Z) com-
ponent of the predicted magnetic field at different altitudes (rows) and for
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Figure 9.3. For each degree l, the minimum and maximum values of the relative
resolution (Eq. 7.6) over all degrees m are shown in red for an undamped model
(λ = 0), and in blue and purple for the models with damping parameters of λ = 2
and λ = 1000, respectively. Further, the SH degrees of one to one hundred and ten,
as indicated on the abscissa, refer to the model of the crustal field. The coefficients
corresponding to the models of the external night- and dayside are shown on the
right end of the plot.

different damping parameters (columns) over a selected region. This region
is centered at 180

◦E/0
◦S and contains strong crustal fields in its southern

part and weak fields in its northern part. This choice allows to simulta-
neously assess the ability of the model to handle noise and to represent
strong crustal anomalies. At the approximate mapping phase orbit (MPO)
altitude of 400 km (top row of Fig. 9.4), the predicted field is almost inde-
pendent of the applied damping parameter, at least in the considered range
of 0 ⩽ λ ⩽ 1000. In comparison, differences between the models become
visible at an altitude of h = 150 km (middle row). At this altitude, the
undamped model shows more structure on small scales as compared to
the other models, especially for the region in the northeast quadrant of the
map. However, these small-scale structures probably do not reflect the true
nature of the crustal field, as only few AB/SPO data (shown by the color-
coded circles) are available in this region. When the model is downward-
continued to the mean surface altitude (bottom row), the crustal field pre-
dictions of the considered models differ significantly. In particular, many
anomalies that are elongated in the north-south direction become visible for
the undamped model, mainly in the northern part of the map. Such elon-
gated anomalies are typical for temporally variable noise leaking into the
model [Maus et al., 2006; Lesur et al., 2013]. The damped models efficiently
suppress these elongated anomalies. At the same time, however, they also
suppress strong fields in the southern part of the map, and many small
scale anomalies disappear with increasing damping parameter λ. Likewise,
peak field intensities (F) are reduced with increasing damping parameter.
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Figure 9.4. The vertically down (Z) component of the crustal field is shown as
predicted from models with different damping parameters λ (columns) at altitudes
of h = 400 km (top row), h = 150 km (middle row), and h = 0 km (bottom row)
above the Martian mean radius of 3393.5 km, respectively. In addition, the shaded
MOLA topography is shown. The map is centered at 180

◦E/0
◦S, and contains the

ancient volcano Apollinaris Patera (Sec. 10.1.1) as well as the dichotomy boundary
which separates regions of strong and weak crustal fields over this region. In
addition, the AB/SPO data at 150± 30 km altitude are plot over the maps of 150 km
altitude (middle row). Moreover, the locations of this and the following figures are
shown on a global MOLA map in Fig. A.1.
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Figure 9.6. Comparison of the vertically down (Z) component of the crustal field
as predicted by the L1 model (black line) and the L2 model (red line) along the
meridian of θ = 180◦E at the mean surface altitude of 3393.5 km (c.f. vertical black
dashed line in Fig. 9.5).

In summary, the employed regularization effectively decreases the un-
certainty of the model parameters by applying an a priori constraint. For
example, this is reflected in the model parameter variances which decrease
with increasing damping parameter λ (Fig. 9.1). As well, the employed reg-
ularization removes power from weakly constrained coefficients of high SH
degree and results in a more stable2 model (Figs. 9.2 and 9.4). As a draw-
back, regularization leads to a lower model resolution (Fig. 9.3) and the fit
to the crustal part of the signal may suffer (Fig. 6.5). Also, it should be kept
in mind that the lower model variances result from an a priori constraint
which may not reflect the true characteristics of the crustal field.

9.2 performance of the l1-norm

The final model and the L1 model were regularized by using an iteratively
reweighted least squares (IRLS) algorithm in order to approach an L1 norm
for model complexity. As an advantage, an L1 norm allows for an efficient
regularization which eventually leads to a stable model. With our choice
of the measure for model complexity (c.f. Sec. 6.4), it also allows for strong
localized gradients which are present in the Mars Global Surveyor (MGS)
data (Sec. 1.2). In the same way as it has been done for different damping
parameters (Sec. 9.1), the efficiency of the L1 norm will be examined in the
following. First, the ML power spectra (Fig. 9.7) of the L1 model (red line)
and the L2 model (blue line) are very similar. Differences include > 1%
more power in the L2 model for degrees 39 ⩽ l ⩽ 84, up to 20% less
power in the L2 model for degrees l > 84, and a strong drop in power in

2 A stable model can be downward-continued to the surface without poorly constrained
coefficients leading to unnaturally strong and correlated predicted fields.
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Figure 9.7. ML power spectra of the L1 model (red line), the L2 model (blue
line), and the final model (green line), evaluated at the mean Martian radius of
3393.5 km.

the L1 model for degrees l > 106. Second, the two models fit the MPO
data almost equally well (Tab. 9.1), but the L1 model is more stable when
downward-continued. Still, the L1 model provides a slightly weaker fit to
the AB/SPO data. Finally, the vertically down (Z) component of the crustal
field as predicted by the L1 model is compared in Fig. 9.5 to the respective
field predictions of the L2 model (c.f. Fig. 6.1) over the same region as in
Fig. 9.4. As shown in Fig. 9.5, the two models differ only slightly at 150 km
altitude (right part of the figure). Conversely, they differ significantly when
downward-continued to the mean surface altitude (left part of the figure).
In particular, the L1 model predicts anomalies that are elongated in the
north-south direction and which are present in the northern part of the map.
Again, these elongated anomalies are typical for correlated noise leaking
into the model [Maus et al., 2006; Lesur et al., 2013], and the L1 model
effectively suppresses this noise. In contrast to the L2 model, however, the
strong anomalies of the crustal magnetic field in the southern part of the
map keep their structure and peak strengths. This is confirmed by Fig. 9.6,
where the vertically down (Z) magnetic field component of the L1 model
(black line) and the L2 model (red line) are shown at surface altitude along
the meridian of θ = 180◦E.

9.3 performance of the huber weights

Incompatible data with strong non-crustal contributions have a strong im-
pact on the model when a least-squares measure (L2 norm) of misfit is used.
In this work, a modified Huber norm was used to handle such data outliers.
This norm downweights data outliers that have a misfit larger than a thresh-
old δc, while it preserves a L2 norm for more compatible data (Sec. 6.3). As
a consequence, it is expected that the misfit of data outliers increases in the
final model as compared to the L1 model. Here, the difference ∆ between
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(a) MPO nighttime

(b) AB/SPO day- and nighttime

Figure 9.8. The difference of the absolute residuals between the final model and
the L1 model for different data sets and for the horizontally north (X), east (Y),
and vertically down (Z) components (∆ in Eq. 9.1) are shown in dependence of
the absolute residuals as calculated from the L1 model. In addition, the red line
represents the mean for bins of 0.1nT for values on the abscissa lower than two
and for bins of 1.0nT otherwise (exaggerated by a factor of five), if more than 100

data points were present in the respective bin. The orange horizontal and vertical
lines indicate ∆ = 0 and the threshold value δc,MPO (Tab. 6.1), respectively. Also,
note that the abscissa is stretched for values below one.

the absolute weighted residuals of the final model with Gauss coefficients
g2,12 (Eq. 6.31) and those of the L1 model with Gauss coefficients g0,10 will
be investigated in order to verify the expected behavior, and ∆ is given by

∆i =
1

σi

⎛⎝⏐⏐⏐⏐⏐⏐di −
∑
j

Di,j(g2,12)j

⏐⏐⏐⏐⏐⏐−
⏐⏐⏐⏐⏐⏐di −

∑
j

Di,j(g0,10)j

⏐⏐⏐⏐⏐⏐
⎞⎠ . (9.1)

In Fig. 9.8, the ∆i for all vector components of each datum i are shown
as black dots and plotted against the absolute residuals ρi of the L1 model,
i.e. ρi =

⏐⏐rL1i ⏐⏐. Further, the ∆i have been averaged over bins of 1nT for
ρi > 2nT and over bins of 0.1nT for ρi ⩽ 2nT and the result is indicated
by the red line (exaggerated by a factor of five) if more than 100 data were
present in the respective bin. In the following, we will refer to this average
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Table 9.1. Statistics of the residuals for the horizontally north (X), east (Y), and
vertically down (Z) magnetic field components of the L2 model, the L1 model, and
the final model with respect to different data setsa.

l2 model l1 model final model

data class σ σw µw σ σw µw σ σw µw

MPO X 6.41 1.11 0.03 6.42 1.11 0.03 6.42 1.11 0.07

night Y 7.20 1.12 -0.07 7.20 1.12 -0.07 7.20 1.12 -0.07

∆d = 80 kmb Z 5.89 1.09 0.15 5.90 1.09 0.15 5.90 1.09 0.15

AB/SPO X 9.71 1.69 -0.30 9.85 1.72 -0.30 9.78 1.71 -0.29

night Y 8.51 1.45 -0.06 8.67 1.48 -0.05 8.62 1.47 -0.05

(h ⩽ 348km) Z 8.67 1.65 -0.14 8.94 1.70 -0.13 8.86 1.69 -0.13

AB/SPO X 16.61 1.96 -0.29 16.89 1.99 -0.29 16.77 1.98 -0.27

day Y 16.26 2.12 0.03 17.06 2.22 0.03 16.92 2.20 0.03

(h ⩽ 200km) Z 13.62 1.95 -0.12 14.24 2.04 -0.12 14.03 2.01 -0.11

a The standard deviation of the residuals is given by σ, and the average value of the
residuals is given by µ, where the superscript w indicates that the respective values
were weighted with their a priori data weights as described in Sec. 4.1 and 4.2.
b For the MPO data, the data set has been reduced to save computational resources
(Sec. 4.1). In particular, one datum was selected every ∆d = 80 km on the projected sur-
face track of the satellite orbit.

as ∆. Moreover, the orange horizontal line indicates unchanged residuals
(∆i = 0) and the vertical orange line corresponds to the threshold δc as used
in the final model for the MPO data (Tab. 6.1). With regard to the MPO data
(Fig. 9.8a), ∆ is above zero if the initial absolute residuals of the L1 model
were larger than ∼2.0nT . What is more, ∆ significantly increases if the
absolute residuals of the L1 model were above the corresponding threshold
of δc,MPO = 2.0nT (Tab. 6.1). Hence, the modified Huber norm indeed
leads to a larger misfit for incompatible data. As well, it allows to reduce
the misfit to data which are compatible with the model. For the AB/SPO
data (Fig. 9.8b), an L2 norm instead of the modified Huber norm has been
used, and the misfit to the AB/SPO data is lower for the final model than
for the L1 model: Obviously, the application of the modified Huber norm
to the MPO data leads to a better fit to the AB/SPO data (c.f. Tab. 9.1), in
particular for initial absolute misfits larger than δc,MPO = 2.0nT (Fig. 9.8b).

9.4 other published models

The final model is compared to the models of the crustal field by Cain et al.
[2003], Arkani-Hamed [2004a], and Langlais et al. [2010]3 (c.f. Tab. 1.1).

3 This model is expressed in terms of equivalent source dipoles (ESDs). Here, an equivalent
SH model to degree and order 358 as provided by the authors was used to calculate the
residuals of this model (c.f. Tab. 9.2). Further, the SH representation was truncated to de-
gree l = 130 when the ML power spectrum and the predicted surface fields were examined
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Table 9.2. Statistics of the residuals for the horizontally north (X), east (Y), and
vertically down (Z) magnetic field components for different published models with
respect to different data sets. Note that a larger selection of MPO data has been used
as compared to Tabs. 8.1 and 9.1a.

Final model c LA10
d CA03

e AR04
f

Data Class σ µ σ µ σ µ σ µ

MPOb X 6.77 0.92 6.81 1.11 6.95 0.94 7.26 0.82

night Y 7.74 -0.10 7.76 -0.10 7.83 -0.10 7.96 -0.11

Z 6.21 1.07 6.41 1.08 6.49 1.06 6.33 1.08

AB/SPO X 9.78 -1.65 9.39 -0.04 12.33 -0.76 66.78 -3.97

night Y 8.62 -0.32 9.35 -0.23 10.24 -0.26 53.30 -2.44

(h ⩽ 348 km) Z 8.86 -0.69 9.81 -2.32 13.05 -0.27 80.28 2.86

AB/SPO X 16.77 -2.28 16.73 -3.26 17.95 -2.80 40.68 -3.34

day Y 16.92 0.24 17.62 0.21 17.31 0.35 74.74 -0.43

(h ⩽ 200 km) Z 14.03 -0.75 16.52 -0.89 15.34 -0.13 82.69 0.56

ER data
(h = 185 km)

F 21.45 4.36 19.68 2.96 22.41 2.77 29.07 -
12.28

a The standard deviation of the residuals is given by σ, and the average value of the
residuals is given by µ. Note that wrong numbers are given in Table 2 of Morschhauser
et al. [2014] for the models of Cain et al. [2003] and Langlais et al. [2010]. The numbers
given here are correct.
b For the MPO data, the full nightside data set of 56.3 million vector measurements has
been evaluated.
c This work d Langlais et al. [2010] e Cain et al. [2003] f Arkani-Hamed [2004a]

This comparison includes an examination of their misfit to selected data,
their robustness when downward continued to the surface, and their power
spectra.

As far as the misfit of the selected models to the data is concerned, we
examine the standard deviation (STD) σ and the mean µ of the residuals
(Sec. 8.1) for four different data sets (Tab. 9.2). These data sets include the
MPO nightside data4, the AB/SPO nightside data below the minimum MPO
altitude of h = 348 km, the AB/SPO dayside data below h = 200 km altitude,
and the electron reflectometer (ER) field intensity (F) data as provided by
Lillis et al. [2008a]. Overall, it should be kept in mind that this comparison
is biased as the pre-processing and selection of data was different for each
of the models (c.f. Tab. 1.1). We start by considering the residuals of the
final model and the ESD model of Langlais et al. [2010]. In this case, the
final model achieves slightly lower STDs σ, except for the horizontally north
(X) component of the AB/SPO dayside data and the ER intensity (F) data.
However, the mean µ of the model of Langlais et al. [2010] is closer to zero

(Figs. 9.10 and 9.11).
4 This MPO dataset slightly differs from the MPO dataset which was used to derive the final

model, where one data point every 80 km was selected.
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Final model Langlais et al. [2010] Cain et al. [2003]
Arkani-Hamed

[2004a]
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Figure 9.9. The vertically down (Z) field component as predicted by different
published models and the final model is presented in this figure. In the top row,
the predicted magnetic field at the MPO altitude of h = 400 km is shown over
a region with strong and weak crustal fields, located at the Martian dichotomy
boundary (Fig. 9.4). The map is centered at 180

◦E/0
◦S, close to the ancient volcano

Apollinaris Patera, and plotted over shaded MOLA topography. In the second row,
the residuals to the nighttime MPO data are shown above the same region.

for some AB/SPO data sets. The model of Langlais et al. [2010] is the only
model which was also fit to the ER data set, and provides the overall best
fit to these data. Still, the ER residuals are relatively large as compared
to the AB/SPO residuals. Consequently, we conclude that the ER data are
not entirely compatible with the fluxgate magnetometers on MGS (MAG)
data. Next, we examine the SH model of Cain et al. [2003]. For this model,
a poorer fit to the data is obtained as compared to the final model and
to the model of Langlais et al. [2010]. The model of Cain et al. [2003] was
expanded up to SH degree l = 90 only, which may have resulted in the lower
fit to the low altitude AB/SPO nightside data. Finally, the model of Arkani-
Hamed [2004a] offers the poorest fit to the AB/SPO data. Again, the reason
for the poor fit to the AB/SPO data may be the truncation at degree and
order l = 62, which is not sufficient to represent the low altitude data. Also,
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Final model Langlais et al. [2010] Cain et al. [2003]
Arkani-Hamed

[2004a]
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Figure 9.10. The vertically down (Z) field component as predicted by different
published models and the final model is shown at different altitudes above the
same region as in Fig. 9.9. In the top row, the predicted magnetic field at an altitude
of h = 150 km is shown along with the AB/SPO data within an altitude of h =
150± 30 km. In the second row, the field was downward-continued to the mean
surface radius of r = 3393.5 km (h = 0 km).

this model is based only on the vertically down (Z) component of the MPO
data. The reasoning behind this selection was the reduced contamination of
the vertically down (Z) component by external fields. However, this comes
at the cost of a poor fit to the remaining MPO data. Overall, the residuals
reflect the particular way in which each model was derived. With respect
to the STDs σ, the final model provides the best fit to all data sets (shown in
bold script in Tab. 9.2) except for the horizontally north (X) component of
the AB/SPO dayside data. However, the situation is less clear for the mean
values µ. Still, the model of Langlais et al. [2010] is doing the best job in
this case.

Next, we compare the different model predictions of the vertically down
(Z) component of the magnetic field at the MPO altitude (h = 400 km) over
the same region as in Fig. 9.4. In the top row of Fig. 9.9, the predicted field
at this altitude is shown, and the considered models agree well over most
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Figure 9.11. The ML power spectrum is shown for different models of the crustal
field as evaluated at the mean Martian radius of 3393.5 km. The power spectrum
of the final model is shown by a red line. For comparison, the models of Langlais
et al. [2010] (green line), Cain et al. [2003] (blue line), and Arkani-Hamed [2004a]
(orange line) are also shown.

of the region. Still, local differences exist, for example at 180
◦E/15

◦S where
a small positive field signature is present in the field predictions of the final
model and the model of Arkani-Hamed [2004a] only. Indeed, when the
respective residuals are considered (bottom row of Fig. 9.9), it turns out that
these models better resemble the data at this location. Even more, the final
model offers the best fit to the MPO data in the complete displayed region.
Turning to the predicted field at lower altitudes, we consider the vertically
down (Z) component at an altitude of h = 150 km (top row of Fig. 9.10) for
the same region as above. At this altitude, the final model as well as the
models of Langlais et al. [2010] and Cain et al. [2003] are still similar. The
model of Arkani-Hamed [2004a], however, suffers from noise in the form
of latitudinally elongated anomalies (c.f. Sec. 9.2). At the surface altitude
(bottom row of Fig. 9.10), such anomalies appear in most of the published
models. The unregularized model of Arkani-Hamed [2004a] should not
be used at this altitude, and the unregularized model of Cain et al. [2003]
shows significant noise in the northern part of the map, especially where
AB/SPO data are missing. The model of Langlais et al. [2010], on the other
hand, shows a relatively low level of noise. Still, the final model shows
the overall lowest level of noise, but slightly less detail in the southern
part of the region. In any case, it is difficult to asses which part of the
predicted field is real and which part is influenced by noise. Generally, the
downward-continued field should be interpreted with utmost care. As well,
the limited model resolution and the a priori assumptions should be kept
in mind when interpreting the magnetic field map.

To conclude, the ML power spectra of the different models are shown in
Fig. 9.11. On the whole, their shapes are similar, i.e. the respective peaks
and troughs occur at around the same SH degree in most cases. Likewise,
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the power spectrum of the final model falls within 1000nT2 of the other
considered models for SH degrees l < 46. For higher degrees, however,
the power spectra start to diverge as the signal to noise ratio of the data
decreases.

Overall, the final model shows the least amount of noise over regions
of low field intensity (Fig. 9.10). At the same time, the final model model
provides a good fit to the data and preserves the sharp localized anomalies
in the high-field regions. Amongst other techniques, this has been mainly
achieved by applying an L1 norm for regularization (Fig. 9.5).





Part V

A P P L I C AT I O N T O O P E N Q U E S T I O N S

The final model will be used to address some of the open ques-
tions discussed in Ch. 2. First, I will address the lifetime of the
Martian dynamo by investigating the magnetic signature of an-
cient volcanoes and impact craters. Next, a model of the mag-
netization is derived which can be used to constrain magnetic
minerals. Finally, I will present some examples of isolated mag-
netic field anomalies which contain information on paleopole
directions. Throughout this chapter, however, the respective dis-
cussions will neither be exhaustive nor quantitative. Rather, I
intend to outline how the final model can be used to decipher
the mysteries of Mars.





10
T I M I N G O F T H E C O R E D Y N A M O

It is widely accepted that the Martian crust was magnetized by a global
magnetic field of internal origin, i.e. a field originating from a core dy-
namo [Acuña et al., 1998]. However, it is disputed when and how long
this internal field was active (Sec. 2.1): On one hand, the lack of an observ-
able field over the largest impact basins suggests a cessation time of around
4.0−4.1Gyr ago (early Noachian, Michael [2013]) [Acuña et al., 1999; Mohit
and Arkani-Hamed, 2004; Lillis et al., 2008; Lillis et al., 2013a]. On the other
hand, the magnetic signatures of most volcanoes indicate a dynamo shut-
down at around 3.6− 3.7Gyr ago (early Hesperian, Michael [2013]) [Lillis
et al., 2006; Langlais and Purucker, 2007; Hood et al., 2010; Milbury et al.,
2012]. In comparison to these studies, the robustness of the final model
and its high resolution will allow to study the magnetic field signature of
impact craters and volcanoes at surface altitude. In consequence, the coa-
lescence effect1 will be reduced and anomalies of smaller spatial scale can
be analyzed.

10.1 magnetic signature of volcanoes

Lithospheric temperatures in active volcanic regions can exceed the Curie
temperature. Then, the respective magnetic minerals will acquire thermore-
manent magnetization if an ambient field is present. Similarly, previously
magnetized crust will thermally be demagnetized if an ambient field is ab-
sent [Johnson and Phillips, 2005; Lillis et al., 2006] (Sec. 2.3). Hence, the
magnetic signature of volcanic regions can be used to constrain the lifetime
of the Martian core dynamo (e.g., Langlais and Purucker [2007]; Hood et al.
[2010]; Lillis et al. [2006]). As a caveat, however, Lillis et al. [2013a] men-
tioned that this approach works under two restrictions only: first, a large
volume of crust must be (de)magnetized at approximately the same time,
requiring large magma chambers, sills and dikes. Second, the surface age
of the volcanic feature does not necessarily correspond to the age of the
(de)magnetization event. In particular, intrusions might be important and
earlier events could be covered by later activity. With this in mind, the
magnetic signatures of the highland volcanoes Apollinaris Patera, Tyrrhena
Patera, Hadriaca Patera, and Syrtis Major will be discussed2. In addition,
I will present the magnetic signature associated with a recently discovered
volcanic region in Arabia Terra. Finally, a short comment on the magnetic

1 The coalescence effect describes the blurring of magnetic field anomalies of small wave-
lengths with increasing altitude.

2 Please refer to Fig. A.1 for an overview of regions on Mars.
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signature of highland volcanoes in Malea Planum will conclude this chap-
ter. However, the most prominent volcanic regions, namely Tharsis and
Elysium, will not be discussed. These volcanic regions have been active
throughout the history of Mars, may have been largely demagnetized, and
have been investigated elsewhere [Johnson and Phillips, 2005; Lillis et al.,
2009].

10.1.1 Apollinaris Patera

Apollinaris Patera, an ancient Martian volcano, is located near the dichoto-
my boundary (Fig. 10.1a). It is marked by a black-white circle in Fig. 10.1
and is surrounded by Elysium Planitia to its northwest, Gusev crater3 to
its south, and part of the Medusae Fossae formation in Lucus Planum to
its east [Werner, 2009; Hood et al., 2010]. The volcanic edifice is elevated
by 5 km relative to its surroundings and it extends to 189 x 278 km in size
[Plescia, 2004] (Fig. 10.1a). Turning to the age of Apollinaris Mons, crater
counting statistics indicate that the main volcanic edifice was emplaced at
around 3.81Gyr ago [Werner, 2009; Robbins et al., 2011] (Noachian volcanic
edifice unit (Nve) in Fig. 10.1f). Its latest activity is preserved in the caldera
as well as a southward extending lava fan (Hesperian volcanic edifice unit
(Hve) in Fig. 10.1f) which are dated to 3.52− 3.71Gyr [Werner, 2009; Rob-
bins et al., 2011]. Further, a high-density magma chamber is indicated by
a positive gravity anomaly of about 400mGal (Fig. 10.1e) [Langlais and Pu-
rucker, 2007].

As indicated by the dark gray points in Fig. 10.1b, ER data are missing
over Apollinaris Patera4, and the only low-altitude data over Apollinaris
Patera were obtained from two AB dayside data tracks (labeled A and B

3 Gusev crater is the landing site of the Mars Exploration Rover “Opportunity”.
4 The ER cannot sample the Martian magnetic field in regions of closed field lines (Sec. 3.2).

Figure 10.1. (Next page.) In this figure, different aspects of the region surrounding the volcano
Apollinaris Patera are shown: (a) MOLA topography with the location of Apollinaris Patera (black-
white solid circle) (b) The magnetic field intensity (F) as measured by ER at 185 km altitude. Dark gray
points indicate areas where data are missing, and light gray points indicate field intensities (F) that are
below the detection limit. (c) Magnetic field intensity (F) and horizontal field directions at the surface
altitude as predicted by the final model. (d) Field intensity (F) as predicted by the final model at
185 km altitude. The colored circles represent the AB/SPO field intensity (F) and larger circles represent
data which is closer to the mapped altitude. (e) Free-air gravity model JPL MRO0110B2, truncated at
SH degree l = 95 [Konopliv et al., 2011] (f) Geologic map of Tanaka et al. [2014]. The reference to colors
and geological units can be found in the original publication [Tanaka et al., 2014]. The location of this
and the following figures is shown on a global MOLA map in Fig. A.1.
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(a) MOLA Topography
7 24 35 48 57 66 75 86 105 290

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

F
 [

n
T

]

(b) ER data at 185km altitude [Lillis et al., 2008a]
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(c) Crustal field at surface altitude
7 24 35 48 57 66 75 86 105 290

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

A B

C

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚

168˚

168˚

180˚

180˚

-8˚ -8˚

0˚ 0˚
F

 [
n

T
]

(d) Crustal field at 185 km altitude
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(e) Free-Air gravity [Konopliv et al., 2011]
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(f) Geologic Map [Tanaka et al., 2014]

Figure 10.1. Caption on previous page.
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(a) Profile A of Fig. 10.1d

(b) Profile B of Fig. 10.1d

Figure 10.2. Two AB/SPO data tracks over Apollinaris Patera are shown along
with several published models of the crustal magnetic field. As well, the altitude
over the mean surface and the timestamps of the data are shown. The profiles
correspond to (a) the profile A and (b) the profile B of Fig. 10.1d.

in Fig. 10.1d5). Hood et al. [2010] interpreted these data6 as evidence for
a positive magnetic anomaly associated with Apollinaris Patera, and this
interpetation is in accordance with two models of the crustal field [Whaler
and Purucker, 2005; Langlais and Purucker, 2007]. As well, the final model
predicts a magnetic field anomaly at Apollinaris Mons with a maximum
field intensity (F) of about 85nT at 185 km altitude (Fig. 10.1d). However,
this anomaly is weaker than for the two AB data tracks. In detail, the mod-
eled and observed field intensities (F) are shown by a solid red and dotted
black line in Fig. 10.2, respectively. For comparison, the model predictions
of Cain et al. [2003] (solid blue line) and Langlais et al. [2010] (solid brown

5 The AB tracks are indicated by color-coded circles, and the largest circles are closest to the
altitude of 185km.

6 These tracks are labeled B and C in Fig. 3 of Hood et al. [2010].
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line) are also shown in this figure. The two data tracks are poorly fit by the
models, which indicates either an insufficient model resolution or an exter-
nal field disturbance. Indeed, large transient fields are present in track B
[Hood et al., 2010] at ∼22h23m and after ∼22h28m (Fig. 10.2b). Although
these transient fields have disappeared for track A, it was recorded only
four days later, when a disturbed magnetosphere might not have fully re-
turned to quiet conditions. In addition, the neighboring track labeled C in
Fig. 10.1d shows a significantly weaker field as compared to tracks A and
B.

Fig. 10.1c displays the surface field intensity (F) and the horizontal field
directions as predicted by the final model at surface altitude. At this alti-
tude, a strong anomaly is observed over the Hesperian-Noachian transition
units (HNt in Fig. 10.1f) to the west of Apollinaris Patera. In contrast to this
strong anomaly, the predicted field is weak to the east of the volcano where
Amazonian and Hesperian transition units (AHtu) or Hesperian transition
undivided units (Htu) are located. Similarly, the predicted field is weak
over the Hesperian volcanic edifice unit (Hve) to the south of Apollinaris
Patera. For this reason, it is suggested that the core dynamo may have been
extinct when Apollinaris Patera formed. In particular, the strong fields to
the west of the volcano may be a relic of a previously magnetized unit
which was partially demagnetized by later volcanic activity. Still, it cannot
be completely ruled out that the same volcanic activity thermally magne-
tized the crust [Langlais and Purucker, 2007; Hood et al., 2010]. The latter
interpretation would imply an active core dynamo in the the early Hespe-
rian (< 3.8Gyr ago) whereas the former interpretation implies a dynamo
shutdown in the Noachian (> 3.8Gyr ago).

10.1.2 Tyrrhena Patera

The low-relief volcano Tyrrhena Patera (black-white circle labeled T in
Fig. 10.3) is located ∼1500 km northeast to the rim of the Hellas impact
basin, extends ∼600 km in diameter, and surmounts the surrounding re-
gion of Hesperia Planum by 1.0− 3.0 km [Plescia, 2004; Werner, 2009; Rob-
bins et al., 2011] (Fig. 10.3a). The main part of Tyrrhena Patera is classified
as a Noachian volcanic edifice unit (Nve in Fig. 10.3f) and was in place at
3.7− 4.0Gyr ago [Williams et al., 2008; Werner, 2009]. At about the same
time, Hesperia Planum was formed, an early Hesperian volcanic unit (eHv)
[Tanaka et al., 2014; Werner, 2009] which may have resulted from magmatic
activity at Tyrrhena Patera [Williams et al., 2008]. Later activity at Tyrrhena
Patera occurred until ∼1.7Gyr ago [Werner, 2009], was effusive [Plescia,
2004], and resulted in the late Hesperian volcanic unit (lHv in Fig. 10.3f). As
well, a resurfacing event occurred in Hesperia Planum at around 3.12Gyr
ago [Werner, 2009]. Apart from that, a gravity anomaly is present near the
caldera (Fig. 10.3e), which may indicate a magma chamber at the location
of the black dashed circle in Fig. 10.3 [Kiefer, 2003b]. However, Grott and
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Wieczorek [2012] argue that a filled magma chamber is not necessary to
explain this gravity anomaly.

Milbury et al. [2012] analyzed the fluxgate magnetometers on MGS (MAG)
data and found paleopoles of high latitudes in Hesperia Planum, which
they interpreted in favor of a dynamo shutdown in the early Hesperian. In
contrast, the ER data (Fig. 10.3b) show a weaker field intensity (F) in Hes-
peria Planum as compared to its surroundings [Mitchell et al., 2007; Lillis
et al., 2008a]. Consequently, Lillis et al. [2008a] concluded that volcanic ac-
tivity may have partially demagnetized this region, and that the Martian
dynamo was inactive when Tyrrhena Patera and Hesperia Planum formed.
As well, the field intensity (F) as predicted by the final model at surface
altitude (Fig. 10.3c) is low over the caldera, over most of Hesperia Planum,
and over the suggested magma chamber [Kiefer, 2003b]. Conversely, the
strongest fields are predicted mostly over early Noachian highland units
(eNh in Sec. 10.3f).

In conclusion, the predictions of the final model suggest that volcanic ac-
tivity in Hesperia Planum and at Tyrrhena Patera demagnetized Noachian-
aged crust, in agreement with the findings of Lillis et al. [2008a]. However,
a large volume of intrusions might be necessary to demagnetize the large
area of Hesperia Planum. Also, the lowest predicted field intensities (F) are
located ∼400 km to the west of the volcanic edifice. Therefore, the low-field
region over Hesperia Planum cannot unambiguously be related to thermal
demagnetization by Tyrrhena Patera.

10.1.3 Hadriaca Patera

Hadriaca Patera (black-white circle labeled H in Fig. 10.3) is located at the
northeastern rim of the Hellas impact basin (Fig. 10.3a). Similar to Tyrrhena
Patera, it is a highland volcano with a flat relief of 1.2 km [Plescia, 2004;
Robbins et al., 2011] and an extension of about 330 x 550 km [Plescia, 2004].
The main edifice of Hadriaca Patera was emplaced at around 3.7− 3.9Gyr
ago, and volcanic activity at its flanks occurred up to 3.3 − 3.5Gyr ago
(Hesperian volcanic edifice unit (Hve) in Fig. 10.3f). Younger resurfacing
events date to 1.1 − 1.6Gyr ago [Williams et al., 2008; Werner, 2009], but
may not be related to volcanic activity [Werner, 2009; Robbins et al., 2011].

With the help of the ER magnetic field intensity (F) data (Fig. 10.3b), Lillis
et al. [2006] discovered a magnetic field anomaly above Hadriaca Patera.
In consequence, they argued that either Hadriaca Patera formed before the
Hellas impact basin or that the core dynamo was active after the Hellas
impact basin formed. In the former case, the Hellas impact may have de-
stroyed the pre-Hellas volcanic edifice, and only deep-seated thermorem-
anent magnetization (TRM) could have survived. In comparison to the ER
data, the final model predicts a less distinctive magnetic signature at an
altitude of 185 km (Fig. 10.3d) above Hadriaca Patera (black-white circle la-
beled H in Fig. 10.3a). In addition, no corresponding anomaly is predicted
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(b) ER data at 185kmaltitude [Lillis et al., 2008a]
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(c) Crustal field at surface altitude
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(d) Crustal field at 185 km altitude
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(e) Free-Air gravity [Konopliv et al., 2011]
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(f) Geologic Map [Tanaka et al., 2014]

Figure 10.3. In this figure, different aspects of the region surrounding the volcanoes Tyrrhena Patera
(labeled T in (a)) and Hadriaca Patera (labeled H in (a)) are shown. The locations of Hadriaca Patera
and Tyrrhena Patera are indicated by black-white solid circles. Further, the locations of possible magma
chambers [Kiefer, 2003a] are indicated by dashed black circles. For more details of the figure, please
refer to the caption of Fig. 10.1.
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by the final model at surface altitude (Fig. 10.3c). Even more, weaker field
intensities (F) at surface altitude approximately correlate with two subsur-
face magma chambers (black dashed circles), which would explain the asso-
ciated gravity anomalies (Fig. 10.3e) [Kiefer, 2003a]. Therefore, post-Hellas
volcanic activity at Hadriaca Patera may have thermally demagnetized a
previously magnetized region, which is still visible to the east of Hadriaca
Patera. In this scenario, the Martian core dynamo was inactive when the
Hellas impact basin and Hadriaca Patera formed.

10.1.4 Syrtis Major

Syrtis Major Planum is located west of the Isidis impact basin (Fig. 10.4a)
and extends to over 1100 km in diameter [Schaber, 1982; Hiesinger and
Head, 2004]. It is covered by Hesperian-aged lava sheets [Hiesinger and
Head, 2004; Tanaka et al., 2014] with an age of 3.56 − 3.71Gyr [Michael,
2013] and a thickness of 0.5 − 1.0 km [Hiesinger and Head, 2004] (early
Hesperian volcanic unit (eHv) in Fig. 10.4f). Furthermore, a large central
depression is present in Syrtis Major Planum (Fig. 10.4a), which may have
formed by the collapse of an excavated magma chamber [Werner, 2009].
Similarly, two volcanic calderas within this depression (black-white circles
in Fig. 10.4), namely Meroe Patera to the north and Nili Patera to the south,
may have formed [Robbins et al., 2011] at ∼3.75Gyr [Werner, 2009; Robbins
et al., 2011] and at ∼2.25Gyr ago [Robbins et al., 2011], respectively. In
addition, a positive free-air gravity anomaly (Fig. 10.4e) is present at the
location of the central depression, which may indicate the presence of dense
residual cumulates in the collapsed magma chamber [Kiefer, 2004]. Kiefer
[2004] modeled these residual cumulates as two cylinders with a vertical
thickness of 10 km and obtained best-fit locations as marked by the solid
white circles in Fig. 10.47.

Turning to the magnetic field at Syrtis Major Planum, Lillis et al. [2008a]
and Lillis et al. [2015] observed an hourglass-shaped region of weak field
intensities (F) in the ER data over the central depression of Syrtis Major
Planum (Fig. 10.4b). Accordingly, they provided a detailed model of ther-
mal demagnetization by sills and dikes in this region. Likewise, Milbury
et al. [2012] argued on the basis of MAG data that the volcanic events related
to Nili and Meroe Paterae thermally demagnetized the crust. As well, the
magnetic field intensities (F) as predicted by the final model at an altitude
of 185 km (Fig. 10.4d) and at the mean surface altitude (Fig. 10.4c) show a
region of low fields at the location of the two calderas (black-white circles)
and at the location of the modeled magma chambers (solid white circles).
Hence, the magnetic signature of Syrtis Major Planum implies that the Mar-
tian dynamo was inactive since 3.56− 3.75Gyr ago.

7 The exact shape, extent, and location of the buried load cannot be uniquely constrained
from gravity data alone, and the obtained solution is non-unique [Kiefer, 2004].



10.1 magnetic signature of volcanoes 139

−5030−4132−3234−2336−1438 −540 358 1256 2154 3052 3950

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

T
o

p
o

 [
k
m

]

(a) MOLA Topography
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(b) ER data at 185 km altitude [Lillis et al., 2008a]
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(c) Crustal field at surface altitude
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(d) Crustal field at 185 km altitude
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(e) Free-Air gravity [Konopliv et al., 2011]

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

eHv

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

56˚

56˚

70˚

70˚

84˚

84˚

0˚ 0˚

8˚ 8˚

16˚ 16˚

(f) Geologic Map [Tanaka et al., 2014]

Figure 10.4. Different aspects of Syrtis Major Planum are shown. The eastern border of the map also
shows the western part of the Isidis impact basin. In addition, the locations of Nili Patera (south) and
Meroe Patera (north) are indicated by black-white solid circles, and the location of possible magma
chambers [Kiefer, 2004], as obtained from gravity data, are shown by solid white circles. For more
details of the figure, please refer to the caption of Fig. 10.1.
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(b) Lithospheric field at surface altitude

Figure 10.5. (a) The MOLA topography and (b) the magnetic field intensity (F) as
predicted by the final model at surface altitude are shown over Arabia Terra. The
numbered black-white ellipses refer to the volcanic calderas suggested by Michal-
ski and Bleacher [2013], namely Eden Patera (1), Euphrates Patera (2), Siloe Patera
(3), Ismenia Patera (4), Oxus Patera (5), and Oxus Cavus (6). The lettered lines
correspond to the profiles shown in Fig. 10.6.

10.1.5 Arabia Terra

Recently, Michalski and Bleacher [2013] identified a volcanic province close
to the dichotomic boundary in Arabia Terra (Figs. 10.5 and A.1). In more de-
tail, this volcanic province consists of several volcanic calderas that are mor-
phologically similar to degraded impact craters [Michalski and Bleacher,
2013]. In Fig. 10.5, these calderas are marked by numbered black-white
ellipses and shown along with the MOLA topography (Fig. 10.5a) and the
magnetic field intensity (F) as predicted by the final model at surface al-
titude (Fig. 10.5b). In addition, Fig. 10.6 shows the surface magnetic field
intensity (F) along the profiles corresponding to the black lines in Fig. 10.5.
These profiles are labeled by letters, which also mark the point where the
corresponding distance is 0 km in Fig. 10.6. As well, the individual calderas
are marked by vertical solid red lines in Fig. 10.6.

For Eden Patera (labeled 1) and Euphrates Patera (labeled 2), which show
the most unambiguous signs of volcanic activity [Michalski and Bleacher,
2013], no distinct magnetic signature is observed (Fig. 10.5b and
Fig. 10.6). As well, this is the case for Ismenia Patera (labeled 4) , although it
is located at the rim of a larger positive anomaly (c.f. profile B). Hence, the
corresponding main magma chambers of these calderas either are spatially
offset from the respective caldera, or cannot be resolved by the final model,
or may have only weakly (de)magnetized the crust. In contrast, Oxus Cavus
(labeled 6) and Siloe Patera (labeled 3) can be related to a local magnetic
field minimum. Consequently, these calderas may have partially demagne-
tized the crust and the Martian core dynamo may have been extinct at the
time of their formation. However, the size of these calderas is at the reso-
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Figure 10.6. The magnetic field intensity (F) along the two profiles of Fig. 10.5 is
shown as predicted by the final model at surface altitude. The distance is measured
along the respective track from west to east. In addition, the vertical red lines
correspond to the locations of the volcanic calderas that have been discovered by
Michalski and Bleacher [2013] and which are also indicated by black-white ellipses
in Fig. 10.5.

lution limit of the final model, and other areas of weak fields in the shown
region cannot be linked to any visible geological structures.

In any case, the ages of the described calderas in Arabia Terra are un-
known. Still, it is estimated that they formed in the late Noachian to early
Hesperian period [Michalski and Bleacher, 2013], and accurate age determi-
nations of these features would provide further constraints on the magnetic
history of Mars.

10.1.6 Malea Planum

The highland volcanoes Pityusa Patera, Malea Patera, Peneus Patera, and
Amphitrites Patera are shown in Fig. 10.7. These volcanoes are located
within Malea Planum, a late Noachian volcanic unit [Tanaka et al., 2014]
at the southwestern rim of the Hellas impact basin [Williams et al., 2009].
Out of these, Amphitrites Patera is the only caldera associated with a pos-
itive gravity anomaly [Williams et al., 2009], and was emplaced at about
3.6− 3.8Gyr ago [Williams et al., 2009; Werner, 2009]. Likewise, the remain-
ing volcanic sites in Malea Planum formed at around 3.8Gyr ago [Williams
et al., 2009].

With the exception of an isolated anomaly west of Pityusa Patera (labeled
4), Malea Planum lacks any detectable magnetic fields (Fig. 10.7b). Likewise,
the volcanic structures in this region are not related to any crustal magnetic
fields. This observation may be explained by either of the following three
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(b) Crustal field at surface altitude

Figure 10.7. (a) The MOLA topography and (b) the magnetic field intensity (F) as
predicted by the final model at surface altitude are shown for a region over Malea
Planum. The numbered black-white ellipses refer to the highland volcanoes Malea
Patera (1), Peneus Patera (2), Amphitrites Patera (3), and Pityusa Patera (4).

scenarios: the core dynamo had ceased operating when these volcanoes
were active, the TRM associated with these volcanoes is below the detection
limit of the final model, or the same (unknown) process responsible for the
surrounding low-field region is responsible for the lack of any magnetic
signatures above these calderas.

10.2 magnetic signatures of impact craters

Impacts on a planetary crust may alter the crustal magnetization through
shock and thermal de/magnetization (e.g., Hood et al. [2003]; Mohit and
Arkani-Hamed [2004]; Shahnas and Arkani-Hamed [2007]; Louzada et al.
[2011]; Lillis et al. [2013b]). In particular, impacts simultaneously reset the
surface age and the magnetization within a large volume of crust, which
is usually not the case for volcanoes [Lillis et al., 2013a]. Hence, magnetic
signatures of impact craters can be used to constrain the lifespan of the
Martian core dynamo. Nevertheless, an impact crater with no observable
magnetic field may still have formed when the core dynamo was active
[Solomon et al., 2005; Lillis et al., 2010b; Hood et al., 2010]8.

It is widely accepted that the magnetic signatures of impact craters are
consistent with a shutdown of the core dynamo at around 4.1Gyr ago (e.g.,
Acuña et al. [1999]; Lillis et al. [2008]; Lillis et al. [2013a]; Robbins et al.
[2013]). However, previous studies were limited to large craters, as the
magnetic signatures of small craters cannot be resolved at the Mars Global

8 Several scenarios have been suggested when this might happen: (1) if coherence wave-
lengths are either too small or too large [Lillis et al., 2010b; Carporzen et al., 2005], (2) if
single domain (SD) minerals cannot form due to slow cooling rates in thick impact melt
sheets [Hood et al., 2010], or (3) if the magnetic signature of impact craters was erased by,
e.g., aqueous alteration [Solomon et al., 2005].
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Surveyor (MGS) sampling altitudes. Here, we will use the final model to
predict the magnetic field at surface altitude, to reinvestigate the magnetic
signature of the large impact basins, and to analyze the magnetic field sig-
nature of selected impact craters down to ∼150 km in diameter.

10.2.1 Large basins

The magnetic signature of impact craters with diameters larger than
∼1000 km and ∼500 km may be resolved from satellite data at the mapping
phase orbit (MPO) and AB/SPO/ER altitudes, respectively [Lillis et al., 2008;
Lillis et al., 2010b]. For any smaller craters, one cannot distinguish be-
tween demagnetized and magnetized craters, as neighboring fields may
contribute to the field observed over the respective crater at orbit altitude.

The largest apparent impact basins on Mars, namely Hellas, Argyre, and
Isidis, lack any observable magnetic fields in the MAG data [Acuña et al.,
1999; Arkani-Hamed, 2001b] and to a great part in the ER data as well [Lil-
lis et al., 2008; Lillis et al., 2010b]. Based on their ages of 3.97− 4.08Gyr
(Hellas), 3.95− 3.96Gyr (Argyre), and 3.83− 4.04Gyr (Isidis) [Nimmo and
Tanaka, 2005; Frey, 2008; Werner, 2008; Fassett and Head, 2011; Robbins
et al., 2013], it was concluded that the Martian core dynamo was extinct at
∼4.0− 4.1Gyr ago (e.g., Acuña et al. [1999]; Lillis et al. [2008]; Lillis et al.
[2013a]).

In addition to the large apparent impact basins mentioned above, several
buried basins have been discovered from an analysis of crustal thickness
and MOLA topography data [Frey et al., 1999, 2002; Frey, 2008]. In Fig. 10.8,
all dated impact basins with diameters D ⩾ 924 km [Frey et al., 2002; Rob-
bins et al., 2013] are shown by purple ellipses along with the magnetic
field intensity (F) as predicted by the final model at surface altitude. Not
surprisingly, the magnetic field intensities (F) at the Hellas, Argyre, and
Isidis impact basins are below the detection limit of the final model. As
well, the Utopia (4.11Gyr), the North Polar (4.12Gyr), the North Tharsis
(4.13Gyr), and the In Amazonis (4.15Gyr, all ages by Frey [2008] and Lillis
et al. [2013a]) impact basins lack any observable fields. Still, two younger
craters are present within In Amazonis [Robbins et al., 2013] which may ob-
scure its previous magnetic signature [Lillis et al., 2013a]. Similarly, North
Polar and North Tharsis may have been demagnetized by the same process
as the surrounding low-field regions (possibly volcanic activity of Tharsis
[Lillis et al., 2013a]). Further, the Utopia impact basin is characterized by
weak magnetic anomalies occurring along most of its crater rim, except
for its southeastern quadrangle, where Elysium might have thermally de-
magnetized the crust. Therefore, Mitchell et al. [2007] suggested that the
core dynamo might have been active when Utopia formed. Other impact
basins with weaker field intensities (F) at their centers as compared to their
surroundings include Prometheus (4.03− 4.06Gyr, [Robbins et al., 2013]),
Acidalia (4.11Gyr), Chryse (4.14Gyr), and Amenthes (4.22Gyr, all ages by
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(b) Crustal field at surface altitude

Figure 10.9. (a) MOLA topography and (b) surface magnetic field intensity (F) as
predicted by the final model at surface altitude for a region in western Terra Sabaea.
In addition, all craters with diameters 150 km ⩽ D ⩽ 500 km are highlighted by
black-white circles with their names written at their centers. For unnamed craters,
the same Greek letters as in Robbins et al. [2013] are used.

Frey [2008] and Lillis et al. [2013a]). The remaining basins have ages of
4.13− 4.20Gyr [Frey, 2008; Robbins et al., 2013; Lillis et al., 2013a], and are
associated with comparable or stronger magnetic fields than their surround-
ings. For example, Amazonis (4.15Gyr) hosts stronger field intensities (F)
as its surroundings, Ladon (4.17− 4.18Gyr) features a strong field intensity
(F) within its center, and Solis may have been thermally demagnetized in its
northern half by Tharsis volcanism. Hence, these impact basins may have
formed when the core dynamo was active.

To sum up, no detectable fields were observed in impact basins of
< 4.15Gyr in age. On the other hand, positive magnetic signatures were
observed for basins with ages of > 4.13Gyr. The only exception is Amen-
thes with an age of ∼4.22Gyr, but its low-field signature is not as distinct
as for most of the younger basins. Therefore, a core dynamo may have
been active until 4.13− 4.15Gyr ago, which is in agreement with previous
studies (e.g., Lillis et al. [2008]).

10.2.2 Smaller craters

Magnetic field observations at the MGS sampling altitudes cannot directly
be used to investigate the magnetic field signature of craters smaller than
∼500 km in diameter (Sec. 10.2.1). The main reason is that smaller wave-
lengths are attenuated more strongly with increasing altitude (Eq. 6.17). In
addition, a magnetic field might be observed over a demagnetized region
if the ratio of the demagnetized area and the observation altitude is below
a certain threshold (c.f. Sec. 1.4). As a workaround, Lillis et al. [2010b] and
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Lillis et al. [2013a] used a statistical approach9 which is suitable for craters
down to 300 km in diameter. As an alternative, the final model can be used
to investigate the surface magnetic field signature of impact craters with
diameters down to 195 km10.

terra sabaea Exemplarily, we investigate the surface magnetic field
signatures of impact craters with diameters of 150 km ⩽ D ⩽ 500 km that
are located in the western part of Terra Sabaea (Fig. 10.9). Among these
craters, a central field minimum is observed for Janssen (154 km in diame-
ter, 3.83− 3.93Gyr) in age11), Schiaparelli (446 km, 3.91− 3.93Gyr [Werner,
2008; Robbins et al., 2013]), iota (326 km, 4.10− 4.17Gyr), Henry (168 km,
3.93− 4.00Gyr), and Tikhonravov (344 km, 4.12− 4.19Gyr [Robbins et al.,
2013] and 4.10Gyr [Werner, 2008]). Conversely, no central field minimum
can be related to Arago (152 km, 3.73− 4.03Gyr) and lambda (285km, not
dated).

For the five craters with a central field minimum, the normalized circum-
ferential average of the magnetic field intensity (F) as a function of the radial
distance to the center of the respective crater is shown in Fig. 10.10 for the
MPO altitude of 400 km (blue line), the ER sampling altitude of 185 km (black
line), and the mean surface altitude of 3393.5 km (red line). For Schiaparelli
(crater 1, 446 km in diameter), the field profiles at altitudes of 400 km and
185 km are compatible with a magnetized or partially demagnetized crater,
which is in accordance with the ER data [Shahnas and Arkani-Hamed, 2007;
Lillis et al., 2013b]. In contrast, the surface field intensity (F) drops to almost
zero in the center of the crater (Fig. 10.9b), and a strong field contrast is ob-
served between the surface field intensities (F) inside and outside the crater
rim (Fig. 10.10), which rather suggests that Schiaparelli is demagnetized.
The crater iota (crater 2, 324 km in diameter) shows no significant difference
in its magnetic field signature at altitudes of 185 km and at surface altitude,
which may be explained by large coherence wavelengths. Further, Jannsen
(crater 3, 154 km in diameter) and Henry (crater 4, 168 km in diameter) are
at the resolution limit of the final model. Interestingly, the field contrast
of Henry is largest at an altitude of 185 km. Clearly, this example not only
demonstrates how the characteristics of the magnetic signature can change
with altitude, mainly depending on the coherence wavelength of the mag-
netized crust, but also that the final model may not be used to investigate

9 Lillis et al. [2010b] and Lillis et al. [2013a] simulate the crustal magnetization by randomly
oriented sources with a given coherence wavelength. Subsequently, the resulting magneti-
zation distribution is partially demagnetized within a cylindrical area. Then, the resulting
magnetic field ratio of field intensities (F) inside and outside the crater rim is calculated.
In a Monte Carlo approach, this procedure is repeated for several random magnetization
distributions and for different observation altitudes. In this way, the probability to observe
the measured ratio of field intensities (F) can be calculated in dependence of the degree of
demagnetization.

10 With a maximum SH degree of L = 110, as used for the final model, the spatial wavelength
is about 2πR/L ≈ 195km.

11 Ages and diameters as given by Robbins et al. [2013], if not otherwise specified.



10.2 magnetic signatures of impact craters 147

0.0 0.5 1.0 1.5 2.0

Crater radii

0

230

460

0 111 222 333 444

Distance (km)

0.0

0.5

1.0

0.0

0.5

1.0

0

878

1756

0 81 162 243 324

0.0

0.5

1.0

0.0

0.5

1.0

0

712

1424

0 38 76 114 152

0.0

0.5

1.0

0.0

0.5

1.0

0

401

802

0 41 82 123 164

0.0

0.5

1.0

0.0

0.5

1.0

0

267

534

0 85 170 255 340

0.0

0.5

1.0

0.0

0.5

1.0

B (0 km) [nT]B/Bmax

C
ra

te
r 

5
C

ra
te

r 
4

C
ra

te
r 

3
C

ra
te

r 
2

C
ra

te
r 

1

0 km 185 km
400 km
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Figure 10.10. The circumferentially averaged magnetic field intensity (F) of se-
lected craters as predicted by the final model at the MPO altitude of 400 km (blue),
the ER sampling altitude of 185 km (black) and the mean surface altitude of 0 km
(red) are shown. The craters have been selected based on the presence of a cen-
tral field minimum in Fig. 10.9. On the left ordinate, the relative field intensity
(F) is given, whereas the absolute field intensity (F) at surface altitude is given on
the right ordinate. Copyright 2014 by the American Geophysical Union, reprinted
from Fig. 13 of Morschhauser et al. [2014] with kind permission from publisher
John Wiley & Sons Ltd.
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craters below the resolution limit of ∼195 km. Finally, the magnetic field
profile of Tikhonravov (crater 5, 344 km in diameter) is compatible with a
demagnetized crater. This conclusion is in accordance with the results of
Langlais et al. [2004], but in contrast to the results of Lillis et al. [2013a],
who found that Tikhonravov is at least partially magnetized.

To sum up, Jannsen and Schiaparelli, both < 4.0Gyr in age, feature a
distinct low-field region in their centers. In contrast, the equally young
craters Henry and Arago show a weak magnetic field contrast at surface
altitude and cannot be associated with a low-field region. However, these
two craters are at the resolution limit of the final model and their magnetic
signature may not sufficiently be resolved. The older craters Tikhonravov
and iota, with ages of 4.10− 4.19Gyr, may as well be demagnetized. How-
ever, Tikhonravov is located within a larger region of low fields, which may
have formed by a process that is unrelated to the impact. In conclusion, the
ages and associated field signatures of the investigated craters are mostly
consistent with a dynamo shutdown earlier than 4.10− 4.19Gyr ago. Nev-
ertheless, the magnetic signature of small craters such as Henry and Arago
may not be fully resolved. Moreover, many circular low-field regions are
present that cannot be related to any particular impact crater. In some cases,
the low-field region at the center of small craters may therefore be unrelated
to these impacts. Hence, the magnetic signatures of small craters should be
interpreted with care.

traces of an impact in terra sirenum The global map of the
magnetic field intensity (F) at surface altitude (Fig. 7.4 on p. 89) features
a remarkable low-field region which is shown in detail in Fig. 10.11. This
region is located within the strongly cratered terrain of Terra Sirenum (TS)
(Fig. 10.11a), very close to the strongest crustal fields on Mars (Figs. 10.11b
and 10.11c). Interestingly, the location and extension of a previously iden-
tified multiring basin (T. Sirenum) with ring diameters of 500 and 1000 km
(black circles in Fig. 10.11) [Schultz et al., 1982] match the location and ex-
tension of this low-field region. Within this impact basin, the predicted
surface field decreases from about 3500nT at the outer crater rim to less
than 70nT at the crater center. In consequence, impact demagnetization is
a viable explanation for this low-field region. As the age of T. Sirenum is
currently unknown, we examine the ages of overprinted craters [Robbins
et al., 2013] which are indicated by the white circles in Fig. 10.11. From
this analysis, we obtain a lower age limit of 3.67− 4.09Gyr for T. Sirenum,
which is compatible with a dynamo shutdown at ∼4.10Gyr ago [Lillis et al.,
2013a].

Previously, Nimmo and Gilmore [2001] concluded on the basis of AB/SPO
data that the crater T. Sirenum is magnetized. These data are shown by
colored circles in Fig. 10.11c along with the field intensity (F) as predicted
by the final model at 185 km altitude. Indeed, the magnetic field contrast
of the low-field anomaly with respect to its surroundings is lower at this
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(a) MOLA Topography
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(b) Crustal field at surface altitude
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(c) Crustal field at 185 km altitude
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(d) ER data at 185km altitude [Lillis et al.,
2008a]

Figure 10.11. (a) The MOLA topography, (b) the magnetic field intensity (F) as
predicted by the final model at the mean surface altitude, (c) the magnetic field
intensity (F) as predicted by the final model at the ER sampling altitude, and (d) the
magnetic field intensity (F) as measured by the ER are shown over an area in TS that
includes a remarkable low-field region. A previously identified multiring basin
[Schultz et al., 1982] is outlined by black circles, and other craters with diameters
150 km ⩽ D ⩽ 500 km in this area are marked by white circles. In addition, the
AB/SPO data over this area are shown by colored circles along with the predicted
field at 185 km altitude (c). These circles vary in size, and larger circles are closer to
the map altitude of 185 km. Further, gray areas in the ER data (d) indicate regions
where no ER data is available due to closed crustal magnetic field lines.

altitude than at surface altitude. However, the low-field region is still visible
at 185 km altitude, particularly in the ER data (Fig. 10.11d).

10.3 summary

We have reanalyzed the magnetic signatures of most volcanoes and of se-
lected impact craters on Mars with respect to the timing of the Martian
core dynamo. For this purpose, the crustal magnetic field as predicted by
the final model was evaluated at the mean surface altitude of 3393.5 km. In
contrast to previous interpretations, we have demonstrated that no volcanic
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province or individual volcano on Mars shows convincing signs of TRM.
Therefore, we conclude that the Martian core dynamo was already inactive
at the time of the oldest visible traces of major volcanic activity, at around
4.0Gyr ago. In agreement with this result, the magnetic field signatures of
large impact basins with diameters D > 924 km suggest that the Martian
core dynamo ceased at around 4.13− 4.15Gyr ago. Further, we have iden-
tified a region of very low crustal magnetic fields which is most probably
related to the multiring basin T. Sirenum. With an estimated age of at least
3.67− 4.09Gyr, a lack of strong magnetic fields over this crater is also in ac-
cordance with our findings above. The magnetic field signatures of smaller
craters are more difficult to assess, as these signatures are efficiently atten-
uated with observation altitude. Therefore, previous studies based on ER
and MAG data were restricted to craters of diameters D < 300 km. Here,
we exemplarily the magnetic field signatures of craters with diameters of
D = 152− 446 km in Terra Sabaea. As a result, we found that these smaller
craters are consistent with a dynamo shutdown at 4.10− 4.19Gyr ago. In
particular, the crater Schiaparelli (D = 446 km, 3.91− 3.93Gyr) appears to
be demagnetized in contrast to previous findings.

Overall, the magnetic signatures of volcanic structures and impact craters
are in agreement with a dynamo shutdown in the Noachian at around
4.1Gyr ago. This conclusion is in agreement with previous studies based
on impact basins (e.g., Acuña et al. [1999]; Mohit and Arkani-Hamed [2004];
Lillis et al. [2008]; Lillis et al. [2013a]), but not with some of the earlier stud-
ies based on volcanoes [Lillis et al., 2006; Langlais and Purucker, 2007; Hood
et al., 2010; Milbury et al., 2012].
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M A G N E T I Z AT I O N A N D M A G N E T I C M I N E R A L S

This chapter describes the work of a collaboration with Foteini Vervelidou1

who significantly contributed to the results.

The inversion of magnetic field data for the underlying distribution of
magnetization is not unique as an infinite number of magnetization distri-
butions results in the same magnetic field. In other words, the null space
of this problem is infinite. However, if the magnetization is confined to a
spherical shell, Gubbins et al. [2011] showed that the null space can be sepa-
rated by an expansion in complex vector spherical harmonic (SH) functions.
These functions are orthogonal over the sphere, denoted by Yml,l+1, Y

m
l,l−1,

and Yml,l, and represent the parts E, I, and T of the magnetization which
result in a magnetic field observable only external to the magnetized shell
(Yml,l+1), only inside the magnetized shell (Yml,l−1), and only internal to the
magnetized shell (Yml,l) [Gubbins et al., 2011]. Hence, the magnetization can
be expanded as

M(r, θ,ϕ) =
∑
l,m

(
Eml Y

m
l,l+1 + I

m
l Y

m
l,l−1 + T

m
l Yml,l

)
= E+ I+ T (11.1)

where Eml , Iml , and Tml refer to the respective expansion coefficients.
Now, E+ T span the null space and I is uniquely related to the observed

crustal field [Gubbins et al., 2011]. Hence, the coefficients Iml of the magne-
tization can be obtained from the Gauss coefficients gml ,hml of a model of
the crustal magnetic field. For instance, Gubbins et al. [2011] obtained2{

Re
(
Iml
)

Im
(
Iml
) }

=
107

µ0

a√
lϵm

{
+gm,c

l

−gm,s
l

}
(11.2)

for an infinitely thin magnetized layer located at the reference radius a of
the model. Here, ϵm = 2− δm0 where δm0 is the usual Kronecker delta3,
and gm,c

l and gm,s
l refer to the internal Gauss coefficients associated with

the cosine and sine terms of the real SH functions (Eq. 6.9). The part I of
the magnetization is necessary and sufficient to describe the observed field

1 Geoforschungszentrum Potsdam, foteini.vervelidou(at)gfz-potsdam.de.
2 Here, Système Internationale (SI) units are used, the Gauss coefficients gml ,hml are given

in nT, and the reference radius a is given in km. Further, the resulting coefficients Im
g/h,l

have units of ampere (A).
3 If x = y, then δxy = 1, else δxy = 0.

151



152 magnetization and magnetic minerals

outside of the magnetized shell. In other words, no part of the magne-
tization I can be removed without changing the resulting magnetic field,
but an infinite number of magnetization distributions as described by the
null space spanned by E+ T (Eq. 11.1) may be added. As a result, the total
magnetization may locally be lower than the necessary magnetization I.

We applied this framework to the final model and made two improve-
ments to the work of Gubbins et al. [2011]. First, we found that complex
SH as used by Gubbins et al. [2011] lead to spurious longitudinal magneti-
zations4. Therefore, we use real vector SH with

Y lm,l−1 =
1

rl−1
√
l
∇
[
rlYlm(θ,ϕ)

]
(11.3)

for the part describing I and analogous expressions for the other two parts.
Then, the real expansion coefficients with units of ampere (A) can be ob-
tained from

Ilm =
107

µ0

a√
l
gml (11.4)

where m is now taking values from −l to l (c.f. Eq. 6.9). Second, we mod-
ified Eq. 11.2 to allow for a magnetic shell thickness of d [km], with its top
located at the reference radius a. In this case,

Ilm =
104

µ0

al+2√
l

1

d

[∫a
a−d

rl+1M(r, θ,ϕ)dr
]−1

gml , (11.5)

where the coefficients Ilm have units of A/m. Now, if a radially indepen-
dent magnetization M(θ,ϕ) is considered, the integral in Eq. 11.5 is given
by ∫a

a−d
rl+1M(θ,ϕ)dr =

al+2 − (a− d)l+2

l+ 2
M(θ,ϕ) (11.6)

and the coefficients Ilm can be calculated from

Ilm =
104

µ0

l+ 2√
l

1

d

[
1−

(
1−

d

a

)l+2]−1
gml . (11.7)

With regard to the final model, we use a magnetized layer thickness of
d = 40 km (Sec. 2.2) and present the resulting necessary magnetization I

in Fig. 11.1. The overall pattern of this magnetization is similar to that
of the magnetic field at surface altitude (Fig. 7.4), but differences exist in
detail (Fig. 11.2). Turning to the extreme values, we observe a maximum

4 This problem may be related to Eq. 11.2, where the orders m take only positive values on
the right-hand side, while both positive and negative values are necessary on the left-hand
side in order for Eq. 11.1 to hold.
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Figure 11.1. The magnetization is shown which is necessary to explain the magnetic field as pre-
dicted by the final model. The magnetization extends over a 40 km thick layer with radially uniform
magnetization. From bottom to top, the horizontally north (X), east (Y), and vertically down (Z)
components, and the magnetization intensity (F) are shown.
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(a) Crustal field at surface altitude
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(b) Magnetization of a 40 km thick layer

Figure 11.2. (a) The magnetic field intensity (F) as predicted by the final model at
surface altitude and the (b) magnetization intensity (F) that is necessary to explain
this field are presented for the same region as shown in Fig. 10.9. The magnetiza-
tion has been obtained for a 40 km thick layer of radially uniform magnetization.

magnetization of ∼20A/m for the intensity (F), and minimum and maxi-
mum magnetizations of −16/13A/m, −7/9A/m, and −19/12A/m for the
horizontally north (X), east (Y), and vertically down (Z) components, re-
spectively. In good agreement, Purucker et al. [2000] obtained −22/17A/m
for the vertically down (Z) component and Langlais et al. [2004] obtained
±12A/m for all components (Tab. 2.1) whereas larger values of 44A/m for
the intensity (F) and of 25A/m for all components were obtained by Arkani-
Hamed [2002c]5 and Whaler and Purucker [2005]5, respectively. Still, tese
results are in accordance with our magnetization model which describes
the necessary magnetization, and the actual magnetization may be larger.

Now, we will address the question which magnetic minerals could sup-
port the necessary magnetization of 20A/m. For this purpose, we cal-
culated the required volume concentrations for some candidate minerals
(c.f. Tab. 2.1). It turns out that single domain (SD)- and multi domain (MD)
hematites require ⩾ 2% and 0.8 − 17% volume mineral content, respec-
tively. However, these minerals have not been discovered in Shergottite,
Nakhlite, and Chassignite meteorites (SNCs) (Sec. 2.3). Further, SD pyrrhotite
requires 0.2 − 2% volume mineral content, and slightly larger values of
2− 4wt.% were obtained by Dunlop and Arkani-Hamed [2005]. However,
pyrrhotite has a low Curie temperature and is easily demagnetized by im-
pacts. Finally, SD magnetite requires a volume concentration of 0.08− 1.00%
and has been discovered in SNCs, making it the most promising candidate
(Sec. 2.3). Still, SD magnetite is hard to form in intrusive sills and dikes, and
the relatively young SNCs may not be representative for the highly magne-
tized Noachian crust (Sec. 2.3).

5 For comparison, their magnetizations were linearly scaled to a 40 km thick magnetized
layer.
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I S O L AT E D M A G N E T I C A N O M A L I E S - PA L E O P O L E S

With regard to the open questions in Ch. 2, the analysis of isolated anoma-
lies and paleopoles can contribute to study the early tectonic regime of
Mars (Sec. 2.6), true polar wander related to the emplacement of the Thar-
sis bulge (Sec. 2.5), or crustal magnetization (Sec. 2.2). Usually, paleopole
positions are estimated by fitting one or more homogeneously magnetized
sources of a given shape and depth to a lithospheric field anomaly. Ideally,
an isolated anomaly should be chosen that corresponds to a geological fea-
ture or to a gravitational anomaly (Sec. 2.5). In the following, we will give
examples of isolated anomalies which the final model allows to resolve
properly. As a next step, these isolated anomalies may be used to estimate
paleopole positions and to analyze their uncertainty with the model covari-
ance (Sec. 7.4) and resolution matrices (Sec. 7.5).

12.1 south polar

As shown in Fig. 12.1, two isolated anomalies are located between the Hel-
las and Argyre impact basins. More accurately, anomaly A (Fig. 12.1a) is
located at 357◦E/52◦S in Noachis Terra, and anomaly B (Fig. 12.1a) is lo-
cated at 28◦E/64◦S at the western edge of Malea Planum, a region of the
late Noachian volcanic plains (Sec. 10.1.6).

The presence of these anomalies is confirmed by the ER (Fig. 12.1e) and
the AB/SPO data (filled circles in Fig. 12.1f). Further, both the surface field
intensity (F) along with the horizontal field components (Fig. 12.1b) and the
vertically down (Z) component (Fig. 12.1d) at surface altitude as predicted
by the final model indicate that these anomalies may originate from two al-
most vertically oriented dipoles, each opposite in sign. If their true magne-
tization pattern is indeed resolved, and if the Martian core field was dipolar,
it follows that these anomalies must have acquired their magnetization at
high magnetic latitudes. Also, at least one pole reversal of the Martian core
dynamo must have occurred in this case [Arkani-Hamed, 2001a; Frawley
and Taylor, 2004].

Acuña et al. [2001] already discovered anomaly B in the mapping phase
orbit (MPO) data, but no paleomagnetic pole positions have been calculated
for this anomaly. Anomaly A, on the other hand, was discovered only
with the final model [Morschhauser et al., 2014]. Previously, its discovery
may have been hampered for two reasons which are related to its weak
field signature: First, it can easily be masked by non-lithospheric noise,
and second, anomaly A is hardly visible at the MPO altitude where many
lithospheric field models have been evaluated.
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(a) MOLA Topography
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(b) Field intensity (F) and horizontal field at
surface altitude
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(c) Free-Air gravity [Konopliv et al., 2011]
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(d) Vertically down (Z) component at
surface altitude

(e) ER data at 185 km altitude [Lillis et al.,
2008a]
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(f) Lithospheric field at 185 km altitude

Figure 12.1. Two isolated magnetic anomalies (black circles) are shown which are
located in Noachis Terra. As well, the Noachian volcanic unit Pityusa Patera is
shown (white circle). In detail, the subfigures display (a) the MOLA topography,
(b) the magnetic field intensity (F) (colors) and the horizontal components (black
arrows) as predicted by the final model at the mean surface altitude, (c) the free-
air gravity [Konopliv et al., 2011], (d) the vertically down (Z) component of the
magnetic field as predicted by the final model at the mean surface altitude, (e)
the magnetic field intensity (F) as measured by the ER at ∼185 km altitude, and (f)
the magnetic field intensity (F) as predicted by the final model at 185 km altitude
along with the measured AB/SPO data (filled circles which are larger when closer
to 185 km).
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The source of these anomalies is unknown, and no obvious geologic (not
shown), topographic (Fig. 12.1a), or gravimetric (Fig. 12.1c) feature is asso-
ciated with them. Anomaly B, however, is located above a late Noachian
volcanic unit [Tanaka et al., 2014] in Malea Planum, about 250 km from the
center of Pityusa Patera (white solid circle in Fig. 12.1). However, if Pityusa
Patera is related to anomaly B, it remains questionable why the other volca-
noes in Malea Planum, all of similar age and morphology [Williams et al.,
2009], are not associated with a magnetic signature (Sec. 10.1.6).

12.2 arcadia planitia

Another two isolated anomalies, spaced ∼450 km apart, are presented in
Fig. 12.2 (black-white ellipses). These anomalies are located near the west-
ern rim of Arcadia Planitia in the northern lowlands, and centered at
167◦E/57◦N (anomaly A) and 168◦E/49◦N (anomaly B).

The magnetic field intensity (F) along with the horizontal field vectors
and the vertically down (Z) component of the magnetic field as predicted
by the final model are displayed at two altitudes in Fig. 12.2: the fields at
surface altitude are shown in Figs. 12.2b and 12.2f, respectively, and the
fields at an altitude of 185 km are shown in Figs. 12.2c and 12.2g, respec-
tively. From a qualitative assessment, anomaly A may represent a vertically
oriented dipole, while anomaly B may either represent a horizontally ori-
ented dipole with a declination of ∼60◦ or a dipole with an inclination of
∼30◦ and a declination of ∼90◦. The two anomalies cannot be related to any
topographic (Fig. 12.2a) or geologic (not shown) surface feature. Concern-
ing the gravity data (Fig. 12.2e), we observe a larger region with negative
free-air anomalies in the vicinity of the magnetic anomalies. Yet, these
gravity anomalies do not uniquely correspond to the magnetic field anoma-
lies.The ER data (Fig. 12.2h) confirm a local field maximum at the locations
of these two anomalies. However, the field signature of anomaly A is off-
set by ∼150 km, which is possibly too large to be explained by the spatial
uncertainty of 50− 150 km in the ER data [Lillis et al., 2008a]. In any case,
this offset cannot be confirmed by the AB/SPO data (Fig. 12.2d). Further,
the AB/SPO data show a stronger field signature over anomaly B as com-
pared to the predictions of the final model. Otherwise, many of the AB/SPO
data are noisy with some neighboring tracks showing very different field
intensities (F).

At surface altitude, the two magnetic anomalies are more distinct and bet-
ter separated (Figs. 12.2b and 12.2f) than at an altitude of 185 km (Figs. 12.2c
and 12.2g). Especially, the field signature of anomaly B may be masked at al-
titudes of ⩾ 185 km by stronger fields located towards its southeast. Hence,
the downward continued field contains valuable information on isolated
anomalies which can be revealed with a robust model of the crustal field
only.
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S U M M A RY & O U T L O O K

In previous studies based on data of the Mars Global Surveyor (MGS) mis-
sion (Ch. 3), it was unambiguously shown that the main contribution to the
Martian magnetic field is of crustal origin (Sec. 1.1). This crustal magnetic
field is intimately connected with the thermal evolution, mineralogy, chem-
istry, and tectonics of Mars, making magnetic field data very valuable in
order to understand the history of Mars. The MGS data allowed to study
the Martian magnetic field in unprecedented detail (Sec. 1.2 and 1.3) and
many new questions were raised along with these data (Ch. 2). For ex-
ample, the crustal magnetic field was most probably magnetized in a core
dynamo field, but it is disputed when and how long this core dynamo was
active (Sec. 2.1). Also, little is known about the dynamics of the Martian
core dynamo. In particular, it is unknown how often pole reversals have oc-
curred and how magnetic paleopole positions can be interpreted (Sec. 2.5).
Furthermore, the Martian crustal field is about one order of magnitude
stronger than that of Earth, but it is unknown which minerals contribute
to this strong remanent magnetization (Sec. 2.3), and how thick the magne-
tized layer is (Sec. 2.2).

Models of the crustal magnetic field are a powerful tool in order to an-
swer these questions. Such models consist of a physically consistent de-
scription of the crustal field. Hence, they allow extracting the crustal part
of the satellite magnetic field data in a controlled mathematical way. Also,
they allow projecting the data on a constant altitude, ideally down to the
planetary surface (Sec. 1.4). In this way, magnetic anomalies of smaller scale
may be resolved which can then be interpreted in the context of the regional
geology, gravity, mineralogy, and topography.

Several models of the crustal magnetic field of Mars have been published
which are based on MGS magnetic field data. In comparison to these, the
model derived in this work improves upon two properties: The spatial and
spectral resolution of the model, and the robustness of the model (Sec. 1.4).
For this purpose, several techniques have been applied (Ch. 6): First, a
meaningful selection of all available data from the fluxgate magnetome-
ters on MGS (MAG) was used (Ch. 4). Then, the resolution of the model
was increased as compared to previous models. In detail, the model was
expanded in terms of spherical harmonic (SH) functions up to degree and
order 110 which corresponds to a spatial resolution of ∼195 km (Sec. 6.1),
and a simple parametrization of the external day- and nightside fields was
included (Sec. 6.1). In addition, the mapping phase orbit (MPO) data were
weighted with a priori data weights. These weights are based on the statis-
tics of the data instead of a preliminary model (Sec. 4.1 and 6.3). Further, we
did not reject data a priori except for one aerobraking phase (AB) data track
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(Sec. 4.2). Instead, data outliers were handled by approximating a modified
Huber norm (Sec. 6.3). Finally, the model was regularized by approximat-
ing an L1 norm in order to suppress noise in the model (Sec. 6.4).

The resulting model is a good representation of all known characteristics
of the Martian magnetic field (Sec. 7.1 - 7.3), it provides a good fit to the data
(Ch. 8), and it is stable when downward-continued to the surface (Ch. 9). As
compared to an L2 norm, it was shown that the applied approximation of
an L1 norm for regularization significantly improved the robustness of the
model while allowing for strong local field gradients in the model (Sec. 9.2).
Further, it was demonstrated that the usage of a modified Huber norm to
fit the data successfully reduced the influence of data outliers (Sec. 9.3). In
the following, we will summarize how we used our model to address the
open questions mentioned above. For this purpose, the crustal magnetic
field as predicted by the model at the mean surface altitude of 3393.5 km
was analyzed together with the topography, geology, and gravity data.

The timing of the Martian core dynamo was investigated by analyzing a
variety of volcanoes (Sec. 10.1). Most interestingly, the magnetic signatures
of the volcanoes Apollinaris Patera and Hadriaca Patera have previously
been interpreted in favor of a late dynamo shutdown at around 3.6−3.7Gyr
ago (e.g., Hood et al. [2010]). In contrast, we found that the surface mag-
netic signature of Apollinaris Patera rather suggests that the volcano has
demagnetized a previously emplaced larger magnetized region (Sec. 10.1.1).
This interpretation implies a dynamo shutdown earlier than ∼3.8Gyr ago.
Moreover, we interpret the surface magnetic signature of Hadriaca Patera
in favor of an early dynamo shutdown prior to ∼3.9Gyr (Sec. 10.1.3), as op-
posed to earlier findings [Lillis et al., 2006]. As well, other volcanic regions
on Mars were found to support a dynamo shutdown earlier than about
3.8Gyr ago (Sec. 10.1.4, Sec. 10.1.6, and Sec. 10.1.2), in agreement with pre-
vious studies [Lillis et al., 2008a, 2015]. Overall, we reinterpret the magnetic
signature of the Martian volcanoes to be compatible with a shutdown of the
core dynamo in the Noachian, prior to ∼3.9Gyr ago. In contrary to previ-
ous findings, no known volcano was found to possess a magnetic field
signature indicating strong thermoremanent magnetization (TRM).

In addition, the timing of the Martian core dynamo was investigated by
analyzing the magnetic field signatures of impact craters (Sec. 10.2): Large
basins with diameters of D > 924 km were found to possess a stronger
(weaker) magnetic field than their surroundings if the basin was > 4.13Gyr
(< 4.15Gyr) in age (Sec. 10.2.1). The only weak exception is Amenthes with
an age of ∼4.22Gyr. The magnetic signature of smaller craters is more dif-
ficult to assess as the observation altitude acts as a low-pass filter for the
magnetic field. Therefore, we downward continued our model to the sur-
face altitude in order to analyze the magnetic signature above such craters.
In Terra Sirenum (TS), a previously unknown low-field region was found
above the ancient multiring basin T. Sirenum (500 − 1000 km) for which
we estimated a lower age limit of ∼3.67 − 4.09Gyr (Sec. 10.2.2). Further,
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we analyzed seven craters down to a diameter of D = 150 km in Terra
Sabaea (Sec. 10.2.2). Out of these, five craters (3.83− 4.19Gyr) show a cen-
tral field minimum, in contrast to the previous interpretation that one of
these craters, Schiaparelli (3.91− 3.93Gyr), is partially magnetized [Shah-
nas and Arkani-Hamed, 2007; Lillis et al., 2013b]. Taken together, current
evidence suggests that the Martian core dynamo most probably ceased at
around 4.1Gyr ago, in agreement with the work of Lillis et al. [2008].

Observations of the crustal magnetic field do not uniquely constrain the
magnetization of the Martian crust. Still, the magnetization can be esti-
mated if further assumptions on the sources of the magnetic field are made
(Sec. 2.2). Here, we assume that a 40 km thick layer of the crust is mag-
netized with a radially uniform magnetization (Sec. 2.2), that the crustal
field is well described by our model, and that the magnetization only con-
tains spectral wavelengths below SH degree and order 110 (Ch. 11). In this
case, the part of the magnetization that is necessary to explain the observed
crustal field can directly be calculated from the Gauss coefficients of the
final model (Sec. 11). As a result, we find that the Martian crust must
be magnetized with at least 20A/m in order to explain the strongest ob-
served fields. In turn, this magnetization is consistent with TRM of single
domain (SD) magnetite with a volume concentration of about 1% in a 40 km
thick magnetized layer if it was magnetized in a field of 50µT (Ch. 11). SD
magnetite has been discovered in Shergottite, Nakhlite, and Chassignite me-
teorites (SNCs) and is characterized by a strong and stable TRM. However,
it requires fast cooling, and is not easily formed in intrusive sills and dikes
(Sec. 2.3). Alternatively, hematite-ilmenite lamellae or multi domain (MD)
hematite may also explain the required magnetization, but these minerals
have not been detected in SNCs.

The magnetic field generated by the Earth’s core dynamo is changing on
secular timescales. Even more, pole reversals are known to occur every ten
thousand to million of years (e.g., Cande and Kent [1995]). On Mars, the dy-
namics of the extinct core dynamo can only be investigated by studying the
crustal field. For this purpose, many authors have estimated paleopole po-
sitions by modeling the magnetization of crustal field anomalies (Sec. 2.5).
With this method, the most reliable results are usually obtained if the mod-
eled field anomaly is isolated. The presented model of the crustal magnetic
field helps to improve estimates of paleopole positions by its ability to re-
solve isolated anomalies (Ch. 12). In particular, we have discovered isolated
anomalies near the south pole (Sec. 12.1) and Arcadia Planitia (Sec. 12.2)
which support the hypothesis of magnetic pole reversals on Mars (Sec. 2.5).
In future studies, these anomalies can be used in combination with the res-
olution matrix of the presented model (Sec. 7.5) to improve the estimates of
paleopole positions. In addition, the respective covariance matrix (Sec. 7.4)
can be used to estimate the robustness of the derived paleopole positions.
Such estimates are necessary to investigate polar wander and the dynamics
of the core dynamo field, but are largely missing in the literature.
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In the future, the presented model of the crustal magnetic field may be
improved by adding data of the Mars Atmosphere and Volatile Evolution
(MAVEN) mission. This satellite was inserted into Martian orbit at the end
of 2014 and is equipped with two fluxgate magnetometers (FGMs) at the
tips of its solar panels. It provides magnetic field data down to an altitude
of 125 km [Jakosky et al., 2015]. Further, the model could be improved if
correlations between data points are taken into account. However, a good
understanding of the external fields is required for this purpose. Also, a
higher resolution of the model could be anticipated in order to fit the small-
scale variations in the low-altitude data.

In conclusion, we have derived a robust model of the crustal magnetic
field of Mars in terms of SH functions. Using this model, we studied the sur-
face magnetic field signature associated with volcanoes and impact craters.
As a result, we found that the Martian core dynamo most probably ceased
to operate in the Noachian, at around 4.0 − 4.1Gyr ago. In addition, we
have presented a model of the magnetization. From this model, we con-
cluded that the magnetization must locally reach up to 20A/m in a 40 km
thick crust. Finally, we have shown that the presented model can contribute
to better constrain magnetic paleopoles by resolving isolated magnetic field
anomalies.





Part VII

A P P E N D I X



A
N O M E N C L AT U R E O N M A R S

Figure A.1. The color-coded Mars Orbiter Laser Altimeter (MOLA) topography is
shown along with the boundaries and names of regions on Mars according to the
International Astronomical Union (IAU). As well, the regions which have been
studied in this work are shown with the references to the respective figures. In
all maps, planetocentric latitudes with east longitudes are shown in black and
planetographic latitudes with west longitudes are shown in red. Further, mid-
latitudes are shown in a mercator projection and polar latitudes are shown in a
stereographic projection. The maps are publicly available from the U.S. Geological
Survey (USGS), National Aeronautics and Space Administration (NASA) and IAU at
http:planetarynames.wr.usgs.govimagesmola_regional_boundaries.pdf (downloaded Oc-
tober, 10th, 2015).
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