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Summary

The Hopfield model is an artificial neural network which is able to operate as an auto-
associative memory. To achieve a larger storage capacity in this model, Krotov and
Hopfield suggest in [KH16] to change the interaction function of its dynamics. We prove
that the storage capacity increases from N/clog(N) to N"! /¢, log(N) if the interaction
function 2% of the standard Hopfield model is changed to ™. This statement considers
patterns which are chosen uniformly at random from {—1,1}". Furthermore, if the
patterns are generated by a Curie-Weiss model with 8 < 1 and the interaction function
is equal to z™ for n odd, we show that the same order for the storage capacity can be
obtained. Moreover, an exponential interaction function, which can be seen as a “limit
of the polynomial version” if the degree goes to infinity, leads to an even higher storage
capacity. For this interaction function we prove that the network is able to store at least
exp(aN) i.i.d. generated patterns with a positive basin of attraction.

In the last chapter we introduce a Hopfield model where the strength of the interaction
between each pair of neurons can be influenced through weights. For this model we prove a
lower bound for the storage capacity with the same methods as in the standard Hopfield
model. Furthermore, we adopt the idea of the hierarchical Hopfield model and choose
weights which depend on the graph distance between the nodes. For a regular graph
and a lattice graph on a torus we calculate a lower bound for the storage capacity. In
both examples we obtain similar results as in the standard Hopfield model if the weights
decrease slower with the distance than the neighbourhood of a node grows. The storage
capacity is lower if the weights are chosen to decrease faster. If the weights decline too
fast, we cannot guarantee that the network is able to store any pattern. At last, we show
that the root node in a Galton-Watson tree suggests a similar storage capacity as the root
node in a regular tree.
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1. Introduction to the standard
Hopfield model

The standard version of the Hopfield model was first introduced in 1982 by John J.
Hopfield [Hop82]. In a similar way as simple electric circuits can be combined to build a
computer solving complex tasks, Hopfield asks if there is a natural way how a large number
of simple components can build collective computational power. Inspired by biological
processes of brain cells and the way they transfer information via electrochemical signals,
the author postulates a mathematical model where these collective effects occur. The
model is not meant to explain the functionality of the brain, but rather to show how
simple dynamics on a microscopic level can lead to more powerful computations on a
macroscopic level.

The brain consists of a huge amount of electrically excitable cells called neurons [Pur+13].
These neurons are connected to each other via synapses and communicate with the help
of neurotransmitters. The so-called resting potential of each neuron can be affected by
incoming signals of other neurons. When the resulting postsynaptic potential reaches a
certain level, the neuron is triggered to send signals itself. While the computational power
of a single neuron is rather limited, the brain as a collection of neurons is able to solve a
variety of complex tasks. It is by far not trivial how this functionality emerges from the
interaction of neurons.

The model which Hopfield described in his paper [Hop82] shows how an algorithm defined
on the level of neurons generates a specific behaviour of the whole network. The Hopfield
model consists of N neurons, where each of them takes a value in a binary state space S.
Originally, Hopfield used the set {0,1} as a state space but for a cleaner notation we will
continue with S = {—1,1}. These values correspond to the neuron “not firing” (—1) and
“firing at a maximal rate” (1) [Hop82]. As time goes by, the configuration of the network
changes based on its current state. In each time step a neuron is chosen uniformly at
random and readjusts its value. The updating procedure works as follows: Assuming the
current configuration is given by o = (0;); € SV, then neuron i € {1,..., N} is updating
to

g

Znew _ 1, if hz(O') = Zj#i VVZ']‘O']' > 01 .
—1, if hl(0'> < 02



1. Introduction to the standard Hopfield model

Here, h;(0) is a weighted sum of input signals from other neurons and is called postsynaptic
potential. This potential triggers the neuron to fire if it is above a certain level 6;,
and can be seen as a simplified version of the observations from neuroscience. The key
factor to create a collective behaviour is the right choice of weights. Alternatively to the
sequential /asynchronous updating procedure described above, all neurons can be updated
at the same time step. This is called a parallel /synchronous dynamics.

The Hopfield model is an auto-associative memory. This means information can be stored
in the net, and even if the input is incomplete or contains corrupted parts, the memory is
able to retrieve the correct data. The information we want the net to store is encoded into
bit strings of length N, which we denote by £, ..., M. These so-called patterns £, ..., &M
are often chosen uniformly at random from the configuration space SV = {—1,1}". By
generating the information randomly, one hopes for typical or even more difficult data
than in a real world application. Alternatively, the patterns can be generated such that
different patterns or the bits within a pattern are correlated. This will be of interest in
Chapter 3.

The random variables are defined on a probability space (€2, F,P). One way to consider
a configuration to be stored in the memory is to require the pattern to be a fixed point of
the dynamics. In other words, all neurons need to keep their initial value in case they are
updated. Additionally, the feature to correct errors and missing data will be induced by
a basin of attraction around each pattern. In this case, configurations close to a pattern
become successively corrected and end up as one of the patterns.

To achieve this memory functionality, the weight between two neurons is assigned to the
correlation of their spins in all patterns. This rule is called Hebb rule [Heb49] and is based
on the neurobiological observation that the connection between neurons grows stronger if
the cells are often firing simultaneously. For each i,j € {1,..., N} with i # j set

M
Wy =Y &gt (1.1)
pn=1

and W;; = 0 for all . If the neurons ¢ and j have the same sign in a pattern, the weight
increases by one. For each pattern where the neurons have opposed signs, the weight
decreases. Because of the symmetric setting the thresholds (6;);<ny are all chosen to be
zero. This leads to the dynamics T : S — SV, whose i-th vector entry 7; maps a

configuration o to the value neuron ¢ is having after its update. The vector entries of
T = (T;)1<i<n are defined by

T,(0) = sen (Z (Z 54’5;-‘) aj) , (1.2)

J#L \p=1

where sgn is the signum function. With this definition a neuron has a tendency to align
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with neurons which often share the same sign in the patterns (I;; > 0) and avoid aligning
to others (W;; < 0).

After proving that the algorithm with asynchronous updating always converges to a stable
state, Hopfield stated that the model can store a.N patterns with a,. &~ 0.14 before severe
errors occur. His conclusions about the storage capacity were based on Monte-Carlo
simulations [Hop82]. Some years later Amit et al. showed in [AGS85a; AGS85b; AGS87]
that a. ~ 0.138 with the help of the non-rigorous replica trick. Rigorous results were
then obtained by Newman in [New88|. He proved that the model can store aN patterns
with a < 0.056 if you allow a small fraction of errors at the end of the retrieval. This was
done by analysing the energy landscape of the model and proving the existence of energy
barriers around each pattern. Further improvements to the lower bound of o, were made
by Loukianova (o < 0.071) in [Lou97] and Talagrand (a < 0.08) in [Tal98].

A more restrictive concept of storage capacity is considered if you ask the patterns to
be fixed points and corrupted patterns to be retrieved perfectly. Results for this perfect
retrieval of patterns were obtained by McEliece et al. in [McE+87]. They were able to
show that the Hopfield model can store at least N/clog(N) patterns for an appropriate
constant c. We will see more about this in Section 1.1, especially in Theorem 1.1. Results
about sharp upper bounds were shown by Bovier in [Bov99]. Komlés and Paturi in
[KP88] and Burshtein in [Bur94] extended the results on the radius of attraction and on
the number of iterations in a multi-step setting.

1.1. Storage capacity of the standard Hopfield model for
a perfect retrieval

We now have a look at the results for a perfect retrieval of patterns. First, let us introduce
the Hamming distance as a metric on the configuration space {—1,1}". The distance
between z,y € {—1,1}" is defined by

o —y 1 -
o) =301 ZZQ(N—ZJ:@-%)
=1 =1

and counts the number of vector entries which differ from each other. A sphere around
x with radius 7 is denoted by S(z,7). In the context of an auto-associative memory,
an element of the sphere around a pattern with radius r represents corrupted data with
exactly r wrong bits. As long as r is reasonably small, the configuration should evolve
from the sphere to the centre driven by the dynamics of the net described in Chapter 1.

In the following theorem a lower bound for the storage capacity is stated in the case,
where we require the patterns to be fixed points of the dynamics and having a non-trivial



1. Introduction to the standard Hopfield model

radius of attraction. These statements hold with a probability converging to one while the
number of neurons tends to infinity. The results go back to Komlés and Paturi [KP88],
McEliece et. al. [McE+87] and Petritis [Pet96]. The theorem is cited from the chapter
“On the Storage Capacity of the Hopfield Model” by Matthias Léwe in the book [BP97].

Theorem 1.1

Let p € [0,3) and, for eachv=1,...,M(N), let € be an element of S(€¥, pN). Assume

that M(N) = (1 = 2p)* .7y Then,
(1) if ¢ > 2,
P(T(E)=¢)=1- Ry
with thHOO RN =0.
(2) if c >4,

M(N)

P( () 7@ =¢") =1 Ry

pn=1
with thHOO RN =0.

(8) if ¢ > 6,

M(N)
1 my — en) ) —
P(iint () 7@ =) =1
pn=1
that is, the noised patterns are almost surely attracted.

In the proof of Theorem 1.1 we want to work out how the Hopfield model is able to
reconstruct the correct patterns and why there are limitations on the amount of patterns
which can be stored. Additionally, we set ourselves into the scenario of independent and
identical distributed spins, and the proof provides insights which will be important in the
upcoming sections. Results of Chapter 2 (see Theorem 2.1) can be seen as a generalization
of this theorem and therefore imply statements from above. Since the proof for p > 0
works analogously, we keep the notations clear and only proof the case p = 0.

Proof. Suppose we want to store pattern &' and the net is currently updating neuron i.
A close look at the event leads to a necessary condition and therefore an upper bound for
the probability of updating neuron 7 to the wrong value. If the current configuration is
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o, then

{To) £} = {Sgn (Z (i&ﬂ) ‘”) ’ &1}

Jj#T \p=1
M
c {25364‘25?% < o}. (13)
p=1 J#i
For each € {1,..., M} we call
X
mi(o) = =3¢y € [-11] (1.0
=1
i#i

the overlap of pattern &* with configuration o (without spin ). Therefore, the net weights
each overlap with a sign (£}¢!) to account for an alignment with £, and assign neuron i
to the value where the sum of overlaps is stronger.

If the initial configuration is &' (or on a sphere close to &), then the overlap with this
pattern is deterministic and equal (or close) to one. On the other hand, the sum of the
remaining terms forms a random distraction. In this case we call m}(£') the signal term
and

M
> N —1) mh(gh)
pn=2

the noise term.

From these insights we can conclude that the probability of updating a fixed neuron to
the wrong signal is bounded by the probability of a large deviation event of the noise
term:

M
P(T;(€") #&) <P (—25355‘25;5; >N - 1) .

=2 JF#i

A standard way to handle this expression is to use an exponential Chebyshev inequality
with parameter ¢ > 0. Thus,

P(T(&") #¢&) <exp(—t(N—1))E

exp (—t(N - 1)25355‘7”?(51))] )

The moment generating function of the noise term for the scenario of independent and
identically distributed (i.i.d.) patterns is easier to handle with the following observation:
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Lemma 1.2

Let (f;‘)fee{{ll 777777777 ]]\\,/[} Y be i.i.d. Rademacher-distributed random variables, i.e.

E[f(¢...¢"M] =E[f(&,....")].

Proof of Lemma 1.2. The statement is a simple consequence of the independent and
symmetric distributed spins. With these arguments, it is easy to show that for a set

AC {_171}N><(M—1)
P((C....¢") e A)=P((&,....6") e 4)

is true. The rest of the proof is a simple consequence of the transformation formula. [

If we apply Lemma 1.2 and use the independence of spins in eq. (1.5), it follows that

M
exp (—tZ§fZ€§‘)]
p=2 i
h<t)(N—1)(M—1)

h(t)VM.

P (Ty(¢") # &) <exp(—t(N —1))E
—1))
<exp(—t(N —1))

cos
cos
Here, cosh is the hyperbolic cosine function, which can be characterized as
cosh(z) = L (e"+e7).
2

The hyperbolic cosine is bounded from above by exp(%). Together with t = % as well

as the identity M = (1 — 2p)2W]\EN), we conclude that

P (Ty(€") # &) < exp <—tN + gNM —i—t)
= exp <—%% + t) = N72(1+o(1)).

The statements (1) and (2) of Theorem 1.1 follow with a simple union bound argument.
An application of the Borel-Cantelli lemma proves Statement (3). O]
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The proof suggests that if the number of patterns grows too fast in /N, then the neural
network could be distracted by many small deviations whose probability is not vanishing
fast enough. Therefore, M cannot grow arbitrarily fast in N if we want to store and
retrieve patterns with a high probability. The techniques we used to prove Theorem 1.1
just allow a statement about the lower bound of the storage capacity. Rigorous results
about the upper bound were also done. Bovier showed in [Bov99] that the choice of M
in statement (1) is sharp for this definition of storage capacity.

In the proof of Theorem 1.1 we worked with the overlap of configurations. Because of the
dynamics, a self-coupling is not possible. Therefore, the spin of the updated neuron is
excluded. In general an overlap is defined as follows:

Definition 1.3
For each pe€{1,...,M} we call

mt (o) = %Zg;faj e [-1,1] (1.6)

the overlap of pattern & with configuration o. Furthermore, we denote by mt (o) the
overlap without index 1, 1.e.

m (o) = ﬁZqu € -1,1] (1.7)

7=1
J#i

These overlaps play a crucial role when the Hopfield model is considered as a spin glass
model.

1.2. The standard Hopfield model as a spin glass model

Another approach to study the Hopfield model is to define it as a spin glass model (see
[PE77; Tal98], Chapter 5 in [Tal03] or Part 1 in [BP97]). These models are interacting
particle systems, which are originally used in physics to describe magnetic spins and their
behaviour in different temperature regimes. Famous examples of spin glasses are the
Ising model and the Curie-Weiss model (see Chapter IV in [ElI85]). The latter one will be
relevant in Chapter 3 to analyse whether and how correlations affect the storage capacity
of the Hopfield model. Furthermore, ideas and results about spin glasses will be helpful
in Chapter 2 to handle a more general dynamics.

A spin system is defined on a lattice A C Z¢ where each site has a spin from the local
spin space §. The behaviour of the spin glass is characterized through a Hamiltonian
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function Hy : S* — R, which assigns an energy value to each configuration o € S*.
Then the Hamiltonian function is used to define the finite volume Gibbs measure g4 on

(S, B(S")) by

 Zga

ANG) exp (= Ha(0)). (1.8)

The parameter § € [0,00) represents the inverse temperature of the system and the
normalizing constant

Zoa=2"" Y exp(—BHA5))

se{-1,1}A

is called partition function. From eq. (1.8) we see that the system favours configurations
with low energy values.

In models of statistical physics one often uses order parameters (e.g. the mean magne-
tization) to analyse the behaviour of the system for |A| — oo. These order parameters
describe fundamental properties of the system from a macroscopic point of view. For the
Hopfield model &!,... &M are chosen uniformly at random from {—1,1}" and are then
considered to be fixed for the spin glass. Because of this, the order parameters and the
Hamiltonian are random variables on the probability space (2, F,P). A natural choice of
order parameters for w € Q is the vector of overlaps m[w|(c), which is defined by

be

Hy pwl(o) = —g Zm“[w](a)Q — hNm!'[w](o) (1.9)
= 5 Imll(o) I~ hNm o] o)

for h > 0 (see eq. (1.2) in [BGI7| or eq. (1.2) in [Tal98]). With ||z|s we denote the
f9-norm of x.

The spins are interacting with the whole net through the macroscopic parameter rather
than with local spins. This is the reason why the lattice structure can be ignored. We are
dropping A and use |A| := N instead. If A > 0, the last part represents a local field added
to the spin glass. This is used to give pattern ¢! a special role. Low energy values can be
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reached if the configuration aligns with the previously generated patterns and especially
if pattern ! is included.

The connection between the Hopfield model defined by the dynamics in eq. (1.2) and
the spin glass with the Hamiltonian given in eq. (1.9) can be seen if we consider two
configurations o and 0. Let these configurations be equal for all but for one spin, which
we denote by o,. We think of ¢ as the starting configuration and o, as the spin after
updating neuron k. The difference of their energy values (assuming h = 0) is given by

Hy mlw](o) — Hym[w](o) = —% > Wi (0i0; — 5:05) = —% O - (Z ij5j> :

ij=1

Here, we used that the weights (see eq. (1.1)) are chosen to be symmetric (W;; = Wj;)
and without self-coupling (W;; = 0) as well as the identity

0, ifi#kandj#k
aiaj—bvﬁj: O, le:]:k’

2005, else

Furthermore, the dynamics 7" ensures that the new value of neuron k is equal to

N
O = Tk(OV') = sgn (Z ij5j> .
=1

Therefore, an update according to T" never increases the energy value of the configuration.
If the configurations o and ¢ have the same energy value, it follows that the postsynap-
tic potential needs to be zero. Since the Hamiltonian is bounded from below and we
set sgn(0) = 1, the algorithm will always converge to a local minimum of the energy
landscape.






2. Generalized Hopfield model with
i.i.d. patterns

We already learned that each pattern influences the dynamics of the net through its
overlap with the current configuration. If we want the net to retrieve a specific pattern,
the corresponding overlap pushes the net to the right behaviour. But with an increasing
number of patterns, the net gets distracted by other patterns if the overall contribution
has the same order as the signal term. To reach a larger storage capacity, the order of
the overlaps needs to grow faster while two configurations get close to each other. If we
can ensure this, the order of the signal and noise term should be distinguishable even
for a larger number of patterns. In context of spin glasses, this means the energy value
should decrease faster while the network approaches the correct pattern. Based on this

observation, Krotov and Hopfield suggested a modification of the dynamics in their work
[KH16]:

Define T = (ﬁ'hgiSN by

T,(0) = sen

S (F-g+ Y gloy) — F((-1) -+ Zg;faj))] .21

j#i J#
where F': R — R is some smooth function.

The suggested dynamics in eq. (2.1) can be seen as a more general version of the dynamics
in the standard Hopfield model. If we choose F(x) = z?, the original dynamics can be
regained because neuron ¢ is then updated to the sign of

i (F(1'€f+2550j) - F((=1) '€£‘+Z£§‘Uj))

p=1 j#i j#i
M 2 2
= Y (1reXege+ (X ge) —1+2)age — (X&)
p=1 i ji j#i j#i
M
SO DI
p=1 j#i

11



2. Generalized Hopfield model with i.i.d. patterns

This again emphasizes the connection between the dynamics of the Hopfield model and
the energy landscape of the spin glass model. We can interpret — > F(m#(0)) as an
energy value of a configuration . Then eq. (2.1) describes exactly the behaviour to switch
neuron ¢ to the configuration with a lower energy level. The advantage of T is that we
can determine, with the help of F', how fast the energy decreases when the net approaches
a specific pattern. A natural choice to enforce a faster decreasing energy function would
be F(x) = z™ for n > 2. By using this function, overlaps of higher orders are used to
measure how close a configuration is to one of the patterns:

N n—1
. 1 1
m* ()"t = (N Zﬁ;‘%) = i Z AR S AR S (2.2)
j=1

J1seesdn—1

For larger n, the energy decreases faster if a configuration comes close to the pattern.
Therefore, the storage capacity for this kind of dynamics is expected to be higher.

Similar to this approach, in [New88] Newman used overlaps of higher orders but with a
different definition of storage capacity. He demanded that there exists an energy barrier
around each pattern, which guarantees that a local minimum is in a close neighbourhood.
His main theorem states that the probability of

H(y) > H(&") 4+ eN' for every y in S(&",9)

converges to one, where H(y) = — 24:1 m#(o)!. This implies that the net is allowed to
end up in a configuration which still has a small amount of errors. In this scenario, he
showed that the storage capacity increases to M ~ aN'~! instead of M ~ aN. Burshtein
proved in [Bur98| that the storage capacity for a perfect retrieval increases if the network
is asked to reach the correct pattern after multiple iterations of the synchronous dynamics.
His results coincide with our lower bound for the storage capacity. Other results which use
higher order overlaps can be found in relation to spin glass models (see [Tal00b; Tal00a;
BNO1; BKLO02]). In the present thesis, we want to show that the storage capacity can
be increased if we consider higher order overlaps with a perfect retrieval of patterns. In
contrast to [Bur98], in our results the net evolves in one synchronous step to the desired
pattern.

The choice of F(x) = 2™ causes another interesting change. A closer look at the postsy-
naptic potential shows that the contribution of each pattern to this potential can be split
into two parts:

M

DL+ (N =1mf(0)" = (=1) - &' + (N = hmf (o))"

p=1

12
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Vv NV
sign of the data strength of the data

One part of the postsynaptic potential is called “strength of the data” because it mea-
sures how much information the current configuration provides about each pattern. The
absolute value of the overlap shows how close the configuration is either to the pattern
&M itself or to its negative counterpart —&*. From both possibilities, being close to £# and
being close to —&#, the net receives valuable indications about the correct value of neuron
1. Thus, it is reasonable that patterns with a large strength term have a significant impact
on the postsynaptic potential and therefore on the next value of neuron 2. Whether the
patterns hint to a value of 1 or —1 for neuron ¢ is solely determined by the “sign of the
data”. The strength of the data is always non-negative.

First, let us assume that n—1 is an odd number. This case contains the standard Hopfield
model (n = 2). The sign of the data suggests a value of & if the configuration is close to
¢ and it suggests —¢&! if the configuration is close to —&*. This behaviour is well-known
from the standard Hopfield model and leads to the fact that together with a pattern the
net always stores its negative counterpart.

On the other hand, assume that n —1 is an even number. Since the sign function is either
1 or —1 and the exponent is even, the signal of the data is equal to the spin &!'. In this case
the neural net interprets a configuration close to the negative counterpart of a pattern,
namely —&#, as a hint to £'. Therefore, the net does not store negative counterparts of
the patterns but rather takes a step in the direction of &*.

As eq. (2.3) shows, the strength term in the postsynaptic potential is rather complex
and maybe difficult to handle. Since we are interested in results for N large, the most
important contribution is coming from the highest order overlap. In our case, this is
mf (o)"~! and as long as N is large, the difference should be negligible. That is the reason
why we replace the strength term in eq. (2.3) by the highest order overlap m/ (o))", We
consider the dynamics T = (i)zg v on {—1,+1}", where T} is defined by

Tio)i=sgn | > o505 Wis (2.4)

j17"'7jn—l
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2. Generalized Hopfield model with i.i.d. patterns

with

1 M
Wi, .. in:Nn_IZ@ﬂl...,- " (2.5)
pn=1

The summation in eq. (2.4) goes from 1 to N and excludes indices where j; = i for some
k.

To see that the dynamics T in eq. (2.4) really results from replacing the strength term in
eq. (2.3), we write:

Ti(o) = sgn E Oy O Wiy s

— E H E AP LM .
- Sgn 5@ 71 0]1 e jn—lo-]nfl

=1 g1, .Jn—1

— sen Z&f(N—l)“mf(o—)“) (2.6)

p=1

= sgn Z &' - sgn (mf(a))n_l (N —1)"t. |mf(a)|n_1 >

/ O\ J/

TV TV
sign of the data strength of the data

From now on, as long as we are interested in results about the limiting case N — oo, we
will avoid to distinguish between N and N — 1 or M and M — 1. These differences are
negligible in the limit.

2.1. Generalized dynamics with a polynomial interaction
function

In this section the data is given by M bit strings of length N which are chosen uniformly
at random from the configuration space {—1,1}". As before the patterns £!,... &M are
defined as &" = (£}')i1<j<n where (55);‘:11 ........ M is a family of i.i.d. random variables on
(Q, F,P) with

1

P& =1) =P =-1) =3

14



2.1. Generalized dynamics with a polynomial interaction function

for all p = 1,...,M and all j = 1,..., N. The network updates neurons according to
the dynamics (7;);<n (see eq. (2.4)). For a perfect retrieval, we consider a pattern to be
stored if the pattern itself is a fixed point of the dynamics. Additionally, we expect a
positive basin of attraction. That means a corrupted input string evolves through the net

to the desired pattern after each neuron has been updated at least once.

The following theorem shows that our dynamics with higher order overlaps is capable
of storing more patterns than the standard Hopfield model. Moreover, there is still a
positive basin of attraction. The following result was published in [Dem+17].

Theorem 2.1
Let M = %%gzj\ﬂ and let £Y,..., &M be M independent patterns chosen uniformly at

random from {—1,+1}". The Hopfield model with dynamics T can store at least M
patterns for ¢, > 2(2n—3)!! if one wants a fized pattern to be a fixed point of the dynamics
with a probability converging to one.

Moreover, fix p € [0, %) If ¢, > (12_%%, then for any E” taken uniformly at random

from S(&”, pN), where pN is assumed to be an integer, it follows that
i (f(?) - g”) —1- Ry

with th—>oo RN =0.

2n(2n—3)!!

EREC= then

Furthermore, if ¢, >
]P’(VugM: T(Eﬂ)zgﬂ) —1— Ry

with thHOO RN =0.

Proof. For ease of notation we assume that the network consists of N +1 (instead of N)

neurons. For fixed p € [0,3) we choose input data £ € S(&', p(N + 1)) and show that

pattern £! can be stored (p = 0) resp. corrected (p > 0) with high probability if N tends

to infinity. We start with the dynamics T' as stated in eq. (2.6). By multiplying ‘with &l

we conclude that a necessary condition for a false update of neuron 7, namely ﬁ(ﬁ DENSS
is given by

M
Seen (mi@) " <o (27)
pn=1

15



2. Generalized Hopfield model with i.i.d. patterns

We split the sum into signal (u = 1) and noise (p # 1) term. The signal slightly differs
whether the bit of neuron i itself is corrupt or not:

—1,_1/71\n—1 17"t 17\t
NIl @ = (Yo de) = (V20 -€g)
J#
A lower bound for the signal is given by
Nl ()71 > (1 — 20y N 1u(N),
where u(N) = 1—2p(1—2p) ' N~1. The term u(N) converges to one for N to infinity and
therefore will be negligible in the limit. A necessary condition for the event in eq. (2.7) is
M o~
SN @) 2 (1 20) N (),
n=2
Hence, the probability for a false update at neuron ¢ can be bounded by

M
P(Ti(e) #¢) <P (— N elet NIl (Ey T > (1 - 2p>”-1N"-1u<N>> .
n=2

For t > 0 we use the exponential Chebyshev inequality and conclude

M
exp (—t Zs}gﬁwn—lmﬂ?w*)] 28
n=2

The moment generating function in eq. (2.8) can be handled in a similar way as in the
proof of the standard Hopfield model (see Theorem 1.1). There we used Lemma 1.2 and
with the independence and symmetric distribution of the spins, this lemma is applicable
even though we are working with £!'. Together with the independence of patterns and
after integration with respect to £, the moment generating function equals

M
exp (—t > filéfN"_lmé‘(fl)"_l>
n=2

(@) #¢l) <ot g

M-1

E =E [exp (—t&N""'m; (1)" )]

n—1
n—1 1
=[E [cosh | tN 2 (ﬁ25]2>

JF#i
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2.1. Generalized dynamics with a polynomial interaction function

All in all, the probability of updating neuron ¢ to the wrong spin is bounded by

M

n—1
P <i(g1) ”] §Z1) < et 020" NN | | sl N (\/_% Zg?) . (2.9)

JF

In eq. (2.9) we clearly see the similarity to the standard Hopfield model, but because
of F(z) = 2™ ! the signal term is stronger in this scenario. The noise term is random
and has a wider range than before which leads to problems if we would use worst case
boundaries. While we have a signal term of order N"~!, the scaled noise term for large
N is close to a standard normal distribution. So the noise term has fluctuations of order

n—1

N7z .
Define

1 2
mr:\/—ﬁzﬁj

JF

and write the expectation as a sum over all possible values = € {0, i%ﬁ, ..., =VN}

n—1
n— 1 n—
E |cosh [ tN" (\/_N fo) = Zcosh (tNTlx"_1> -P(m = x).

J#i

We split the sum into two parts, where the first consists of large outliers of m beyond
log(N)7 for a fixed 7 > 1. Observe that z cannot grow faster than v/N and together with
cosh(z) < exp(|z|) we conclude that

Z cosh (thT_lxn_l) -P(m = 1)
z:log(N)™ < |z|<VN
< 2cosh ((EN"1) P(m > log(N)7)

1
< 2exp (tN”_l) exp (—5 log(N)2T) )

In the last line we used an exponential bound for the probability of i.i.d. Rademacher
spins to exceed a certain value. This is stated in Lemma A.5 with a = v/ N log(/N)™ and
is a simple application of the exponential Chebyshev inequality.

Now set t = 9% for a,, > 0 and recall that M = (Nﬂ)n_l) then

cn log(N+1

_ anpcplog(N +1) < nln log(V)
- (N + 1)7171 - Nn—1 ’

17



2. Generalized Hopfield model with i.i.d. patterns

and thus,
2exp (EN") exp (_% log(N)zT>
< 2 exp ({ancn — %log(N)QT—l} log(N)) =: 2exp (hi(N)). (2.10)

Since 7 > %, this part of the expectation converges to zero for N — oo because the term
in brackets can be bounded from above by a negative value if N is large enough.

The second part of the sum consists of the critical values of m. We use the inequality
cosh(z) < exp(% *) and write the exponential function in its Taylor expansion:

Z cosh <tN%x”_1> P(m = )

wil|<log(N)"

Z eéanlaQ(nfl)P(m _ x)

wilw|<log(N)"

t - (n— 0 1 t2Nn 1 2(n 1))
SO (S o Pn =),
(N)™

z:|z|<log k=2

IN

The distribution of m converges to a standard normal distribution and its moments can
be bounded by the moments of the latter. For | € N let xy = (2 — 1)!! be the 2i-th
moment of a standard normal distribution. For N large enough, we derive the upper
bound

t2 el 2(n_1) e 1 (tQNn—le(n—l))k
Z <1+§N x +Z2—k o P(m = z)

z:|z|<log(N)T™ k=2

2
< 1+ %anKQ(n—l) + Z Z

z:|z|<log(N)™ k=2

tQNn 1 2(n 1))

P(m = ). (2.11)

In the higher order terms of the Taylor expansion, we bound z by its highest possible
value log(N)™ and the probability by one. Hence, the series has an upper bound which is
given by

752]\[71 1 2(n 1))

> Sy

z:|z|<log(N)™ k=2

0 1 (tQanl log(N)QT(nfl)>
25 k!

k

P(m[ < log(N))

k=2

18



2.1. Generalized dynamics with a polynomial interaction function

[e.e]

1 t2Nn—1 log(N)Q‘r(n—l)>k
< Z ok k!

k=2

> 1 (tan—l log(N)ZT(n_l))k

2(n—1 471(n—1)

< N =D ]og(N) > o X . (2.12)
k=0

Recall that t = 9%, where a, > 0 is not yet specified, and M = C]\{:gﬁ With these
identities

< nCn log(N)

e (2.13)

and thus, for NV large enough,

ai log(N)%(n—l)—Q

o <1.

tQNn—l 1Og(N)2T(n—1) S

This guarantees that the series in eq. (2.12) can be bounded by e. Therefore, an upper
bound for the series of higher order terms is given by:

0 t2Nn 1 2(n 1))

> Yx

z:|z|<log(N)™ k=2

t4
Pim=x) < ZNQ(”_I) log(N )4 (=Yg, (2.14)

As long as N is large enough, the sum with the critical values of m has the following
upper bound (see egs. (2.11) and (2.14)):

Z cosh (tN%x"_1> P(m = z)

23/2] <log(N)"

t? t*
< 1+ ENn_lHQ(n—l) + ZNQn—Q log(N)4T(n—1)€

t2
< exp (EN”_I/@(”_U + AN log(N)4T(”_1)> =:exp (h2(N)). (2.15)

In the last line we applied the inequality 1 + x < e* and used that § < 1.

The moment generating function was split into two parts. The first part consists of large
outliers of m. With the help of the exponential Chebyshev inequality, we derived the
upper bound 2exp(hi(N)) (see eq. (2.10)), which converges to zero. The second part

contains the critical values of m and is bounded by exp(ha(N)) (see eq. (2.15)), which
converges to one if N tends to infinity. Now we claim that the moment generating function

19



2. Generalized Hopfield model with i.i.d. patterns

to the power of M can be bounded by

M

E |cosh [ tN"z" (\/LNZ@) < exp (Mha(N)) (1 +0(1)). (2.16)

JFi

To prove this, we need to make sure that

(1 +2exp (hy(N) — hQ(N)))M = (1+ o(1))

or, equivalently, that its logarithm converges to zero. By using 1+2z < exp(x), the identity
for t (see eq. (2.13)) and exp(—ho(N)) < 1, we conclude that

Mlog (14 2exp (hi(N) — ha(N))) <2 M exp (hi(N) — ha(N))
<2 M exp(hi(N))

_ 2% exp qancn - %mgu\r)%—l] log(N)>

n—1
(N+ 1) ]\]ancn—%log(N)%_1 — O(l)
cnlog(N +1)

The convergence in the last line follows because 7 > % and as a consequence
1
Unln = 5 log(N)* ' < —(n—1)
if N is large enough.

We apply the statement of eq. (2.16) to eq. (2.9) and derive
P(TUE) # €1) < exp (—t(1 — 2p)" LN"Lu(N)) exp (M ho(N)) (1+ (1)) (217)

with hy(N) = %N”_l@(n_l) + tAN2=D Jog(N)*7 (1) and M = %. We already
mentioned that u(N) goes to one for N tending to infinity. For every 0 < ¢ < 1 we can

choose N large enough such that

log(N +1)

u(N) log(NV)

(N‘]il)n_l > (1—e). (2.18)

The parameter introduced by the Chebyshev inequality is set to

a anCp log(N)

t=—2<
M— anl
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2.1. Generalized dynamics with a polynomial interaction function

for a, > 0. Hence, the term in eq. (2.17) is bounded from above by
t2
exp <_t(1 —2p)" IN"H 1 —e) + Eanlfﬁz(nq)M + A N2 10g(N)4T(”1)M)

1
= exp <—ancn log(N)(1 —2p)" 11 —¢) + §aicn log(N)Ka@m—1) + 0(1))

= exp <[—ancn ((1 —2p)" 11 —¢) - %)} log(N)) (14 0(1)).

The fourth order term is negligible because

402 log(N)llT(nfl)JrB

4 N2(n—1) 10g<N)4T(n—1)M < an 5 50

(1-2p)"~1(1—¢)
R2(n—1)

if N goes to infinity. Now we choose a,, = then

B an, /ig(nfl)) — (]_ — 2[0)2(7171)(1 _ 5)2

—UnCy ((1 —2p)" (1 —¢) 5

2K2(n-1)

Thus, forall 0 <e < 1

P (Hz' <N:T(E) # 53) < Nexp ({—cn(l = 2"2):27;:1()1 — ﬂ log(N>) (1+o0(1))
e (- L )t

which converges to zero for N to infinity as long as

2(2n — 3!
(1= 20" D(1 — e

Cp >

For every ¢, > 2(2”—;?;)'_'1 there exists a € > 0 such that
(1=2p)*(»=1)
2(2n — 3)!! 2(2n — 3)!!
¢, > (2n = 3) (2n —3) (2.19)

>
(=2 D(L =2 ~ (1— 22D
and this proves the first statement.

The second statement of Theorem 2.1 involves all patterns. A union bound argument and
the previous bound for the probability lead to

P(3u<M:3i<N: TE)+A¢)
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2. Generalized Hopfield model with i.i.d. patterns

< NM exp <{—cn

(1= 2P0 (1 — 5)21 1og(N>> (1+o(1)) (2.20)
)

2/€2(n—1

= oo (af1-all 20)" (1 = 5)2] (V) ~ log(c, (V) ) 1+ o(1).

271/{2(7171)
which converges to zero for N to infinity as long as

2n(2n — 3)!

n > .
T A (1=

Equation (2.20) is true for all 0 < ¢ < 1. This proves the second statement because € can
again be chosen appropriately (similar to eq. (2.19)). O

2.2. Generalized dynamics with an exponential
interaction function

In the previous section we saw that a polynomial function F' in the dynamics

Z <F(1 &+ Z o) = F((—=1)- &' + nga))] (2.21)

i#] J#i

Ti(0) = sen

can increase the storage capacity of the model. If we choose F(x) = 2%, the dynamics is
equivalent to the dynamics of the standard Hopfield model. A result for the more general
approach F(x) = 2™ was shown in Theorem 2.1. As a next step, we consider the function
F(z) = exp(x), which can be seen as a “limit of the polynomial functions” where n tends
to infinity. The following result is cited from [Dem+-17].

Theorem 2.2

Consider the generalized Hopfield model with the dynamics described in eq. (2.21) and
interaction function F' given by F(x) = e*. For a fired 0 < a < @ let M = exp (aN)+1
and let €', ... &M be M patterns chosen uniformly at random from {—1,+1}Y. Moreover,
fix p € 0,3). For any p and any &1 taken uniformly at random from S(&*, pN), where
pN s assumed to be an integer, it holds that

P(3u3: T (&) #¢) 0,
if a is chosen in dependence of p such that

a< %min{](l—Qp), I1-2p—a+I1(1-2p—a))} (2.22)
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2.2. Generalized dynamics with an exponential interaction function

with

I(x) =

{%((l-i—x) 10g(1+:13)+(1—x)10g(1—x)>, if x € [—1,1]

0, else

Note that Theorem 2.2 in particular implies that
P(3u3i: T (") £€) =0

as N — oo, i.e. with a probability converging to 1, all the patterns are fixed points of the
dynamics.

Proof. Starting in one of the patterns (without loss of generality in '), we want to prove
that it is an attractive fixed point of the update dynamics, i.e. we need to show that
T(¢') = ¢! with a probability converging to one. Additionally, we want the model to
correct pN random errors by updating each of the neurons once.

Recall that we can interpret — 3> F(m#(0)) as the energy value of a configuration o.
Equation (2.21) shows that the neural net switches a neuron to the spin which results in
a lower energy value. We denote by

AE(o) = (F <o—i§;‘ + 255’07) —F <—0i§f + Zg;aj» (2.23)

j#4 J#

the energy difference between the configuration ¢ and its counterpart where the sign of
neuron 4 is switched. For now let us exclude the event where A;E(c) = 0 because in
the limit N — oo this will be negligible. An equivalent formulation to the dynamics in
eq. (2.21) is to say that neuron ¢ remains unchanged after an application of the update
rule as long as the difference is positive, i.e. A;E(0) > 0. The spin of neuron i will be
changed if A;E(0) is negative.

Since the input is an element of the sphere around § 1 the overlap with the desired pattern
is given by m!(¢') = (1 — 2p). To calculate the energy values of the two configurations,
one for each possible value of neuron ¢, it is important to know the initial value of neuron
t. The indices with false signals are chosen uniformly at random. Thus, neuron ¢ could

possibly start with a corrupted signal. In the different cases we get

N
—Ele + D6 = Nm'(€h) - 28j¢! =
J#i

N(1—2p) —2 if neuron 7 is correct
{ (1=2p) (2.24)

N(1—-2p)+2 if neuron ¢ is false
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2. Generalized Hopfield model with i.i.d. patterns

The summand in eq. (2.23) where ;1 = 1 can be interpreted as signal term and together
with eq. (2.24) we observe that

F(Nm!(€)) - F (Nm(€) - 26/¢!)
~ JF(N(1—=2p)) — F(N(1—2p) —2) if neuron i is correct
| F(N(1—2p)) — F(N(1—2p) +2) if neuron i is false

Therefore, the signal term pushes the net to the right behaviour because

F(N(1—2p)) — F(N(1 —2p) —2) > 0 on the one hand, and
F(N(1-2p)) — F(N(1 —2p) +2) <0 on the other hand

depending on whether neuron ¢ is correct or incorrect. Now we are able to derive a
necessary condition for the event that the noise term becomes big enough to distract the
neural net. In the case of ¢; £l = ¢! (correct signal), we see that T;(¢') # &/ is equivalent to

i (F(vme(e)) = F(Nm(€) - 26lt) ) <0

pn=1
which is the same as
M
> (F(-ger+ 2 g) - Flee + > ¢4))

p=2 J#i J#i
F(N(1-2p)) — F(N(1—2p) —2). (2.25)

In the case of £ = —&! (corrupted signal), the event of T}(£!) # €} is true if and only if

iw: (P(Nm (€)= F(Nmr (@) - 281¢1)) > 0

p=1

which is equivalent to

SO (F(-der+>g8) - Pl +>68))
p=2 j#i j#i
> F(N(1-2p)+2)—F(N(1-2p)). (2.26)
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2.2. Generalized dynamics with an exponential interaction function

For both of these conditions (see egs. (2.25) and (2.26)) a necessary event is given by

M

SO(F(-ghe+ 388 - Flelel + > €r€l)) = FIN(L—2p) = F(N(1 - 2p) - 2)

p=2 J#i J#i

which equals

i (exp (—gler+ Y grg)) —exp (glet + > gl8l)) 2 M0 1= (227)
=2 i i

for our choice of F'(z) = exp(z). The event in eq. (2.27) also covers the possibility that
A;E(0) = 0. Thus, it follows that

IN

P i (exp (—gler+ Y gr)) —exp (et + > €rgl)) = ceN“—?P)) (2.28)

p=2 J#i J#i

with ¢ = (1 — e™2). With the observation that
exp (- gel + D erel) —exp (gl + D¢l
j#i JF#

= exp (NmA(e))) [exp (—gel — el ) —exp (gl — €€))] < e exp (Nm()

the probability in eq. (2.28) can be bounded by
o~ ~ M ~
P(T,(&) £&) <P (Z exp (Nm(€)) = eN<1—2p>—2) . (2.20)
pn=2

The main contribution to the noise term stems from the overlaps between £* and E ! for
i # 1. The patterns are generated as i.i.d. random variables and Lemma 1.2 proves that
the overlap behaves in the same way as i.i.d. Rademacher-distributed random variables.
In the rest of the proof we want to use a large deviation principle to show that the impact
of a small number of patterns cannot be large enough to eliminate the signal. On the
other hand, the choice of a guarantees that M does not grow fast enough so that the
noise term reaches the order of the signal by adding up a lot of small deviations.

Define A = {u € {2,...,M} : m*(&') > B} for B > 0. The noise term would reach a
similar strength as the signal if each pattern would contribute an amount of

1 eN(1=2p)=2 _
M—-1

ellm2m N =2 (2.30)
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2. Generalized Hopfield model with i.i.d. patterns

to the sum in eq. (2.29). Here, we used M — 1 =exp (aN). Set 0 < <1 —2p — « then
the random set A contains all patterns whose contribution to the noise term is above the
average. The random set A provides a partition:

P (Z eXp(Nm“(gl)) > eN(l_Z”)_Q)

- > P ({Zexpww(?)) > eN<1-2ﬂ>-2} n{A= X})

XC{2,...,M} n=2
= ) PA=X)-P ({Zexp(]\fm“(gl)) > eN(12p)2} ) {A= X}) .
XC{2,..,M} =2

The distribution of A can be simplified by the fact that all patterns are generated as
i.i.d. random variables. Similar to the standard Hopfield model, we can get rid of the
random distraction through ¢! with the help of Lemma 1.2. With this insight and the
independence of patterns, we set

p=P2e ) =P (miE)>p) (2.31)

and see that the probability for A to be a fixed set X C {2,..., M} equals the probability
of a specific coin toss realization. Thus,

M
P (Z exp(Nm“(gl)) > eN(1_2p)_2>

M
= pra—p) P (Z exp(Nm# (1)) > V(=22 ‘ A= X) :
n=2

where Py denotes all the subsets of size k. Because of the i.i.d. setting the probabilities only
vary with the size of A. Without loss of generality we are allowed touse X = {2,... k+1}
if |A| = k for fixed k and conclude

M
P (Z exp(Nm“(gl)) > eN(l_Zp)_Q)
n=2

1

-y

k=0

M—1 e M - o _
(" )pk“‘pw”‘P(Zexp<Nmﬂ<é>>>eN“ o AZX)'

(2.32)

The contribution of patterns in A¢ to the noise term are bounded by e’V. As a quick
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2.2. Generalized dynamics with an exponential interaction function

reminder, by definition pattern £! cannot be part of A or A¢. Therefore, |A¢| = M —1—|A|.

Thus,
A X>

<P Z exp(Nm#(€1)) > eNU=20-2 _ (M —1 — k)exp(BN) | A= X

peX

M
P (Z exp(Nm”(El)) > lV(1=2p) =2
n=2

To shorten the equations set
(k) == eNU=2072 (M — 1 — k)P, (2.33)

With a union bound argument, the event that the term exceeds ¢(k) can be bounded by
an event that a large deviation of one pattern occurs:

P> exp(Nm#(€h)) > e(k) ] A=X

<P (1215:2{ exp (Nmﬂ@l)) > @ ] A= X>
< X|-P (exp (Nm(&)) > E(T@ ] A= X)
— kP (exp (NmQ(gl)) > b% ’ 2 A) . (2.34)
Now define
r(k) =P <eXp (Nm(e)) > @) (2.35)

and together with p =P (2 € A) (see eq. (2.31)) it follows that

< i < .
- P(2eA) ~p

(2.36)
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2. Generalized Hopfield model with i.i.d. patterns

The estimates in egs. (2.34) and (2.36) change eq. (2.32) into

SA::: (Mk_ l)p’“(l— )Mlkk%
_ A:_Ol k(M - 1> P = p) M (). (2.37)

In eq. (2.37) we derived an upper, bound which only depends on probabilities involving

the overlap of ¢! with one single pattern (here without loss of generality £2?). These
probabilities are p (see eq. (2.31)) and r(k) (see eq. (2.35)).

The random set A contains patterns whose contribution to the noise term is bigger than
what on average is needed to exceed the signal term. In eq. (2.37) the size of A is denoted
by k. With M — 1 = exp(aN) and the definition of ¢(k) in eq. (2.33), we see that

ok) _

(eN(l_Qp)_Q - (M —-1- k:)eﬁN) = — (eNU=20=2 _ (M) — 1)65N) + PN

| =

I
— ~—

el e e

eN(1—-2p)=2 _ e(a+ﬂ)N) 4 BN

eNU-20-2 (1 _ plats-(1=2p)N+2) | 0N

(2.38)

which is decreasing in k because 8 < 1 —2p — «. This means if more patterns are allowed

to have a contribution above the average, each of them needs to have a lower impact

to cause the net to fail an update. As a consequence, the probability (k) to reach this
k)

barrier = is increasing in k. In other words, if more patterns are contained in A, it is

more likely for the overlap of a pattern to exceed the critical value, namely % log(@).

Because |A| is binomial distributed with parameters p and M — 1, the expected size of A
is p(M —1). Let us first consider the scenario where the size of A is not unusually big. In
context of eq. (2.37), that means we concentrate on the sum over indices k which are less
than 2p(M — 1). Later we will see that sizes of A beyond 2p(M — 1) can be eliminated
with a large deviation argument about the binomial distribution.

The integer part of a number x is denoted by |z]. With the fact that r(k), and therefore
kr(k), is increasing in k, we conclude for the sum with indices up to [2p(M — 1)| that

12p(M—1)]
M1
> ( L )k'f’(k)p’“(l—p)M”

k=0
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2.2. Generalized dynamics with an exponential interaction function

[2p(M 1))
1 M1
< = Ir(l F(1—p)M-1-k
< pusiriry Y par ( k )p( )
1
< SO =D r(2p(M = 1))

< 2(M — 1) r(2p(M —1)).

In the second line, the series is equal to a probability of a binomial distribution and can
be bounded by one. Furthermore, we used [2p(M — 1)] < 2p(M — 1) and the fact that
r(k) is increasing in k.

Again with the arguments around Lemma 1.2, the overlap m?(£!) is distributed like a
sum of Rademacher spins. This justifies that we apply Cramér’s theorem (see Theorem

A.1 and Theorem A.3) to m?(¢') and deduce for y > 0

P (m*(€) 2 y) < exp(-NI(y), (2.39)

where [ is the rate function of Rademacher spins. The rate function [ is equal to

I(z) = %((1 +a)log ((14+2))+ (1 —x)log (1 — x)) (2.40)

for x € [—1,1] (see Example A.2 b). Cramér’s theorem applied to p leads to

1 1
5 - > exp(NI(f)). (2.41)
p ]P(m2(£1) > ﬂ) !

Recall from eq. (2.35) that
r(k) =P (exp (Nmz(gl)> > E%)

with (k) = eNU=2072 _ a+hN 4 LkeBN  The identity M — 1 = exp(aN) and the
application of Cramér’s theorem on 1—1) as stated in eq. (2.41) bounds the probability
r(2p(M —1)) by

1
2p(M — 1)

_p (eN(1—2p—a)—2 . eBN) + eﬁN)

(eNO-2-ati(®)-2 _ eN(/m(m)))

r(2p(M —1)) =P (exp (NmQ(gl)) > (6N(1_2p)_2 - e(a+5)N) + eﬁN)
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2. Generalized Hopfield model with i.i.d. patterns

Since 3 < 1 — 2p — «, the dominating term is eN(1=2r=2+1(5))=2 and it follows that

r(2p(M —1)) <P (exp (Nmz(gl)) > N(1=2p—at1(B)=(2+log(2)) (1 4 0(1)))

—P (Nm2(€1) >N <1 —2p—a+I(f) - LW) + 0(1)) . (2.42)

The upper bound of r(2p(M — 1)) corresponds to a large deviation event of m?(£') and
as long as we can choose < 1 — 2p — « such that there exists v with

0<y <12 (o 1()) - 2HEE) (2.43)
we can conclude with eq. (2.39) that
r(2p(M — 1)) < e 1IN, (2.44)
Therefore, the first part of eq. (2.37) is bounded by
2pM-1)] e
S (M e - <200 1) e (-NIG) 249

k=0

under the assumption that the parameters 5 and 7 can be chosen appropriately (see
eq. (2.43)). The right choice of 8 and « will be discussed at the end of the proof.

Back to eq. (2.37), for the sum with indices above [2p(M —1)], we are using the identity
k(M) = (M —1)(%"?) and bound the probability r(k) by one. Thus,

M-1

> k(M

k=|2p(M—1)|+1

< (M -1 Af <Mk_ 2>pk(1—p)M_2_k

k=[2p(M—1)]
= (M —1)P(Sy— > |2p(M — 1)))

3
< (M= 1) P(Sy 22 Zp(M -2)). (2.46)
Here, Sy;_s denotes a binomial distributed random variable with parameters M — 2 and
p. The last line follows because [2p(M — 1)| > 3p(M — 2) if and only if Mp > 2(1 — p).

This is fulfilled because Mp grows to infinity if « is small enough, which we will see at
the end of the proof.

The probability in eq. (2.46) can be bounded by Lemma A.4, which provides an exponen-
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2.2. Generalized dynamics with an exponential interaction function

tial bound for a large deviation event of a binomial distribution. The lemma states that
for a binomial distributed random variable S,, and ¢ > 0

P (S, > n(p+¢)) < exp (—n (2p8—2|— 6)) .

Thus, by Lemma A.4 with ¢ = £, we obtain the following bound for the second part of
the sum:

M—-1

k:pp%:_l)ﬁ_l k‘<Mk— 1)pk—1(1 — p)M—l_k’r(k‘) < (M —1)exp < — p<Ml—0_2)> (2.47)

The eqgs. (2.45) and (2.47) bound the probability to update neuron ¢ to the wrong spin
and together with M — 1 = exp (aN), we conclude that

P(3u3i: T(E) #¢)
< NM-P(T(E) £ ¢)

< N-M- (2(M—1)exp(—Nf(V>)+(M_1)exp(_p(M1—0_2)>>

M—Q'p(M—1)>]'

(2.48)

- M—1

e N M [2 exp (~N(I(3) = 20)) + exp (2N — T - B

It remains to prove that the bound in eq. (2.48) converges to zero if N tends to infinity.
To achieve this, we show that the parameters 8 and v can be chosen in such a way that
the previously made assumption in eq. (2.43) is fulfilled, I(y) — 2« > 0 and p(M — 1)
grows faster to infinity than N does.

The rate function I on [0,1] is a strictly increasing function. Define Sy := I~!(a) > 0.
If B < Bo, then 1 := $(ow — I(B)) > 0. Cramér’s theorem (see Theorem A.1) provides a
lower bound for p: For N large enough we deduce that

p=P (m*(&) > §) > exp (=N (I(8) + 1))
—exp (-5 0+ ).

The lower bound for p together with the identity M — 1 = exp(aN) leads to

1 1) 2 exp (N (= 3019) +) ) ) =exp (o~ 109)

for N large enough. The lower bound goes exponentially fast to infinity if « — I(f) > 0.
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2. Generalized Hopfield model with i.i.d. patterns

If we ensure that 8 < Sy = I~!(«), then the second term of eq. (2.48) is bounded from
above by

Nexp(ZaN — %: i . p(MlO_ 1))
< exp <log(N) +2aN — 1i0(1 +o0(1)) exp <Q_T](5)N>) =20 (2.49)

Now it remains to show that I(v) — 2« > 0 while « is restricted by eq. (2.43). For N
large enough eq. (2.43) is fulfilled if

0<y<1l—=2p—a+I(p). (2.50)

Since [ is an increasing function on [0, 1], we want to choose 3 as large as possible, but
the two constraints, namely 8 <1 —2p — «a and 8 < By = [ !(«), are limiting this. The
first constraint was used in egs. (2.30), (2.38) and (2.42). The second one was important
in eq. (2.49). Altogether, the choice of § is limited by min{l — 2p — «, 5o}. The value
of the minimum depends on p and «, which are fixed by the theorem. By assumptions
pel0,1) and

a< %min{[(l—Qp), I1=2p—a+I1(1-2p—a))}. (2.51)

We distinguish between the two cases whether min{l —2p — «, 5y} is equal to 1 —2p — «
or equal to Sy.

(1) Let 1—2p— « be smaller or equal to fy. Then min{l —2p—«, 5} =1—2p—«a and

we need to ensure that § < 1 —2p — a. Since I(x) < z, we know from a < —1(1;2”)

that a <1 —2p. According to eq. (2.51) we know that

I(1—2p—a+I(1—2p—
a<( pa+2( pa))_

Due to these conditions and because of the continuity of I, there exists 0 < § <
1 —2p — a with

2a < I(1—-2p—a+I1P)<I(1—2p—a+I(1—-2p—a)).

Here, it is important that 5 can be chosen to be arbitrarily close to 1 —2p — . In
the same way there exists 0 < v < 1—2p — o + () such that

2a < I(y) <I(1=2p—a+I(pP)).

Thus, I(y) — 2a > 0.
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2.2. Generalized dynamics with an exponential interaction function

We need to be careful if 1 —2p — a + I(1 — 2p — «) > 1 because in this case
I(1-2p—a+I(1—-2p—a)) =oco. But since this condition is equivalent to the
first inequality of 2p + a < I(1 —2p — ) < I(1), we can choose 8 < I71(2p + )
such that

20 < I(1—2p—a+ I(8)) < I(1)

because 2a0 < I(1 —2p — ) < I(1). Then 8 < 1 —2p — « is fulfilled. Additionally,
we can choose 0 < v <1 —2p —a+ I(f) such that

200 < I(y) < I(1=2p—a+1(5))

because [ is continuous and 1 —2p —a > 0.

(2) Let o be smaller than (1 —2p—«). Tt follows that 3y = I7!(a) < 1 —2p—«, which
is equivalent to min{l — 2p — «, B} = [o. In this case we only need to guarantee
that 8 < By. Thus, 8 can be chosen such that a — I(f3) is positive but arbitrarily
small. By assumptions (see eq. (2.51))

I(1-2

2
Because of the continuity of I there exists 8 such that
2a<I(1=2p—a+I1(B)) < I(1—2p). (2.52)

To achieve the inequality in (2.52), it is important that [ is allowed to be close to
Bo- Then S can be chosen such that 1 —2p — o+ I(f3) is arbitrarily close to 1 — 2p.
In the same way there exists v such that

20 < I(y) < I(1 =2p—a+I(P)).

Thus, I(y) —2a > 0 and all conditions are met.

This proves that the first term in eq. (2.48) converges to zero even if multiplied by N. All
in all, we showed that

P <3u 3 : T, (Eﬂ) ;éff) 0.

Figure 2.1 shows a plot of the function

fp(a):%min{](l—Qp), Il-2p—a+I(1-2p—a))} —«
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2. Generalized Hopfield model with i.i.d. patterns

for different values of p. For fixed p Theorem 2.2 states that a can be chosen such that
the function f,(«) is positive. Therefore, the root of f,(«) determines the upper bound
for « to obtain a storage capacity of M = exp(alV).

All in all, Theorem 2.2 showed that by changing the dynamics such that the energy
decreases exponentially fast while approaching a pattern, the net is able to store at least
M = exp(aN) patterns. This includes the stability of patterns and a positive basin of
attraction.
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3. Generalized Hopfield model with
Curie-Weiss patterns

In Chapter 2 we derived lower bounds for the storage capacity of the Hopfield model
with a polynomial and an exponential dynamics. In the next step, we investigate how
the dynamics treat spatially dependent patterns. This means that different patterns are
still independent but distinct spins of the same pattern are allowed to be dependent.
Results with spatially dependent patterns for the standard Hopfield model were shown in
[L6w98; LV05]. Lowe and Vermet showed in [LV05] that a moderate deviations principle
is sufficient to prove a storage capacity of similar order as in the case of i.i.d. generated
patterns. This was demonstrated with patterns created by a Curie-Weiss model and by an
Ising model. In the following section, we give an introduction to the Curie-Weiss model
and derive some results needed to calculate a storage capacity for a Hopfield model with
a polynomial dynamics and Curie-Weiss patterns.

3.1. Introduction to the Curie-Weiss model

Spin glass models were introduced in Section 1.2. The Curie-Weiss model is a mean field
model where all spins interact with the mean magnetization. Thus, we do not need to
consider any lattice structure. The Hamiltonian of the Curie-Weiss model is given by

HOY (o Z 005 = <% ; aj> (3.1)

with o € {—1,1}". Therefore, the finite volume Gibbs measure equals

2
(0) = 2 exp (~BHS" (0)) = 2 1 i 32)
o) = exp (— o)) = ex — .
/’1’57N ZBJV p N ZﬁJ\f N — )
where Z3 n is the partition function with
Zsgn =2 > exp(-BHJV(7)). (3.3)
ce{-1,1}N
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3. Generalized Hopfield model with Curie-Weiss patterns

In this chapter we want the patterns to be generated according to a Curie-Weiss model.
In the previous part of the work, we introduced & := &' = (§;);<n as a vector of i.i.d.
spins on the probability space (2, F,P) with

P& = 1) = % —P(¢ = —1).

Now we denote by PgW the probability measure on (€2, F) such that the push-forward
measure of £ is equal to the Gibbs measure of the Curie-Weiss model, i.e.

PGV (¢ € do) = pgn(do). (3.4)

The expectation value with respect to P§" is labelled E“"[]. A pattern with i.i.d. spins
from the previous section is connected to a pattern according to a Curie-Weiss model by
a simple change of measure:

PV (€ € do) = Z;N exp (—BHEY (0)) P(€ € do), (3.5)
where
Zsw = E [exp (~BHY (©))] (36)

In the same way as before, let &', ..., &M be independent copies of €. To avoid that the
probability space depends on N one can define (&) ey on (€2, F,P) and work with the
projection to the first N coordinates.

3.2. Results about the Curie-Weiss model

The Curie-Weiss model is a good first approach for spatially dependent patterns because
the spins are exchangeable and the model parameter 5 can be used to adjust the cor-
relation of spins. A deeper analysis of the model shows that for 0 < 8 < 1 the mean
magnetization converges to zero and the correlation between spins vanishes if NV is going
to infinity. In this case the spins are not independent but in the limit their behaviour
is very similar to independent spins. For [ > 1 the correlation between spins is strong
enough such that non-trivial solutions for the mean magnetization appear. A result about
the correlation of spins will be derived in Theorem 3.15. For results about the mean mag-
netization the reader is referred to chapter IV in [ElI85].
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3.2. Results about the Curie-Weiss model

3.2.1. Central Limit Theorem for the magnetization

For i.i.d. patterns a useful tool to derive a lower bound for the storage capacity was Lemma
1.2, which shows that the overlap is distributed like a sum of single spins. Standard tools
of probability theory, like the Central Limit Theorem, were then used to approximate the
limiting behaviour. In the case of Curie-Weiss patterns for 0 < § < 1, we are able to
show a Central Limit Theorem for the sum of spins. Since the Curie-Weiss model was
introduced to mimic a ferromagnet, the sum of spin is called magnetization.

Definition 3.1
Let &€ = (&;)j<n be generated by a Curie-Weiss model. We call Sy = Z;VZI §; the magne-
tization of the model.

Results about the magnetization in a Curie-Weiss model and its fluctuations were derived
by Ellis, Newman and Rosen in [EN78a; EN78b; ENR80]. They proved a Law of Large
Numbers and a Central Limit Theorem for Sy. In [ElI85] Ellis applied the theory of large
deviations to models of statistical mechanics including the Curie-Weiss model. These
results were extended by Eichelsbacher and Lowe in [EL04]|, who proved a moderate
deviations principle for Sy. Rates of convergence were achieved with the help of Stein’s
method in [EL10; CS11]. For our purposes, it is important that the magnetization obeys
a Central Limit Theorem if g < 1:

Theorem 3.2 (see Theorem V.9.4 in [ElI85])
Let € = (&);<n be generated by a Curie-Weiss model with 0 < [ < 1. The scaled
magnetization \/—%SN converges in distribution to a normal distribution with expectation

value 0 and variance o2y = (1 — B)7L.

Proof. The key observation is that a Central Limit Theorem is valid for (&;);<y under P
because these are i.i.d. random variables. We need to show that

BCW (j_NN e ) o N (0,0%)

which means that for every bounded and continuous function f (short: f € C,(R))

/Qf (%) dP§" =3 E[f(Y)] (3.7)

needs to hold. Here, Y is a (0, 02, )-normal distributed random variable. The observation
in eq. (3.5) leads to the following representation of the integral

D)= L ()= (2(5)) =
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3. Generalized Hopfield model with Curie-Weiss patterns

The convergence in eq. (3.7) follows if we can verify the statements

L) (35 = Lm0

2vs= flow (5 (52) ) o 5 [ e (<052 @ e

Both statements would be an immediate consequence of the weak convergence of —= Z =16
under P if the function g(x) = f(x )exp(5 %) would be bounded. Instead, we ut111ze that

g is a continuous function and claim that (g(v/N s N))nen is uniformly integrable (see
Definition A.7). The weak convergence and uniform integrability is enough to deduce the
convergence which is left to show (see Theorem A.9). Thus, Theorem A.9 together with

and

Lemma 3.3, which proves the uniform integrability of (g(v/N s ~N))Nen, completes the
proof. O

Lemma 3.3 (see proof of Theorem 9.4 in Chapter V in [ElI85])
Let 0 < f < 1. Define (Wn)nen by

veen (3 () o0 (3 (%)

Then (Wy)nen is uniformly integrable under P.

Proof. We need to show that

sup/ Wy dP =% 0.
N21J{Wy>a}

By calculating the expected value of Wy Lyw,>s) with a standard integral formula, it
follows that

/ Wy dB = / P(Wy Layysay > 1) dt + / B(Wy Lyyysay > 1) dt
{Wn>a} 0 «
WN > +/ P WN :H-{WN>04} > t) dt



3.2. Results about the Curie-Weiss model

For the tail probability of Wy we derive the following upper bound

sl 1 &\
P(Wy > a) =P | exp —<— §<> >
N 9 N;j
R 2log(04))é
—p(|— ,
| N;@ z( :
| X

1
where z = (%@) * > 0. In the last line we used an exponential Chebyshev inequality

with ¢ = x. Under P the spins &i,...,&y are independent and identically Rademacher-

distributed. Thus,
1 z \V x?
exp | z—= & = cosh (—) < exp (—)
(30| = (5 :

because cosh(y) < exp(%) for all y € R. Together, the tail event of Wy is bounded by

E

2

P(Wy > ) < 2exp (—%) = 2(1_%, (3.9)

which does not depend on N and follows with the identity for x. By using the bound
from eq. (3.9) in eq. (3.8), we conclude for 8 < 1 that

o0

/ Wy dP :aP(WNza)+/ P(Wx > t)dt
{WNZOZ} o

< aQCfé +/ 2257% dt
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3. Generalized Hopfield model with Curie-Weiss patterns

Therefore,

N2>1

sup/ Wy dP < O(a'” 3)
{WN>a}

which converges to 0 for « — 0o because of 8 < 1. Thus, (Wy)y is uniformly integrable.
O

A simple consequence of Lemma 3.3 is the uniform integrability of the following family of
random variables:

Corollary 3.4
For every k € N the family (Y¥)nen, where Y is defined by

VAN TP e\ )
1s uniformly integrable under P.

Proof. Lemma 3.3 showed that for every 0 < 3 < 1 the exponential part in Y* is uniformly
integrable. But the polynomial part of Y is negligible. Let 0 < ¢ < 1 — 3 then there
exists 7 > 0 such that Ay := {z € R : klog(|z|) > #:UQ} C{zeR: |z|] <%} On

the event {S—N € AZ} = { S—JJVV } we know that

VN
O o (5 ()
VNPT A\

and therefore

if a is large enough. Thus,

lim sup /
a0 NeN J{|vk|>a}

lim sup / Y-
a—00 NeN {
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3.2. Results about the Curie-Weiss model

) 1—¢ /Sy \°
- Jﬂiﬁ%/{m@;(s P)eah (T () ) vt

2N
VN

The last term is equal to zero because of Lemma 3.3 with 5 =1-—e. O

Corollary 3.4 is helpful to show the convergence of moments in a Curie-Weiss model with
0<p<l:

Lemma 3.5
Let &€ = (&)j<n be a Curie-Weiss pattern for 0 < 8 <1 and let o2y, = (1 — B8)~'. Then

the k-th moment of v/ N_ISN under PgW converges to the k-th moment of a N(0,c%y,)
distribution, i.e.

k
Sy \* ow 1 & ok (k=D if k is even
(ﬁ) ] =k (J_N;@ o, if k is odd

Proof. The Central Limit Theorem states that /N Sy = N (0,1) under P and from
Corollary 3.4 we know that Y} is uniformly integrable under P. Theorem A.9 then states
the following convergence:

]EC'W

ew [(Sx ] _ 1 (S) é(s_)

B (\/N> _ZN,BE V) TP\ \UN
1 No L p
_%E Y]\'ﬂ — EE [Zkexp( Zzﬂ

with Z ~ N (0,1). The partition function was handled in the proof of Theorem 3.2, where
we saw that Zy g =% sow. A simple calculation shows that

2

)
0 k uneven

where (k—1)!'=(k—1)-(k—3)-...-3-1. Thus,

( Sn )k N | OBy - (B —1)!! k even
VN 0 k uneven

ECW
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3. Generalized Hopfield model with Curie-Weiss patterns

3.2.2. The Gibbs measure of a Curie-Weiss model as a de Finetti
type measure

In the last section we proved a Central Limit Theorem for the magnetization. Now we
want to calculate the correlation between spins and then prove a Central Limit Theorem
for the overlap of two independent Curie-Weiss patterns. For this task it is helpful to
use another representation of the Gibbs measure. We show that the Gibbs measure is
a de Finetti type measure, which is by de Finetti’s theorem (see [Ald85]) connected to
exchangeable sequences of random variables. Since the density in a Curie-Weiss model
(see eq. (3.2)) only depends on the magnetization, the distribution of a configuration is
invariant under a permutation of its entries. Random variables with this characteristic
are called exchangeable. We denote by £(X) the law of a random variable X.

Definition 3.6 (see [Ald85])
A finite sequence (X1, ..., X,) of random variables is called exchangeable if

L(Xy,. X)) = L(Xnys s Xnwy)

for each permutation m of {1,...,n}.
An infinite sequence (X1, Xa,...) of random variables is called exchangeable if

L(X1,Xs,...) = L(Xrq), Xre), - )
for each finite permutation © of N. A permutation of N is finite if [{i : w(i) # i}| < co.

For an infinite sequence which is exchangeable de Finetti’s theorem states that this se-
quence can be written as a mixture of i.i.d. random variables (see [Ald85]). In general
this is not true for finite sequences, but we will show that the vector of Curie-Weiss spins
can still be written as such a mixture of i.i.d. random variables.

Definition 3.7 (see Definition 17 in [HKW15])
Let p be a probability measure on [—1,1]. We say {—1, 1}-valued random variables X1, ..., X,
are of de Finetti type if

P(X, = ay,..., X, = a,) = /Pt((al, L a))du(®),

where

1
P(ar, - an)) = o (1+ t)rr(anan) (1 gyn-(a1an) (3.10)

with ny(ay,...,a,) and n_(aq,...,a,) counting the occurrences of +1 resp. —1. p is
called the de Finetti measure.
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3.2. Results about the Curie-Weiss model

The Gibbs measure of a Curie-Weiss model is a measure of de Finetti type.

Theorem 3.8 (see Theorem 20 in [HKW15])
If Pgw denotes the Gibbs measure on {—1,1}Y of a Curie-Weiss model for 8 > 0, then

PEY((&)sew =) =271 [ Plon,...ow) Qlat),

where
Q) - B,
with
Fy(t) = % (%log (g)f log (1— #2) (3.11)
and

P, is defined as in eq. (3.10).

A helpful tool to prove Theorem 3.8 is the Hubbard-Stratonovich transformation. This
transformation can be used to convert the density function to a simpler form such that
we can easily use the independence of spins under P.

Theorem 3.9 (Hubbard-Stratonovich transformation)

Fora>0andbe R
\/?e i —?e (—as® +bs) ds (3.12)
- Xp 1w = xp (—a S ) )

—0o0

Proof. Based on the Gaussian density function we know that

17 (s — )?
exp | — ds =1
V2mo? / < 202
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3. Generalized Hopfield model with Curie-Weiss patterns

for p € R and o > 0. The identity

\/Es—L 2—a32—2\/58 b —f—ﬁ
2va) 2v/a  4da

b2

=as® —bs+ —

as S+4a

transforms the right side of eq. (3.12) into

fetast e as = [ow((vas- L) o (5

—0o0 —0o0

In the last step we integrate the density function of a normal distribution with pu = %
and o2 = % Thus, the integral is equal to one. O

Proof of Theorem 3.8. Let o be in {—1,1}. We need to convert the probability

N 2
PiYV(E=0) = 2_NZB_7}V exp b (L Zaj)
2 \/szl

into the desired form needed for a de Finetti type measure. The Hubbard-Stratonovich
transformation (see Theorem 3.9) applied to the density function of IP’gW, ie.

N
1 /B
a=; and b= Nz;aj,
J:

leads to the identity

2 00 N
15} 1 I 1 52 15}
exXp § \/—N;Uj :—QW/exp —E—FS NZO'J' ds.

oo Jj=1
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3.2. Results about the Curie-Weiss model

Now we are able to transform the exponential of the sum into a product of exponentials.

Together with a change of variables y = s %, we get

17 s \/EN )
- exp —— 4+ s — 0j ds
e (e

N [ N )\
E <>n dy

- eXp — 42 — log(cosh(y)) ﬁwdy. (3.13)
213 25 o cosh(y)

Additionally, we corrected the exponential functions by a cosh-term. With the symmetry
of cosh, we conclude that for every o; € {—1,1}

e%iY B e%iY B 1 ( g5y + efo'jy) + (eo'jy — egjy)
cosh(y)  cosh(o;y) 2 cosh(o;y)
_ e cosh(o;y) + sinh(o,y)
2 cosh(o;y)
1 1
=3 (14 tanh(ojy)) = 5 (14 o;tanh(y)).

After a change of variables ¢t = tanh(y), the product in eq. (3.13) already has the form of
Pti

lN—[ exp (o;v)

I (1 + 0 tanh(y))

1
2

=

1

.
Il

2|H

N
H 1+0;t) = P(o1,...,0n). (3.14)
It remains to show that the de Finetti measure Q and the function Fj is as stated in the

theorem. For this we use that
1 1+t
= tanh™'(¢) = = log [ ——
)=t = Lo (121)

as well as

log(cosh(tanh(t))) = —% log(1 — tanh(y)?) = —% log(1 — t?)
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3. Generalized Hopfield model with Curie-Weiss patterns

to deduce

! —y? —log(cosh(y)) = itamh (t)? — log(cosh(tanh ™ (t)))

20 20
1 /1 1+4\\* 1
=~ (Zlog (2 “log(1 — ¢2
2 (2o (154)) + st -2
1
=3 5(t). (3.15)
Here, tanh ™" is the inverse hyperbolic tangent. Equation (3.15) applied to eq. (3.13) leads
to
2 1 N
gl 1 & N / exp ( - EFB(t))
2l == 4 = P,
exp 2 \/Nj_zlaj 27Tﬁ 1 —¢2 t(U) dt
= .
¥ 1
(3e5 | Pl atan (3.16)
5
The term
dt
T = (1~ tanh(y)?) = (1 #)

occurs because of the change of variables. The identity in eq. (3.16) applied to Zy g shows
that

A
e ¥ w3 50)

(o5)€{-1 1}N

v N 55 P(0) Q(d?). (3.17)
—1 (o5);€{— ll}N

With the identity for P;(o) stated in eq. (3.14), we see that the sum over P;(c) can be
expressed as an expectation value of i.i.d. Rademacher spins:

>, Bl)= (B +€1t)]>N =1 (3.18)

(0j);€{-1,1}¥
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3.2. Results about the Curie-Weiss model

All in all, this proves

N
Zng=2N\|=—=Z
N,B 271'/8 9

and together with eq. (3.16), we proved

PGV ((&))j<n = 0) =

3.2.3. Laplace’s method and the correlation of spins

The expectation of a product of spins is easy to calculate if we work with independent
spins. In a Curie-Weiss model the spins are not independent, but the representation as a
de Finetti measure can be interpreted as a mixture of independent variables. This can be
used to show the following formula to calculate the correlation of spins.

Proposition 3.10 (see Proposition 18 in [HKW15])
For Curie-Weiss spins (§;)j<n the correlation can be calculated as

1

]ECW[é'l A ék] — Z*l /tkexp(

-1

— 5 F5(t))

1z dt

where Fjg is given by eq. (3.11).

Proof. We use Theorem 3.8 and conclude that for every 5 > 0

EWE ... &)= Z (H@) PSY (01,...,0n)

(o7);€{-1,1}N \i=l

— Z (Ho’i> Zl/Pt(al,...,an) Q(dt)

(o7);€{-1,1}N \i=1

:zl/ 3 (Hai) Pior,...,00) Q(d1).

21 (o) e{-1,1}NV \i=1
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3. Generalized Hopfield model with Curie-Weiss patterns

Similar to eq. (3.18), the sum can be expressed as an expectation value of independent
Rademacher spins:

N—k

Z <ﬁ m) P(oy,...,00) = (E[fl(l + f1t)]>k (E[(l + fﬂf)]) =tk

(0;); €{-1,1}N \i=1
This proves

1

_Np
BV ... &l = Z_lftk exp(1 _2 tzﬂ(t)) dt.

-1

]

As a simple consequence of the formula in Proposition 3.10, we get a first result about
the correlation of spins:

Corollary 3.11
Let 8 > 0. For every k € N

EWg ... &]>0
and for k odd
Ecw[fl'---fk]:o-

Proof. Proposition 3.10 and the identity for F' (see eq. (3.11)), especially the fact that F
is symmetric, i.e. F'(t) = F(—t) for all t > 0, shows that for & odd

ECW[SI S gk] _ Z—l /tkexp(_%Fﬂ(t» d =0

If k is even, the integrand is non-negative. Thus, the expectation is non-negative. O]
To calculate the order of the correlation with an even number of spins, we introduce

Laplace’s method. With this method we can determine the behaviour of integrals of the
form

d
/ e NF@ gy (z) da

through the minimal points of F'. In our case this means we need to calculate the minimum
of Fj to get an approximation. For a general version of Laplace’s method one needs several
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3.2. Results about the Curie-Weiss model

assumptions to guarantee that the dominating contribution comes from the exponential
part. But as long as F' is continuously differentiable and an integrability condition is
fulfilled, Laplace’s method provides a statement strong enough for our purposes. A more
general version can be found in [Olv74; Won01; Kir15]. In the following we prove a version
of Laplace’s method together with its application to the Curie-Weiss model.

Definition 3.12
The Gamma function is defined by

o0

[(x) = /txlet dt

0

for x > 0.

The following theorem is adapted from Proposition 24 in [HKW15] and Theorem 5.10 resp.
Corollary 5.12 in [Kirl5]. For more details on Laplace’s method the reader is referred to

[Olv74].
Theorem 3.13 (Laplace’s method (see Theorem 5.10 and Corollary 5.12 in [Kirl5]))

Suppose F': (¢,d) — R (with c € RU{—o00} and d € RU{oo}) is (k+1)-times continuously
differentiable for an even k and assume that for some a € (c,d):

Fla)=F'(a)=...=F*Y@a)=0 and F®(a)>0

wcg%lﬁ;()x;é;é 871];?7‘;2%]?&25]%25 Suppose furthermore that ¢ : (c,d) — R is continuous at a

d
/e_F(w){gb(a:)‘ |z — a|l dy < 0. (3.19)

Then
(1) Forl even

d
: L1 _Np(y k! k2% [+1
A}gr(l)ONk /e 2F@ (3 — a)lo(x) de :2¢(a)<F(k)(a)) ? F( ? >

(2) Forl odd

N—oo

d
lim N & /egF(x)(x —a)l¢(z) dx = 0.
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3. Generalized Hopfield model with Curie-Weiss patterns

Proof. With the assumptions on F, especially that F'*)(a) > 0 for k even, it follows that
F has a unique minimum in a, i.e.

inf F(x)> F(a)=0

lo—al>3

for every 6 > 0. For a fixed 6 > 0 there is a B > 0 such that F(x) > B > 0 for all z > ¢.

Without loss of generality a = 0 because we are always able to do a change of variables
in the integral. Let us first concentrate on the integral over the positive line. For 6 > 0
we split the integral into a part close to the minimal point at a = 0 and a part bounded
away from the critical point:

d 0

d
/ e @alg(z) dr = / e "Wl () do + / e 2 Walg(x) dx.
0

0 0

In the second integral F' can be bounded from below by B and with the integrability from
eq. (3.19) we conclude that

d

d
/e_gF(x)xl (x)dz < 6_228/
5 5

/d

e F@yle(z) da

N—-2
< e 2 B

e " @lal'|¢(z)| d

N—QB
Y

< (Ce 2

which converges to zero for N — oo even if multiplied by N 5 for any [,k € N.

For the integral considering values close to the minimum of F', we use Taylor’s theorem
(see Theorem A.10). Close to a = 0 the function F' can be approximated by a polynomial
of order k

F(k)(())
k!

F(z) = 2+ r(x),

where 7 is the remainder term with |r(z)| < Clz|*™ if 2 < ¢ and ¢ small enough. Here,
it is important that the first kK — 1 derivatives vanish at a. Thus, with ¢ small enough

5 5
*)

/e‘gF(m)x%(l‘) dz :/e—ngur(m)x%(@ dz.

, 0



3.2. Results about the Curie-Weiss model

Set A = f( ) 0) then a change of variables y = (N A)#z leads to

)
/ _NF
2
S(NA)L/k

_i O 5 Grorisvd y
= (NA) k / e 2Y yle (< Al )¢ (W) dy

)y kyr(z) l¢( )

S Taa () (v g
€ y [0,6( NA)l/k] <y> ¢ (NA)l/k y.
0

The function ¢ is continuous in z = 0 and therefore

Y
() o0

for N — oo. Taylor’s theorem states that |r(x)| < C|z|**! for x < 6. Thus,

‘T< Y 1) ‘ < C’Lll
(NA)*x (NA)*%

and because this is decreasing faster than N, we conclude that

N y
exp (—5 r ((NA)/ls>> — 1

for N — oo. Using dominated convergence and assuming that the requirements are
fulfilled, it follows that

= Cly[F' N~0+3) (3.20)

d
]\}im N e_%F(x)xlgb(x)dx
—00
0
= i A*”Tl | (v) _%T(W%ﬁ ) d
= Nl_fgo e Y Losnvaye\y) e (N Ak Y

o0

= 60) (Farg; )/‘wdy
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3. Generalized Hopfield model with Curie-Weiss patterns

Additionally, with a change of variables, it can easily be shown that

oo 141
/e?yl dy = kk r (%) .
0

If we consider the integral from c to 0 and change variables y = —z, we see that with the
same arguments as above in the case of [ even

0 1 141
. 41 —EF(w) 1 _ ]’C' k2% l+ 1
]\}1_1&1(1)0]\7 R /e 2 Pptg(z) de = ¢(a) (F(k)(a)) r k;

and for [ odd

T
£

=

0 H+1 4

. +1 —%F(x) 1 _ k! k27w [+1
]\}I_I;(;ON 2 /e r'o(x) dx o(a) (F(k)(a)) ? r ek

Cc

Here, it is important to mention that the function F' was approximated by a polynomial
of even order. Therefore, the transformation does not affect the exponential function.
This proves the statement of the theorem as long as we can justify the application of the
dominated convergence.

The dominated convergence is applicable because eq. (3.20) and y < (N A)% show that
a dominating and integrable function is given by

k

g(y) = Dyle 7.

Some analytical calculations provide the minima of Fj in different regimes of 3.

Lemma 3.14 (see Proposition 5.16 in [Kirl5])
Let Fj be the function in eq. (3.11):

Fa(t) = % (%log (1—2))2 +log (1 —¢%).

(1) If B < 1, then Fg has a unique minimum at t = 0. Furthermore, F'(0) = 0 and
F"(0) =2(5 —1) > 0.

(2) If B =1, then F3 has a unique minimum at t = 0 with F'(0) = F"(0) = F"(0) =0
and F)(0) = 4 > 0.
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3.2. Results about the Curie-Weiss model

(3) For > 0 the function Fz has a unique minimum in [0,1) at ty > 0 and a unique
minimum in (—1,0] at —ty < 0. Fj(to) = Fs(—to) = 0 and Fj(to) = Fj(—to) > 0.
to is the unique strictly positive solution of t = tanh(fSt). Fjs has a local mazimum
at t =0 with F}5(0) = 0 and F}(0) =2 (% . 1) <0.

The proof can be found in the appendix, see Lemma A.12.

We introduced the tools to derive the asymptotic behaviour of the correlation between
Curie-Weiss spins. Let ay,by be sequences of real numbers. We write ay =~ by if
an N—oo

7L — 1. With the help of Laplace’s method (see Theorem 3.13) and the result about
N
Fj3 (see Lemma 3.14), we are able to prove the following theorem:

Theorem 3.15 (see Corollary 28 in [HKW15])

Let & = (&1,...,&N) be generated by a Curie-Weiss model with 5 > 0. Let | be an even
integer. Then,

(1) if B < 1:
EW(g - .- &)~ (I —1)! (%)éjvé
(2) if B=1:
ECW ¢, ... &) ~ qN4.
(3) if B> 1:

EY e - &) =m(B),

where t = m(B) is the strictly positive solution of tanh(ft) = t.

Proof. We define

1—a2

1
Zn(l) ::/eg’FB(x)xl—dx
1

The partition function Zy g of the Curie-Weiss model equals Zx(0) and Proposition 3.10
states that the correlation of spins can be expressed through Zy (1) as

2w

ECWEI Cee fl] ZN(O)

. (3.21)
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3. Generalized Hopfield model with Curie-Weiss patterns

We apply Laplace’s method to Zy(l) and use the insights about Fj from Lemma 3.14.
For 6 <1,a=0and ¢(z) = ﬁ the requirements of Theorem 3.13 are fulfilled because

1 1
/eXp (—Fs(z)) . —11'2 dz = /exp (—%tanh_l(xf) ﬁdx < 00.
S

If 8 <1, we set k =2 and with Theorem 3.13 and F"(0) = 2%, we conclude

N Zx (1) ~ 26(0) (Fféo))2 2;1 g (Z : 2)

This leads to

Zn(l) ~ (%) r <Z+Tl) 2T N

Together with eq. (3.21) we showed that

ow 2 (B N D () -
E [51""'5’}_ZN(0)N<1—5> 2 F(%)N .

With integration by parts it can be verified that I'(z + 1) = zI'(z) and by induction it
follows that for [ even

N~

I(
I'(

[SIE
~—
t\:|+
—

2

) -
] (1 — DI,

D=

This proves the first part.
Now assume that § = 1 and set k = 4 then with Fﬁ(w)(O) = 4 Laplace’s method states
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3.2. Results about the Curie-Weiss model

and in the same way as before

EVE ... &) = =N

with ¢, = 1247 (51) T ()7

For 8 > 1 Lemma 3.14 states that Fj3 has its minima at ¢y and —¢¢. The binomial identity
leads to

and

l

/0 e 2Pl g(2) do = ; (j.)(—to)l_j /O e 2@ (g — (—to))p(z)dx.  (3.23)

Because of the symmetry of Fj and ¢, a change of variables shows that

0 1
/e‘gFﬁ(w)(x +t) p(x)dr = (_1)3‘/6—1;&;(35)@ —to) p(x) dx. (3.24)

Since [ is even, the identities in egs. (3.22) and (3.23) together with eq. (3.24) prove that

1 1
Zu() = [ e ¥ 0lo(z) $—22<)téj [ E 0~ top o) da.
0

In this form we apply Laplace’s method (see Theorem 3.13) with £ = 2 and a = ¢y. The
requirements are fulfilled because

1
1 “1p2) T — o]
/0 exp ( 5 tanh™" (¢) >(1 ) dr < oo.

Thus, the integrals where j is an odd number converge to zero even if multiplied by N
If j is even, the integrals multiplied by Nz n converge to different constants. In the hmlt
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3. Generalized Hopfield model with Curie-Weiss patterns

N — o0 the integral with 7 = 0 is the leading term and we conclude that
1
Zn(l) ~ 2t / e 2@ g(z) da . (3.25)
0

Equation (3.25) in combination with Equation (3.21) proves the statement

_ ) g

]ECW[fl et fl] ZN(O) 0-

3.2.4. Central Limit Theorem for the overlap of spins

From Theorem 3.15 we learn that the correlation vanishes if § < 1 and N is going to
infinity. This is an important insight and possibly explains why the standard Hopfield
model is able to store Curie-Weiss patterns for § < 1. In a large network the correlation
of spins is not strong enough to fundamentally change the functionality of the network.
Furthermore, we see that higher order correlations vanish even faster than lower order
correlations. We want to use Theorem 3.15 to prove a Central Limit Theorem for the
overlap of two independent copies of Curies-Weiss patterns.

Theorem 3.16 (Central Limit Theorem for the overlap of Curie-Weiss patterns)
Let €1, €% be two independent copies of Curie-Weiss patterns for 0 < 8 < 1. The scaled
overlap m' (&%) obeys a Central Limit Theorem that means

N
=€) = = el = N0
j=1

Proof. We want to use the method of moments (see Theorem 30.2 in [Bil95]). For this,
we need to verify that all moments of the scaled overlap converge to the moments of a
standard normal distribution. Let k£ € N be an odd number. The moment of the overlap
can be written as

N k
1 _k
E ( N§ ggﬁ) =N ) Elg -8 88
j=1

2
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3.2. Results about the Curie-Weiss model

Here, we sum over all iq,...,4; € {1,..., N}. It is possible that the same index appears
multiple times. Because of fj“ € {—1,1}, every time a particular spin appears twice or an
even number of times it is equal to one. Nevertheless, there always remain an odd number
of spins because k is odd. For every combination of indices iy, ...,y € {1,..., N} there
exists an odd integer [(iq, ..., ) such that

(Bl -..-)) = (Eld-..-g1) =o.

The last equality follows with Theorem 3.15 because [ is odd. With this we get

E (ﬁé@sﬁ) =N E Y (Bl €)= 0

U1 yeenlk

and showed that all odd moments are equal to zero.

It remains to show that for £ € N the moment

1150002k

converges to (2k — 1)!l if N tends to infinity.

There are three aspects which determine the behaviour of the moment for N going to
infinity:

(1)
(2)

(3)

The first one is the normalizing factor N—*.

The second part refers to the expectation values of the form E[¢] - ... &} ]. Here,
the tricky part is that the order of E[ ill - f}%] depends on the amount of distinct
indices in 141, ..., 79, which appear odd number of times. Again, spins which occur
in pairs and therefore have an even exponent, get cancelled out. In this case with 2k
indices there always remains an even number (including zero) of spins. In contrast
to the odd moments, the order of E[¢] -...-&}'| (with [ even) now changes with 3 as
seen in Theorem 3.15.

For the last one we have to consider the number of combinations to draw indices
i1, ...,09% out of {1,..., N} with the constraint that a specific number of distinct
indices have an odd exponent.

To analyse Y (E[&} ... & ])2, we split the sum in parts where the number of distinct

ik

indices occurring in 41, . . ., 79 is fixed. Because of the identical distribution of spin vectors
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3. Generalized Hopfield model with Curie-Weiss patterns

with the same length, we can write:

S () = Y ()

11,0l m=14y,.. isp€{l,...,N}
{i1, ... d2k} =m

2k
N 2
m=1 i1,esiok €{1,...,m}

{i1, ... ik} =m

!

The factor (ix ) can be split into ﬁ, which has the order N™ and is competing with

the factor N=*, and -, which will be important to get a convergence to (2k — 1)!!. An

m:

even moment has the form

2k

I« 142 N —k N ! 1 1)’
E <\/—N;§jgj> - N Zm% > (E[&l.....émD

m=1 il,...,igke{l,...,m}
i1, ... 2kt =m

=S Nty o Y (Bl )

117712k€{177m}
|{117 s 712k}| =m

There are three regimes, 1.) m < k, 2.) m > k and 3.) m = k, with different sorts of
behaviour for N going to infinity:

(1) The number of distinct indices m in 4, ..., % is less than k:

In the easiest case m is less than k and with this N % goes to zero. The expected
value is bounded by one. Therefore, the inner sum can be bounded by a con-
stant C'(k,m) counting the possible permutations to draw indices i1, ... 79 from
{1,...m} where all m indices occur at least once. Thus,

k—1

_ 1 2
0< Y N F1ro()— (E[&i s SSQk])
m=1 11,00k €{1,...,m}
{i1,... ik} =m
< N™F (k- 1)M(1 +0(1)) — 0

m!
These arguments are valid for all § > 0.

(2) The number of distinct indices m appearing in i4,..., i is greater than
k:

The problem in this case is, that the number of combinations to choose m indices
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3.2. Results about the Curie-Weiss model

out of {1,..., N} is of order N™ beating the normalizing factor N=*. On the other
side, with the constraint that all of these m indices need to appear, there are less
indices left to cancel out spins in the expectation value. This leads the expectation
values to decrease faster to zero while N is going to infinity.

In the inner sum we draw exactly 2k times and need to have m distinct indices.
Thus, at most 2k —m > 0 indices can be drawn at least twice. Therefore, at least
2k — 2(2k —m) = 2(m — k) > 2 > 0 (2k at all and 2k — m twice) indices have
an odd exponent. From Theorem 3.15 it follows that E[£} - ... - &} ]* is at most of
order O(N~2(m=F)) (meaning that it could have an order O(N~!) with [ > 2(m —k))
because at least 2(m — k) spins remain with an odd exponent. So as long as § < 1,

we get

2k

m— 1 2
0< Y NTFarom)— Y (Elgh-gl))
m=k+1 .i1 ..... iQkG{l ..... m}

I{ll 7777 Z2k}| =m
C(k,m)

m)!

IN

> NEO(NTHmR) (1+o0(1))

m=k+1

— i O(N—m=h) M(1 +0(1)) — 0.

m!
m=k+1
Therefore, this part of the sum is of order O(N~(m=%) = o(1) with m — k > 0.

The number of distinct indices m in 2,,...,19; is equal to k:

For m = k the normalizing factor and the number of combinations to draw m distinct
indices cancel each other out. The expectation values determine the behaviour for
large N. In all combinations where at least one spin remains (and because 2k is
even at least two spins remain) with an odd exponent, the expectation value is of
order O(N=2) = o(N™1) for 8 < 1 (and O(N~2) = o(1) for 8 = 1). The number of
permutations for indices iy, ..., out of {1,... m} with at least one index with
an odd exponent is independent of N. Thus, for g <1

(o) o 3 (Eigh )

1,002k €{1,...;m}

SCORIERO) D SN CICA

61



3. Generalized Hopfield model with Curie-Weiss patterns

The summand with m = k converges to a constant which is determined by the
number of choices to draw 2k indices out of {1,...,m} such that each of k distinct
indices appear exactly twice. To quantify C'(m,m), we change the perspective and
draw k times the two spots out of {1,...,2k} for each index. Therefore,

C(k, k) = (22]“) <2k2_ 2) @) = (2;)!.

With this, we showed that the summand for m = k is equal to

o(1) + (14 o(1)) 1 Ok k) = D01 4 o(1))

= (2k — (1 + o(1)).

Altogether, we showed that

E (%;gg) = (2k — 1) (1 +o(1))

for f < 1 and for all £ € N. With the convergence of all moments to the moments of
a standard normal distributed random variable, we proved a Central Limit Theorem for
the overlap of two independent Curie-Weiss patterns if § < 1. m

3.3. Main Result for Curie-Weiss patterns and the
polynomial dynamics

Let &%, ..., &M be independent copies of &, which is generated according to a Curie-Weiss
model for § < 1. An important aspect of the proof in Theorem 2.1 was the large deviation
principle of the overlap. Since we proved a Central Limit Theorem (see Theorem 3.16),
we expect that the overlap of Curie-Weiss patterns in a large network behaves in a similar
way as in the independent case. Therefore, we hope that an exponential bound for a
tail event can be found in this setting and helps to prove a lower bound for the storage
capacity with Curie-Weiss patterns. The next theorem states such an exponential bound
for a tail event of an overlap.

Theorem 3.17
Let &' be a Curie-Weiss pattern for 3 < 1. Then for v >0

PSY (V! (r) > 1) U=h W) .

1
-
ZnpV1l—p 2
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3.3. Main Result for Curie-Weiss patterns and the polynomial dynamics

for every 7 € {—1,1}V.

Proof. First, we derive an upper bound for the moment generating function

t o
(e en) )

where t > 0 and 7 = (7;);<n € {—1,1}" is a fixed configuration. Denote by k the amount
of positive spins in 7. Without loss of generality we set 7; = 1 for j <k and 7; = —1 for
k < j < N. For a configuration o = (0;);<n € {—1,1}" define

k N
1 1
= —_Zaj and  yo(0) == —_Zaj.

as well as y(o) := yi1(0) + y2(0). The probability of &' to be equal to a specific spin
configuration ¢ in the Curie-Weiss model is given by

9-N 1 & ’ 9-N
=)~ Eoom (3 o) ) o ).

(see eq. (3.5)). With this we get
- .

]ECW _exp (\/_N ;f?%)]
r k N
e (e 29)

L j=k+1
N

- Z exp <t(y1(0) - yg(a))> ;N,B exp (2?/(0)2) ‘

oce{-1,1}N

RECW [exp (t\/ﬁml(T)ﬂ = E“Y

The Hubbard-Stratonovich transformation (see Theorem 3.9) for a = % and b = /By
justifies the equation

~(age)
= ;—N > exp (t(yl( ) = y2(o /\/I—exp (—18 +y(o)s \/B) ds.

N.B oe{—1,1}N

]ECW
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3. Generalized Hopfield model with Curie-Weiss patterns

We sum over a finite number of indices and the linearity of the integral leads to

L2t s exp (1) — (o)) exp (=3 + u(o)sV/B ) s

21 ZN’B_OO oce{-1,1}N

=2 [ ew(wrsvBne)ew (-t + v Bno)) % as

2m ZN’B,OO oce{-1,1}N

- %% / S e ((t+5vBm(0) 3 e (-t +5v/Ba(0)) e ds.
’ (

oo (05)i<k (05)j>k

For every spin we sum over the two possible states —1 and 1 therefore the exponential
becomes a disturbed version of the cosh-term, which appeared in the case of independent
patterns (see proof of Theorem 2.1) before:

T e (522 ) = 2com (L2,

This leads to
N—k

A (o (550 (o (255)

LL /OO cosh (t + S\/B) k cosh (M>N_k e’é ds
V21 Zn g VN VN '

—00

For every ¢ € R we can bound cosh(t) < exp (%) and conclude that the moment gener-

ating function is bounded by

< LL / exp (% <t+3\/g>2 + NZ]_\fk (—H—sﬂf) e‘§ ds.

b / exp <i (t2 +2ts/B + 325> LNk <t2 —2ts\/B + s%)) e ds

2N 2N
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3.3. Main Result for Curie-Weiss patterns and the polynomial dynamics

1 1 [ (1., .. N-2 1,
= ——— [ exp (= (+P) - ts\/_— —s" ) ds.
V21 4N g / (2 N 2

—0o0

In the next step we use the Hubbard-Stratonovich transformation (see Theorem 3.9 with

a= % and b = —%t\/ﬁ) and form the integral back to an exponential term:
11 2\ [ 1, N — 2k
— — ——s°(1—=p0) — t d
5= 7 s exp (2) /exp ( 55 (1-75) I s\/B) s

- e (D) e (M) 5
T VonZug o P\2 ) V1P N ) 2(1-5)

1 2 - N —2k\*> B
= —exp| = :
VI BZys P\ 2 N ) 1-5
The number of negative spins in 7 was denoted by k& € {0,...,N}. Thus, N — 2k €
{=N,...,N} as well as (N%%)Q € [0,1]. An upper bound is therefore

1 t2 ) B
T 5Zns P <5l " 1—5]>

because 0 < 8 < 1. The proof of the theorem is completed after using an exponential
Chebyshev inequality. With ¢y = (v/1 — 3Zy )" and t = (1 — 8)7, we conclude that

t e
(e e

(- 55)
<cyexp| vt +-——=

PSY (\/le(r) > 7) < exp (—t) ECY

1-82
<1—m%)'

= cy exp (— 5
In Theorem 3.2 we proved that Zyg — ocw = V1 — Bil. Thus, cy converges to one for
N — oo. ]

With the help of Theorem 3.17, we are able to calculate a lower bound for the storage
capacity of the Hopfield model with polynomial dynamics 7" (see eq. (2.4)) and patterns
which are generated according to a Curie-Weiss model with 0 < g < 1 as long as n — 1 is
chosen to be even.
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3. Generalized Hopfield model with Curie-Weiss patterns

Theorem 3 18

Let M = W and let &4, ..., €M be M independent patterns chosen according to Curie-
Weiss model with 3 < 1. Let n—1 be an even integer. The Hopfield model with dynamics
T can store at least M patterns for ¢, > 2(2n — 3)”02({}[, 2 if one wants a fixed pattern to

be a fixed point of the dynamics with a probability converging to one.

2(n—1)

Moreover fix p € (0,3). If ¢, > %

from S(&”, pN), where pN is assumed to be an integer, it follows that

then for any g” taken uniformly at random

V(T =¢) =1- R,
where Ry — 0 for N — oo.
2n—3 2(n—1)

Furthermore, if ¢, > % then

ol (vu < M: T(@E" = gﬂ) —1- Ry,
where Ry — 0 for N — oo.

Proof. Similarly to the proof of Theorem 2.1, we assume that the network consists of
N + 1 (instead of N) neurons. Without loss of generality we focus on pattern &' resp.

El € S(¢', pN). Now with the same arguments which we used to derive an upper bound
in the case of i.i.d. patterns (see eq. (2.8)), we can conclude that

M
oo (- cermrer])|
n=2

(3.26)

Pg<()#§> —H(1=2p)" LN Lu(N) pCW

N—oo

where u(N) — 1. In contrast to the proof of Theorem 2.1, the spins in one pattern are
not independent. Thus, we cannot use a statement like Lemma 1.2. But for the moment
generating function conditioned on ¢! and &', we can use the independence of patterns

£ ... M,

B M
s oo S

n=2
M
exp( tZ§ XN gl)n—l) ‘51’51”
L —2

ECW ECW
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3.3. Main Result for Curie-Weiss patterns and the polynomial dynamics

The strategy is to show that the conditional moment generating function can still be
bounded similar to the i.i.d. case. By Theorem 3.17 the probability of large values for
the overlap decays exponentially fast for every realization of ¢! resp. £'. Furthermore,
higher order terms of the Taylor expansion can be bounded with the help of a truncation
argument and for the critical values we use that the sum of spins obey a Central Limit
Theorem (see Theorem 3.2).

We want to work with an arbitrary realization of 51 and separate large values of the
overlap through the random set
.

for ¥ > 0. The moment generation function conditioned on &' and £! can be split into
parts where {£% € A} respectively {£? € A°} holds:

]_ ~
A= A = {(a-)-<N : ‘—E o,
3 7)i< — i
Nﬁéi

EY [exp (—tel/ N mE @) ) | €€
= EW [exp (—t&lffN”—lmZ?(gl)nJ) (Lgezeacy + Ligzeay) ‘ 61,51] ' (3.27)

In the first part of eq. (3.27) we bound the exponential function by its maximal value:

B [exp (1€l 2N"m2(€)" ") Leenry | €1,€']

< exp ((N") PGV (52 € A 51,51) . (3.28)

The conditional probability can be handled with the help of Theorem 3.17, which provides
a large deviation estimate for the overlap with an arbitrary deterministic configuration.
Whether the summation includes ¢ or not makes no difference. Thus, applying Theorem

3.17 leads to
&)

_ IP’%W (\/LNZE;QZ > ’ §Nl> +IP’§W <\/Lﬁ;<_gﬂl> 632 =7 ’ gl)

J#i

< 20y exp <-W> , (3.29)

Pgw <£2 c A°

where ¢y = (Znsy/1 — B)7!. The estimates in egs. (3.28) and (3.29) show that

EY [eXp (—tfilfiQNn*lm?(gl)n*l) Ligzcacy ’ fl,éﬂ
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3. Generalized Hopfield model with Curie-Weiss patterns

< 2¢yexp (tN”_1 - %) . (3.30)

Choose ¢ = %2 for a,, > 0 and v = log(N)" for a fixed 7 > £. Then

_ Gpcplog(N +1) < Intn log(N)
(N4t~ Nl

and the bound in eq. (3.30) is smaller than

2cy exp (th_l - %) = 2Cy exp (log(N) {ancn ! ; g log(N)27_1}> ,

Because of 0 < f <1 and 7 > % we know that 27 — 1 > 0. Thus, for large N the term in
brackets can be bounded from above by a constant less than zero. With this we showed
that

B [exp (16l 2N"m2(€)" ") Lgeary | €1,€']
< 2cyexp ({ancn . ; b log(N)QT_l} log(N)) (3.31)

= 2¢cyexp (hi(NV)) = o(1),

where hi(N) = (anc, — % log(N)* 1) log(N).

For the second part of eq. (3.27) we use the Taylor expansion of the exponential function:
ECW [exp (—t gilggNn—lm?(gl)n—l) I]-{§2€A} ‘ 517 gl}

oo _ k; - ~
(1+Z—( . (53)’“(53)’“N’“”‘”m?(fl)’“("—”) Ligen) \51,51]

< 1+ io: (—t)k (f;)k .ECW [(ff)k Nk(n—l)m?(gl)k(n—l) 1{62614} ‘ 51751} ‘

Large outliers of the overlap are eliminated by the indicator function for the event {£* € A}
and this truncation guarantees that

Im2(€Y)| < N~3y = N~z log(N)".

Together with ¢!, &2 < 1 and P§"W (52 €A ‘ 51,§1> < 1, we can deduce for the higher
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3.3. Main Result for Curie-Weiss patterns and the polynomial dynamics

order terms that

Z (—t)k (gzl)k . RCW [( lg)ka(n—l)m?(gl)k(n—l) Liezen) ‘ 51751]

k!

k=3

AL
<2 m

k=3

3

thT_lyn_l) 0 <thT_17"_1>

= 6 Z k!

< t3N3"Tfl,y3(nfl)'

For N large the series is bounded by e because with ¢ < % and v = log(N)™ we

have that
ancp log(N)

Nn—1 N7 log(N)™("=1) = anca N™"2 log(N)™(=D+1 5 0

as N tends to infinity. Thus, thT_17"*1 < 1 for N large enough.

For the first order term it is important that n — 1 is an even number. Corollary 3.11
states that the expectation value of an odd number of spins is equal to zero because of
their symmetric distribution. We know that k(n — 1) + 1 is an odd number. Thus, for all
k odd, especially for k = 1, it follows with Corollary 3.11 that

—t(€) BV |(€)" N Dmi @ [ 6,8
= —t Z 5 5Jl €]k:(n 1 (BT [512@21 T g]k(n 1)

= 0.

&8

The second order term of the Taylor expansion is bounded by
t° CW | ar2(n—1), 2/ F1\2(n—1) 171 t? n—1 2(n 1)
SE [N Dm2E)20 0 Ly | €18 < SN (20— 3! (1+¢),
which follows with the fact that for every € > 0 and N large enough
RECW [N(nfl)m?(é-l)ﬂnfl) Liecny ’ 51751}

_ —(n—1 1 1 CW | ¢2 2 1 #1
= NN G Gy BV 8 e [ €8]
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3. Generalized Hopfield model with Curie-Weiss patterns

2(n—1)
< E?V <¢—Zf) < Ratuo1) oy V(1 +e).

JFi

Here, we bounded the spins by one and used Lemma 3.5. Furthermore, o2, = (1 — )}
and ko = (20 — 1)II.

Altogether, we showed for the second part of eq. (3.27) that

E“Y [GXP (—tfz’lﬁ?Nn_lm?(gl)n_l> Liereny ‘ €lugli|

IN

t2 - 3
1 + ENH fig(n 1)O'C(W )(1 + 6) + (tNTl’j/n_1>

2 n— n=1 __\9
< o (SN gt V) + (5 ) ) mep ). 332

2 n—1 3
where ha(N) = SNy ol (14 2) + (N7 1)

We know that

M exp (hn (N)) = %Jl\:ﬁexp ([ancn - #log(]\/’)%_l] log(N)) “o(1)  (3.33)

because with 7 > % and for N large enough
1 —
oV < —(n 1)

nCp —

is true. Similar to the case of i.i.d. patterns (see eq. (2.16)), the statement in eq. (3.33) is
sufficient to conclude that the term in eq. (3.32) determines the order of the upper bound
for the moment generating function:

EY {ECW exp (—tel 2N () ) | gl,f?}M] < exp (Mhy(N)) (1 +0(1)).

Going back to eq. (3.26), we showed with the previous calculations that

5 (T(€h) # &)
< exp (=t(1 —2p)" 'N"'u(N)) - exp (Mho(N)) - (1 + o(1))

t2
— exp (- H(1 = 20)" " N Nu(N) + S M a0 )(1+5)+M(tN* n- 1) —|—0(1)>

Analogously to the proof of Theorem 2.1 (see eq. (2.18)), we know that for every 0 < € < 1
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3.3. Main Result for Curie-Weiss patterns and the polynomial dynamics

we can choose N large enough such that

log(N+1), N \n-!
UN) = oe ) <N+1) z(1=9).

Hence, we deduce that for all £, > 0 and N large enough
SV (Ti(€h) # €1)
atc,

< exp (—ancn<1—2p>”llog<zv><1—a+ ]

a,(2n — 32D
o[ (- i)

(2n — 32V (1 + €) log(N) + 0(1))

log(N) + 0(1)) :

We use a similar argumentation as in the independent case. First choose

(1-2p)"" (1-¢)
@ =3)nednh (L+e)

Then, the term in brackets equals

(2n—3Mogir V(1 +e) | c(l=2p)°D (1-8)°
2 2(2n — )Mo (1+¢)

—apcn ((1 — 21— - I

These observations are true for all ¢, > 0 and N large enough. Therefore, we conclude
that

. (1 —2 2(n—1)

which converges to zero due to the assumption that

2(n—1
2(2n — 3)ori Y
(1 —2p)*n=1)

Cp >

The last statement of the theorem follows with
PG (Ju< M Ii < N: Ti(€h) # )

Cn(l - Qp)2(n_1)

2(2n — 3)lag V|

(1 —2p)m D) |
< oxp [ log(V) [n— EZ20E 0oy,
2(2n — 3oy, |

< exp <log(N) 1-— + (n —1)log(N) — log(c, log(N)) + 0(1))
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3. Generalized Hopfield model with Curie-Weiss patterns

which converges to zero as long as

2(n—1
2n (2n — 3)!! O'C(W )
(1 —2p)2n=b)

Cpn >

3.4. Conclusions about the polynomial dynamics

Theorem 2.1 and Theorem 3.18 proved that the Hopfield model with a polynomial dy-
namics 7' is able to store at least % patterns. This fits to the results of Newman in
[New88], where the storage capacity increased from aN to aN'"! by using higher order
overlaps. In contrast to Newman, our results consider a perfect retrieval of patterns.

Additionally to the stability of the patterns, the net is able to correct an error rate of
p€10,3)

Furthermore, with Theorem 3.18 we showed that the network is able to store patterns with
correlated spins. A result for the standard Hopfield model (n = 2) and a more general
setting of correlated patterns were achieved in [LVO05]. In contrast to these results, we
considered a more general version of the dynamics and proved results for a polynomial
interaction function ™ with n odd but only for Curie-Weiss patterns with g < 1. The
assumption that n is an odd integer was an important argument to achieve a symmetric
distribution in the first order term of the Taylor expansion. While using higher order
overlaps, a distinction between an odd and an even exponent and a different behaviour of
the net resp. spin glass in these two cases were also observed in [Tal00b; BNO1].
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4. Generalized Hopfield model with
weights

The standard Hopfield model allows all neurons to communicate with each other and there
are no further restrictions on the interaction between them. The underlying structure
of the model is a complete graph. Furthermore, the influence between two neurons is
symmetric and only depends on the patterns &1,..., &M (see eq. (1.1)). In a more general
approach one can define the Hopfield model on an arbitrary graph G = (V, E). Here, V is
a set containing all neurons and F is a set of undirected edges, which determine whether
two neurons interchange signals or not. Results about Hopfield models on random graphs
can be found for example in [BG92; BG93; KP93; LV11; LV15]. These models allow
neurons to interact with each other only if they are directly connected in the underlying
graph. A slightly different idea is used in the hierarchical Hopfield model in which they
only have to be connected through a path of any length. In this approach neurons influence
each other although they are separated by several edges. Direct neighbours interact in
the same way as before, but neurons which are more than one edge apart have a weaker
signal strength. For this purpose a new parameter ¢ is introduced, which determines
the decrease of the signal strength at greater distances. Agliari et. al. introduce the
hierarchical Hopfield model in their publications [Agl+15a; Agl+15b] through recursively
defined Hamiltonians.

4.1. The hierarchical Hopfield model

Set Ho(o) =0 for o € {—1,1}. For k > 1 and a configuration o = (0;);<j<os+1 define the
Hamiltonian recursively through

2k+1 M
Hk+1(U)ZHk(O'1)+Hk(UQ)—m Z (Zﬁfﬁf) 0,034, (41)

i<j=1 \p=1

where 01 = (0)1<j<or and 02 = (0)ar41<j<or+1. As mentioned before, ¢ € (%, 1) is the
parameter to weaken the influence of signals at greater distances. The patterns &', ..., &M
are assumed to be independent with independent spins where each spin is chosen uniformly
at random from {—1,1}.
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4. Generalized Hopfield model with weights

The basic idea is that in each iteration we combine two copies of the previous network
(represented by the configurations ¢; and o03), including their existing connections, and
build a new network by linking these two copies together (see fig. 4.1). All paths between
the nodes have weights assigned to them. These weights consist of two parts: a term
representing the influence through the patterns (Hebb rule, see eq. (1.1)) and a discount
factor. The discount factor depends on the iteration at which the path is firstly built.
Thus, the signal they share is weaker if they are firstly connected to each other at a
later step of the iteration. In fig. 4.1 the black connections are built in the first step,
the red connections are built in the second step and the blue connections are built in
the third step of the iteration. The form of the discount factor and the similarity of

01
1,7~ RN
| ) / o \
L~ ! Vi \
|
|
T~ ! ) 1
K/I ) \\ /’ \\ //
0'2\\’/ \\/ \\/
02
k=1 k=2

Figure 4.1.: Recursion of the Hamiltonian of the hierarchical Hopfield model (adapted
from Figure 1 in [Agl+15b])

the hierarchical Hopfield model to the standard Hopfield model is easier to see if the
Hamiltonian is written down explicitly. For this, we denote the first iteration where the
nodes ¢ and j are connected by d;;.

Theorem 4.1
Let Hy, be recursively defined through eq. (4.1). For every k € N and o € {—1, 1}2’c the
Hamiltonian after k iterations is equal to

= _ZJijain (42)

i<j
with
4—eldiz—1) _ g~k M
Jij = J(dij, by ) = P 25{-‘5;-‘. (4.3)
M:

Proof. The statement can be proven by induction. With the initial value Hy(o) = 0 and
k = 1, the recursive formula in eq. (4.1) leads to

2
1
Hi(0) = Holo) + Holo) = 55 S W00, - — 5 > Wy,
Vo W
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4.1. The hierarchical Hopfield model

W;; is defined as in eq. (1.1). The two available nodes are connected in the first step of
the iteration, and thus, d;; = 1. The fact that

g=p(dig=1) _ g=vk  g=v(I=1) _g=¢ 1 _4~¢

49 — 1 T 41 av—1 v

proves the statement for £ = 1.

Assume that eq. (4.2) is true for an arbitrary but fixed k. With the recursion rule it
follows that

2k+1
1
Hi1(0) = Hy(o1) + Hi(02) = gy > Wioio,

4,j=1
i<j

(4.4)

where Hy (o) resp. Hy(og) each depend on one half of the nodes. In the same way we
split the last sum of eq. (4.4) into

2k+1

2k 2k+1
E WijUiO'j = E VVijUin—i— E VVZ'J‘O'Z'U]'—F E WijO'iO'j .
ij=1 B,j=1 i,j=2F+1 1<i<2*
i<j 1< i<j 2k p1<j<oktt
— ~ “ N ~
spins of o1 spins of o2

connections between o1, o2

Together with the induction hypothesis for Hy(o1), we conclude

2k 2k
1 4—eldiz=1) _ g~k 1
Hilon) = sotem > Wiy == ( 19— 1 + 22eo(k+1)> Wijoi0,
i,j=1 i,j=1
i<j i<j

2 geldiy=1) _ g—pktD)
19 — 1 I/VijO'iO'j.

ij=1
1<)
The same equality can be shown for Hy(o2) and the spins of 05. All connections between

o1 and oy appear for the first time at iteration k£ + 1. For these ¢, j’s we have d;; = k +1
and in this case

4—p(dij—1) _ g—p(k+1) 1

49 — 1 ~ (k1)
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4. Generalized Hopfield model with weights

Altogether this proves

Qk 2k+1
1
Hyi1(0) = Hy(o1) — F200D) Z Wi;oi05 + Hi(02) — 22%0(“1 Z Wijoi0,
i,j=1 INES =2k41
i<j 1<J
1
T 920(k+1) Z Wijoio;
1<i<2k
2k 1< <ok +
p(dij—1) 4790(k+1)
:_Z 44,0_1 Wijaio_j:_zj(dij7k+17¢) O-Z'Uj-
1<j i<j

]

The explicit formula in eq. (4.2) for the Hamiltonian of the hierarchical Hopfield model
compared to the Hamiltonian of the standard Hopfield model (see eq. (1.9) with A = 0)
shows the additional discount factor which comes into play:

4—P(di;—1) _ g~k
49 — 1

(4.5)

The (J;;);; from eq. (4.3), which are equal to the discount factor multiplied by the weight
according to the Hebb rule, determine the influence of one neuron to another. In eq. (4.5)
we see that for fixed k the value of the discount factor decreases if the distance (measured
through d;;) increases. In the next chapter we define a Hopfield model with inhomogeneous
weights to prove a lower bound for the storage capacity of this model. Then we adopt
the idea of the hierarchical Hopfield model and analyse the storage capacity on different
graphs, where the weights depend on the graph distance between the nodes.

Agliari et. al. focused in [Agl+15a; Agl+15b] on another aspect of the model. Since the
last connection which is added in a step of the recursion always has the smallest discount
factor and wires two strongly interconnected parts of the network together, the network
can work as a serial and parallel processor. This means, additionally to the retrieval of
one pattern, the model can for example retrieve two patterns, one on each subnetwork,
at the same time. For detailed results the reader is referred to [Agl+15al.

4.2. The inhomogeneous Hopfield model

Let G = (V, E) be a simple graph, which means there are neither multi-edges nor loops.
V is a set of vertices and E represents a set of undirected edges. We assume that N :=
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4.2. The inhomogeneous Hopfield model

|V| < 0o. On this graph we want to define a Hopfield model with weights decreasing with
the distance between two nodes.

The patterns we want the net to store are denoted by ¢!, ..., M. We assume that these
patterns are independent and each pattern is chosen uniformly at random from the config-
uration space {—1,1}". Furthermore, let w = (w;;); jev be weights for which we assume
that w;; > 0 and w;; = w;; for all i,j € V. For each i € V we set w; = (w;;)jev. We
define the dynamics 7% = (T*);cv through

T"(0) = sgn (Z Wi (Z ffff) Uj) - (4.6)

This corresponds to the standard Hopfield model with additional weights for each connec-
tion. Indeed, with w;; = 1 for all 7, j we retrieve the dynamics of the standard Hopfield
model.

Theorem 4.2
For weights (w;;)i jev as defined above, set

min;ey W;

M(N) = clog(N)

with

2
(Zje\/wij>
W, =-~~——2%—.
(Zjevwizj)
(1) If ¢ > 2, then for anyv =1,..., M
P(T(") =¢")=1- Ry
(2) If ¢ > 4, then
P (Y < M: T"(6%) =€) = 1— Ry

with th_mo RN = 0.

Proof. The proof goes along the lines as the one of Theorem 1.1. The initial configuration
is ¢! which corresponds to the case of p = 0 in the setting of Theorem 1.1. With the
exponential Chebyshev inequality, an upper bound for the probability of a false update
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4. Generalized Hopfield model with weights

is given by
M
P(T(€") # &) < P( =D Gy wgel > sz-j>
=2 JEV JEV
r M
<exp| — tzwij>E exp ( - tzgilgfzwijﬁ}ff)]
Jjev L p=1 Jjev
r M
< exp — tz wij) E H cosh ( — twij f;g#)]
jEV Ljcv
M
t2
<exp| — tZwiJ) exp (52%2]) .
5% jev

The arguments are known from the previous proof: We used Lemma 1.2 and the inequality
cosh(z) < exp(%). If we choose

1 (Seven)
M (Zje\/ WZQJ) |

t =

the bound is equal to

P(TP(€Y) # €1) < exp ( _ %%%) ~ exp <—1@) |

Because of the weights, we do not have a uniform bound for the probability anymore. We
see that the term W; determines how fast the probability for a wrong update of neuron ¢
is decreasing. Thus, W; can be seen as a measurement of the susceptibility to errors for
neuron ¢. Boole’s inequality together with the minimal value of W; as an upper bound
leads to

1W;
P(FieV: TE) #£¢&) < Nmee%/xexp <_§M) (4.7)
< (g - L

< exp (— log(N) F miniey Wi _ 11)

2 Mlog(N)
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4.2. The inhomogeneous Hopfield model

Since

minie %4 WZ

= elog(N)
for ¢ > 2, we conclude that
P(IieV: T(E) #&) < N2 =5 0.

This proves the first statement. For the second statement, we use Boole’s inequality again
and conclude that

P(3p < M : T(€") #¢") < M N'"z. (4.8)

Now let || - ||y and || - ||z denote the ¢;-norm resp. fo-norm on R”, i.e. for x € R™

(4.9)

and write

W, = (Siev ) _ ((Hwinl)?)Q

ZjeV w?j [[wil|2

Since W;, and therefore min; W;, is invariant under scaling the weights by any factor, we
can assume that 0 < w;; < 1 for all ,5. Now with the Cauchy-Schwarz inequality (see
proof of Lemma A.11) as well as 0 < w;; < 1, we know that

sz‘j <W;,<N.
jev
Therefore, the bound for the storage capacity of the standard Hopfield model is an upper
bound for the number of patterns in this setting, i.e.
N
M —.
~ clog(N)

Thus, the probability in eq. (4.8) can be bounded by

e N?73
P(3p: T (" M <MN'72 < —
If ¢ > 4, this converges to zero and proves the second statement. O
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4. Generalized Hopfield model with weights

First, we notice that the storage capacity of the Hopfield model with weights can be
bottlenecked by a single neuron. The value of M in Theorem 4.2 depends on the smallest
of all W;, i € V. This is reasonable and can be compared to results about the Hopfield
model on random graphs. To get a decent storage capacity, the random graph needs
to have a uniform connectivity. This requirement is met by making assumptions on the
minimal degree, the average degree and the spectral gap of the graph (see [KP93; LV15]).
Graphs with bottlenecks cause problems and can prevent the net from storing any pattern.
The same problem can occur for the Hopfield model with inhomogeneous weights.

Additionally, if we set w;; = 1 for all 7, j, we retrieve the dynamics of the standard Hopfield
model. It follows that W; = N for all ¢ € V and that the lower bound for the storage
capacity from Theorem 4.2 coincides with the bound from Theorem 1.1. As we have seen
in the proof of Theorem 4.2 the storage capacity of the standard Hopfield model is an
upper bound for the storage capacity with weights.

4.3. The Hopfield model with weights on a deterministic
graph

With Theorem 4.2 we derived a lower bound for the storage capacity in a Hopfield model
with weights. The new terms which appear in the result, namely W, for ¢ € V', are difficult
to calculate for arbitrary weights. Based on the idea of a hierarchical Hopfield model,
in this section we choose weights which decrease with the distance between two nodes
and calculate the asymptotic behaviour of W; for certain graphs. As a metric we use the
graph distance d, (i, j) between two nodes i # j, which is equal to the number of edges in
the shortest path connecting them. On a disconnected graph the model can be analysed
separately on each component. Because of this, we assume that the graph G is connected.
Thus, d,(i, j) < oo for all pairs of nodes.

4.3.1. Lattice structure on a torus

The Hopfield model with weights is defined on a finite graph. For the first application we
define GS) = (Vk(l), E,il)) to be the graph Z? N [—k, k] with periodic boundary conditions.
This means G,(:) is a subgraph of the lattice Z? and for every m € Z N [—k, k] the vertices
(m, k) and (k, m) are connected to the vertices (m, —k) resp. (—k, m). The total amount

of vertices of G\ is equal to N := |VV| = (2k + 1)2.

This graph is chosen to be the first example because its structure is very homogeneous.
If we denote by Z;(i) the number of vertices at distance [ from the vertex i € V, then

Zo(i) = 1, (4.10)
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4.3. The Hopfield model with weights on a deterministic graph

Figure 4.2.: Lattice on a torus

Z(i) = 4l if1<1<k,
Z,(i) = 4(1 — 1) = 4k ifl=k+1,
and Z)(i) =4k —4(l —k —1) =42k — [ + 1) ifk+2<1<2k

This does not depend on the choice of i and since we want the weights to depend only
on the distance between nodes, the factor W, has the same value for all i € V}c(l). It is
important to mention that each vertex is only counted once because just the shortest
connection determines the distance between two nodes. This fits to the Hopfield model
where we want to consider each signal only once. Furthermore, the decreasing number
of nodes for large [ is a technical phenomenon. Since we need a finite graph, the growth
of the graph gets cut off at some point. On the infinite lattice graph Z? the number of
nodes at distance [ grows like 4/ for all [ € N.

For ¢ > 0 and nodes 4, j with d,(i,j) =1 > 0 we set the weight w;; equal to
wy = w; =17 (4.11)

and w;; = 0 for all 7 € Vk(l). Compared to the discount factor in the hierarchical Hopfield
model (see eq. (4.3)), in this approach the discount factor is of a simpler form. In both
models, larger values of ¢ lead to a faster decrease of signals at greater distances. Addi-
tionally, the parameter ¢ allows us to compensate for the increasing number of nodes.

As mentioned before, since Z;(i) does not depend on i, the value of W; is constant in i.
Thus, to determine min; W;, we need to calculate

(ZjGV wij)2 B ( 1250 Z l_‘p)%

3 = o ,
ZjeV wy; oo 21 172¢

Wi = (4.12)
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4. Generalized Hopfield model with weights

An important observation is that the numerator and the denominator in eq. (4.12) are
of the same structure. To determine the asymptotic behaviour of W, it is sufficient to
calculate the asymptotics of Z?ﬁo Z; 7% for an arbitrary ¢ > 0. Together with the
insights about Z; from eq. (4.10), we need to analyse the asymptotic order of

k+1
ZleW—Zzll“"JrZ (1— 1)1 ¢+Z 2k —1+1)17% (4.13)
I=k+1 I=k+2
1 —p 2k
—4 (Zzl—@ R (1 + E) +(2k+1 Z = zl—v’>
=1 l=k+2 l=k+2

for ¢ > 0. The sums appearing in eq. (4.13) can be bounded from below and from above
by an appropriate integral. To do so, we use the function x” on the positive half-line,
which is increasing if 7 > 0 and decreasing otherwise. For every a,b € N with 2 <a < b
the sum for 7 > 0 is bounded from above by

b b+1 1
ZV < / T dr = (b+ 1) —a'*T) (4.14)
l=a a

147

and from below by

b b
1
Im > Tde = —— (B — (a = 1)) . 4.15
vz [ = (07 - ) (4.15)

In the case of 7 < 0 an upper bound for the sum is

1
b b - bl-‘r‘r _ -1 1+7 f -1
ng/ 2T dr = 1—1—7'( (a—D77) ifr# (4.16)
I=a a=l log(b) — log(a — 1) ifr=-1
and as a lower bound we have
1
b b+1 b+1 1+7 147 if -1
ZZTE/ T dr = 1—1—7'(( ) ) i : (4.17)
I=a a log(b+ 1) — log(a) if r=-1

These four inequalities (eqs. (4.14) to (4.17)) can be used to analyse the sums involved in
eq. (4.13). We write ay ~ by if 3 231

(1) In the first sum we exclude the index [ = 1 to avoid problems with the integrability

82



4.3. The Hopfield model with weights on a deterministic graph

of the upper bound. Applying the statements in eqs. (4.16) and (4.17) leads to

( 1 92—
1+ —((E+1)7=229%), ifo<ep<l1
) 2_90(( ) ) @
1= 1
1+Zl = 1+2—(k2_“0—12_“”), if 1 <y and @ # 2
1=2 —p
(1 + log(k), if p =2
(1 9_ .
—k7, it 0 < <2
2-¢
) log(k), if p =2
L 1, if o >2
and
( 1
1+ — (K% -179), if0<p<1

k 2=
1— 1
L+ 17> L+ o= ((k+1)#=27%),  ifl<pandp#2
1=2 -

(1 + (log(k + 1) —log(2)), if p=2
(1
— k¥, if0<p<?
2-¢
) log(k), if p =2

Since the asymptotic behaviour of both bounds coincide, the asymptotics of the first
sum is equal to

1
. — k7P f0<p<?2
pen {28
lz_; ) log(k), if =2
- 1, if > 2

(2) With the same arguments applied to the second sum, we get an upper bound

1
e < ) T (@ = (R D)), it o >0and @ #1

I=k+2 (log(2k) —log(k + 1)), ifp=1
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4. Generalized Hopfield model with weights

and a lower bound

1 - —_ .
2% s —1—<p((2k+1)1 ¢ — (k+2)! w)7 lf90>0andgp7£1.

I=k+2 (log(2k + 1) — log(k + 2)), if p=1

Asymptotically both bounds have the same behaviour. Thus,

2 271, .
—k " f0< 1
. 0 , pe#l
I=k+2 log(2), if p=1

Additionally, we need to consider the factor (2k + 1) in front of the sum. Taking
this into account, we conclude that

2% 2(217¢ — 1)

2k+1) > 1P~ 1—¢
I=k+2 2log(2)k, ifp=1

k>, ifo<p, p#1

Here, we need to mention that k*~% goes to zero if ¢ > 2 and k tends to infinity.

The third sum is similar to the first one but it has a different range of indices. By
using eqs. (4.14) to (4.17) we derive the following inequalities:

1
— (2k+1)>%—(k+2)*%), if0<ep<1

2k 2—0
Z 1 < 1 2— 2— .
I=k+2 2_¢<( ) (k+1) )7 if 1 < pand ¢ #
log(2k) — log(k + 1), if o =2
and
1
2k)*7% — (k+1)°7%), ifo<p<l1
2k 2—g0<( ) ( ) ) (S
Z e > 1 . . . |
=) —(2k+ 1) — (K+2)7% 1 d 9
I=k+2 2—g0(( +1) (k+2)*7%), ifl<pandp#
log(2k + 1) — log(k + 2), if o =2

For ¢ # 2 we see that
(2k+1)>7% — (E+2)> %~ (222 - 1)k*%

and the same asymptotics is true for (2k)?=%—(k+1)>7%. If ¢ = 2, both bounds con-
verge to log(2) for k — oo. Therefore, the third sum in eq. (4.13) is asymptotically
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4.3. The Hopfield model with weights on a deterministic graph

equivalent to
2% (227¢ —1)
RN 2—1
I=k+2 log(2), if p=2

k*%, if0 <, p#2

These insights are enough to calculate the asymptotic behaviour of the term in eq. (4.13)
for & — oo. In the case where ¢ & {1,2}, we observe that the term grows to infinity if
0 < ¢ < 2 and converges to a constant in the case of p > 2:

k 1\ ¢ 2k 2k
4 (Z PP 4 ke (1 + E) +2k+1) > = > 11—%’)

=1 I=k+2 l=k+2

1 1\ % 202t¥-1 227% — 1
414+ —Fk 2+ (14 = + gk%‘p S
2—¢ k 1—9p 2—¢

Q

4 1 1\ % 2— ¢
=4+ —F%(1+=(1+= 2021 — 1) — (227¥ +1
o, <+k<+k) +2( ) ( +)>

4 1 1 1\ %
=4+ — k(22" Y —-1)— + = (14 =
+2—<,0 << )1—<p+k:<+k) )

g8 21v—1
~ 4+ k*—% (4.18)
2—¢ l-yp

The special case where ¢ = 1 is just a technical difficulty and shows the same behaviour

k 1\ ¢ 2k 2k
4 (Z =9 4 ke (1 + E) +(2k+1) Y =) 11%&)
=1

I=k+2 I=k+2

- 2—p _
4 (%k“" + k' (1 + %) + 2log(2)k — ulﬁ@)

Q

— 2—¢p

— ikw 1 1+1 _(p—|—2log(2)—(22*¢—|—2)
2—¢p k k

= 8log(2)k (1 + 810;(2)% (1 i %>_ )

~ 8log(2)k. (4.19)

Even the constant fits perfectly to the results from before because
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4. Generalized Hopfield model with weights

In between the diverging case ¢ < 2 and the converging case ¢ > 2, we have ¢ = 2 where
the term also goes to infinity but only in logarithmic speed:

k 1\ 2k 2k
4 (le‘@ + kY <1 + E) +(2k+1) Y =) ll—W>

=1 I=k+2 I=k+2
~ 4 <log(k:) + k' (1 + %) - + %@;Dk“’ - log(Q))
B 1 1\ 2 1 log(2)
= dlog(k) <1 T K loa(h) (1 * E) " logk) log(k‘)>
~ 4log(k). (4.20)

The asymptotic equivalences we showed in eqs. (4.18) to (4.20) can be used to derive the
asymptotic behaviour of W; by applying them to the numerator and denominator (using
2y for the latter one).

(1) f0< ¢ <1and p # %, the asymptotics of the numerator and the denominator are
given in eq. (4.18). Thus,

2
8 2l-¢_1792-
min W, ~ (H = w) _ 1621 (1-29) o,
i ! 2_8% 211*_2;;1 k2-2¢ (2126 — 1) (2—)2(1 — o)

A1 (1-29)
TR -1) 2-9)2(1 - )
In the last line we used that the lattice graph on a torus has a total number of nodes

of N :=|V|= (2k + 1) = 4k?. This makes the results comparable to former results
and fits to the notation of the standard Hopfield model.

(2) If o = %, the asymptotics of the numerator is given in eq. (4.18) and the asymptotics
of the denominator is given in eq. (4.19). Thus,

1—p __ _ 2
(52 7) 18217,
8log(2)k ~ 9log(2)
12
N 32(v2 — 1) N
9log(2)

min W, ~
(2

(3) If ¢ = 1, the asymptotics of the numerator is given in eq. (4.19) and the asymptotics
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4.3. The Hopfield model with weights on a deterministic graph

of the denominator is given in eq. (4.20). Thus,

(8log(2)k)? , 4k?
W; = 4log(2
e 4log (k) og(2) log(k)
N
~ 8log(2)
82" 1oa ™)
Here, we used that log(k) ~ 3 log(N).

(4) If 1 < ¢ < 2, the asymptotics of both, numerator and denominator, are given in
eq. (4.18). In the denominator the term k*72¢ converges to zero because 2p > 2.
Therefore, the denominator converges to a constant. Thus,

1— 2 1— 2
8§ 207%—-1 k27<p 8§ 207¥-1 k:thp
2—p 1—¢p 2—p l1l—¢p

min W; ~ ~
. 1 8 921-2¢p_ _
' A+ o ke 4
_ 162 12 e
(2= )1 =)
)

NG ESE

(5) If o = 2, the asymptotics of the numerator is given in eq. (4.20) and the asymptotics
of the denominator is given in eq. (4.18). Thus,

_ 41og(k))? 41og(k))?
min ¥, ORI~ BOBO) g1 g ()
! 4+m 1—2¢

(6) If ¢ > 2, the asymptotics of both, numerator and denominator, are given in
eq. (4.18) and for ¢ > 2 both terms converge to a constant. Thus,

2
<4+%217j_1k27¢> 42
min W; ~ P v =— =4

8 21-2¢-172-94 4
4+ 2—2¢p 1-2¢ k

In Theorem 4.2 the amount of patterns were chosen to be equal to

~ min; Wj
~ clog(N)’

Since we calculated the asymptotic behaviour of min; W;, we proved the following theo-
rem:
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4. Generalized Hopfield model with weights

Theorem 4.3
Consider a Hopfield model on a torus G = (V, E) with dynamics T = (T{");ev defined as

7

in eq. (4.6) and weights according to eq. (4.11). Then there exist constants co(p), . . ., cs(p)
such that

(¢o()N, if0<p<1)
N
F o1
- Cl((P)lOg(N)7 ngp W
e ca(p) N*7%, fl<p<2f( ():
cs(p)log(N)?, if o =2
L ca(p), ife>2 )
In particular, for M = C?Zg((“o]\)[) and &4, ... &M chosen uniformly at random from {—1,1},

it follows that:
(1) If ¢ > 2 and p <2, then for anyv =1,.... M

P(T(€") =€) =1— Ry

with th_mO RN = 0.

(2) If ¢ > 4 and p < 2, then
P(Vu < M: T"(¢%) = €)= 1 — Ry
with thHOO RN =0.

The lower bounds for the storage capacity can be summarized as

‘ 0<p<l ‘ p=1 ‘ l<p<?2 ‘ =2 ‘ p>2
N N N(2—¢)
M \ co log(N) \ c1 log(N)2 \ c2 log(N) \ C3 log(N) \ 0
where ¢, ..., cy4 are positive constants.

The lattice graph is a homogeneous example and works as a basis for the Hopfield model
with weights. The parameter ¢ can be used to control the decay of signals from far
away. If ¢ is too large, the incoming signals are not strong enough to preserve the storage
capacity. For ¢ > 2 we cannot guarantee that the net is able to store any pattern. A
special feature of the lattice graph is that the observable neighbourhood is the same for
each node. This made the calculations easier. In the next example this is will not be true
and we need to analyse how W; behaves for different 1.
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4.3. The Hopfield model with weights on a deterministic graph

4.3.2. Regular tree graph

For the next example, we take a look at a p-regular tree graph. Starting with the root,
in this graph each vertex has exactly p € N descendants. Let G,(f) = (Vk(z),E,(f)) be
a p-regular tree graph up to generation k. In contrast to the previous example, the
amount of nodes with a specific distance to a fixed vertex now varies with its generation.
At generation zero we only have the root node. By construction, the root has u direct
neighbours and with each step one node arises p new vertices. Thus, for all 0 <[ < k,
the amount of nodes at distance [ to generation 0 is equal to Z;(0) = p'. Therefore, the

total number of vertices in Gf) is given by
k k+1
p =1 O
N = ]V(2)| = W=r (4.21)
g ; p—1 p—1

For a node at an arbitrary generation n, 0 < n < k, the number of vertices at distance [,
0 <1 <2k, can be expressed as

n+1
Zi(n) = p' Locick—ny + Lcicny + D 177 Lj<icknizj2y - (4.22)
=2
—_————  —— ™ ~ v
® ® °

With the help of fig. 4.3, we see that the first term (green nodes) is counting the vertices
of the p-regular subtree starting at generation n. The red nodes are included in the
second term and to each of these red nodes there is another p-regular subtree connected
(blue nodes). The blue subtrees have different heights because they are starting at each
generation from 1 to n and all are ending at generation k. The blue nodes are covered by
the third term, where each summand corresponds to one of the subtrees. For example,
the smallest subtree is represented by the term with 7 = 2. Each subtree contains nodes
whose distance from the fixed vertex at generation n is between j and k —n + 25 — 2.

In the previous example (Torus, see Section 4.3.1), Z; grew linearly in [ and the weights
were set to w;; = [7%. In the case of a tree graph, we observe an exponential growth of
Zy(n) in . For this reason, we define the weight as follows: For ¢ > 0 and nodes i, j with
dy(i,j) =1 >0 let w;; be equal to

wy = wy; = p ¢ (4.23)

The weights only depend on the distance between nodes, and since all nodes within the
same generation are exposed to the same neighbourhood structure, we are now interested
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Generation 0

Generation n

Generation k

Figure 4.3.: A 2-regular tree up to generation k = 5.

in the asymptotic behaviour of
2k 2
(£ 00 ue)
1=0

W, =—5
> Zi(n) p2et
i=0

as k — oco. Here, n denotes the generation of the fixed neuron which is updated and can
be a function of k. For example, for a leaf node n would be equal to k.

A good strategy in the previous example was to first derive the asymptotic behaviour of
the numerator of W,,. Let 0 <n <k, ¢ > 0 and pu € N, then with the help of eq. (4.22)
we conclude that

2k 2k n+1
D Zmp =) (Ml Ljo<i<kn} + Lp<icny + Y47 ﬂ{jgzgk_n+2j—z}> !
=0

1=0 =2
k—n n 2k n+1

_ P9t 4 Z e 4 Z Z == Lj<ich-nt2j—2} - (4.24)
1=0 =1 =2 j=2

The value of a geometric series can be calculated explicitly. Thus, we are not forced to
find upper and lower bounds as before. For 7 # 0 and 0 < a < b we use the identity

b
(b—a+1)T __ 1 b+ _ a7
T ar M M H
S = L s
l=a w= 1 = 1
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and every time the exponent appears to be zero, the corresponding value can be calculated
with the help of continuity arguments. If ¢ # 1, for the first sum in eq. (4.24) we conclude
that

k—n (1=@)(k—n+1) _ 1
(o _ £ 4.26
Z % ,U,(l_‘p) 1 ) ( . )

and for all ¢ > 0 the second sum in eq. (4.24) equals

|
e 1.27
ZM/ WS (4.27)

The third term is easier to handle if we swap the two sums. This means, instead of
collecting all nodes with the same distance to the fixed generation, we focus on the (blue)
subtrees (see fig. 4.3) first and then sum over all subtrees. This leads to

2k n+1 2k n+1
> > i Lk =2 2 K
j n+2j—2} nop {i<i<k—n+2j-2}
=2 j=2 =2 j=2
n+1l 2k
= Z Z W L icho o2y
=2 1=2

nt1 k—n+2j—2
_ =g, —l
=D > #
j=2 I=j

n+1 k—n+j—2

:Z Z Ml —p(l+7)

n+1 k—n+4j—2
j=2 1=0
n—1 k—n-+j
— M—Qso M_W M(l_ )
§=0 1=0

The index 7 is still referring to the different subtrees and each of them has a contribution
in form of a geometric sum. Because of the different heights of the subtrees their values
depend on j. If we use eq. (4.25), it follows that

k—n-+j

Z (10 1) (WO 0 ),
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and thus,
n—1 k—n-+j
—2¢ —j (1—@)l _ —w J(k—n+1) (1-¢)j _
W n [ M(l 5 Zu 1 1)
7=0 =0
_9 n—1 n—1
= ST (e § 0205 5 e
W0=9) 1 < - ‘
As long as we exclude that ¢ = %, we can use eq. (4.25) again to derive
n—1 1
(=29 — = (,0=2¢)n _
Z“ = (=20 _ | (! 1) (4.28)
=0
and
n—1 1
pH = — wem —1). (4.29)

With eqgs. (4.28) and (4.29) and for ¢ ¢ {,1} the third sum can be written as

po < ) nzl 5
—¢)(k—n+1) (1-2¢p)j

o) _ ,u por

,u( ») 1 =

7=0

2 1 1
_ K (1—¢)(k—n+1) (1-2¢)n _ 1) _ —pn _
= g (Y ) - )

—2p 1 1
_ M (1) (k—nt+1)+(1-2¢)n _ | (1=p)(k-n+1)} _ -
T 1 |:M(1—2<p) 1 (/“L H ) e —1 (1 1)

(1-3¢) —2¢
_ H (1-p)k —on __  —(1—p)n\ _ 1% —en _q
Ty L G Al e e ) L)

where we used that

1—p)k—n+1)+(1=2p)n=(1—¢)k+ (1 —p)—pn.

The numerator of W,, in the case of a p-regular tree graph can be calculated with the
help of egs. (4.26), (4.27) and (4.30). For ¢ ¢ {1,1} we conclude that

2k
> Zin)u ¥
=0
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2k n+l
= Z“ SD)ZJFZ“ P I ik o)
=2 j=2
1—¢)(k—n+1 n 1-3 1-p)k
_ /~L( ®)( ) —1 N u*golu —en _q N M( w)'u( ®) (/f‘m B ,u*(lﬂp)")
-9 — 1 ue —1 (M(l—w) — 1)(M(1—2w) —1)
—2¢
M —pn
(" =1)

C(u0=9 = 1) (e — 1)
= Ci(p, p) + p=AEC (o, 1) + e O Cy (o, 1) + " Culp, ),

where the constants are given by

1— o+ p** p(l = p+ p*?)
¢, =C Cy = Cylep, 1) = —
PGl = (e = 1) p#) 2 = Gl (1 = p#) (= p?¢)
_1_|_ — ¥
Cs = C3(p, ) = - Cy = Culp, p) = — =

(1 — p2) (p — p2e) (e = 1) (pp — p?)

To verify this identity, we need to rearrange the parts according to their dependency on
n and k and simplify them. The constant terms lead to the value of C(p, u) through

1 B T N ’u72<p
p=e) =1 e =1 (p=9) = 1)(u —1)
L 1
p—pf o opf =1 (p—pe)(pr —1)
w1 = (p—pf) +1)
(w9 = 1) (= p#)
1 — p+ p??

TR

Cy (g, ) collects all terms which depend on g~ (1—#)(k=n).

Iu(l—SO) B Iu(l—3w) L B L
PO =1 (=) =) (020 = 1) ~ (u—p#) (= p#) (e — %)
L R
(1= p2)(p — 1)
p(1 — p+ p*%)

TG R

In the same manner, Cs(p, i) is the prefactor of u(!=#*=¢" and is equal to

M(l 3¢) m c
(p0=9) = 1)(u0=20) = 1) (u— p#)(u — p%) (1)
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Cy(p, i) collects all terms with p=#":

pr P IS S
pe =1 (u= =1)(pe—1)  pr—=1  (u—p?) (e —1)
_ (p=pr) -1
(n# = 1) (p — p#)
_1 _|_ ,u _ M*W

- = - 04(907 M)
(1# = 1) (1 — p#)
From the proof of Theorem 4.2 we know that W, measures how fast the probability
to update a neuron at generation n to the wrong bit decreases (see eq. (4.7)). In the
following, we analyse the asymptotic behaviour of the terms in W, for different regimes
of n. We distinguish three cases:

(a) n is bounded in k.

(b) n and k —n grow to infinity with k and  — a € [0, 1].
(c) n grows like k meaning that ¥ — 1 but n — k is bounded in £.

The aim is to determine how W,, grows with k, and for this we will write C' as a represen-
tative for all terms which do not depend on k or do not grow with k. The explicit value
of C depends on the regime and the values of ¢, 1 and n. For b.) and c¢.) we assume that
n is a sequence in k for which 7 converges. Since 0 < n < k, the sequence T has values in
[0, 1] and due to the compactness of [0, 1] we can always choose a suitable subsequence.

Regime (a):
This case includes the root node and the generations close to the root. For the different
values of ¢ the numerator of W,, behaves asymptotically as follows:

(1) If 0 < ¢ < 1, the only term which grows with & is 0 ~9*. Therefore,
Ci(p) + p' =My (0) + p# = Cy () + =" Culp) = ' PFC (4.31)

with C' = Cy(p)ut=9" + C3(p)p~¢". Since n is bounded in k, the constant C
includes terms depending on n.

(2) If ¢ > 1, the convergence of u'=%)* to zero leads to
Cilp) + pt=PECo () + =" u =Ry () + " Cu(p) = C (4.32)

with C' = Ci(¢) + Ca(p)p ™.

The results from eqgs. (4.31) and (4.32) can be used to derive the asymptotic behaviour
of W,,:
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4.3. The Hopfield model with weights on a deterministic graph

(1) If 0 < ¢ < 3, both, numerator and denominator, can be handled with eq. (4.31):

#2(174,0)16

~ ok
Wam i =#C

2

: Ca(p)+u =2+ Cs(p)u=?"
with C' = (Ca(s) = 3(9) 72> .
Ca(20)+p(1=20)7 4+ C3(20) =207

(2) If < ¢ < 1, the denominator is converging to a constant (see eq. (4.32)). Thus,
W, ~ M2(1*<P)k‘cf

e (Calp) Ot Cy () en )
Wlth C o 01(2¢)+C4(2<p)y—299n

W,, grows with a lower rate than in the case of 0 < ¢ < %

. Because of ¢ > 1 we have 2(1 — ¢) < 1. Thus,

(3) If 1 < ¢, we apply the result of eq. (4.32) to both and get
W, ~C

L (@) +Calp)um)
(20)+Ca(2p)p=2em

) c
with C = (01

Regime (b):

This case contains all nodes with an appropriate distance to the root and to the leaf
nodes. Since n is growing with k, we assume that 7 converges to a € [0,1]. Even if
«a = 1, the constraint that n — k tends to infinity states that the distance to the leafs is
getting arbitrarily large. This is relevant for the asymptotic behaviour of the numerator
and denominator as well as for W, itself.

(1) f0<p< %, the term p~%" converges slower to zero than == does, i.e.
/Jf(l*‘:o)n
per

:M—(1—2<P)n 2.

Therefore,

Cr(p) + u=PECy () + = =R Cy () + 1" Calp)
_ Iu(lfso)kﬂpn (Cl(go)ufk+go(k+n) + u7(172<p)n02(80) + CS(SO) + qu(lfcp)kcll(go)) .

Since n grows at most like k and ¢ < %, we know that

M—k—l—tp(k—&—n) k—oo 0.
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4. Generalized Hopfield model with weights

Hence,
Cy(p) 4+ pI=PECy (@) + = =Pk Cy (p) 4+ " Cu(p) = p =Pk (4.33)

with C'= Cs(y).
(2) If % < < 1, the term p~(1=#)" converges slower to zero than =% does, i.e.

@
i = =0,

As mentioned before, in this regime k — n grows to infinity. Thus,

Ci() + p =DM Co () + " = Cy () + =" Culp)
- M(lfw)(k*n) (CI@)M*(I*«P)(FH) + Col) + /[(2@*1)n03(<p) + /f(l"p)k’(Q“"’l)"Cél(go))
~ Rk o (4.34)

with C' = Cy(yp) because

=R k=

and

—(1—p)k+(1-2¢)n —(I=p)k=(2p—1)n rzx

I =1

< @, the term converges to a constant:
(3) If 1 < ¢, th g
Cy 4 p~ U=y A=k, 4 y=en =9k Cy 4 = Cy ~ C (4.35)

with C' = C} () because n and k — n grow to infinity.
These results lead to the following asymptotic behaviour of W,,:
(1) If 0 < ¢ < 7, with eq. (4.33) we conclude that

2(1—p)k—2pn
w,~® o kc

~ M(172<p)k72<pn

: _ C3(p)?
with C' = CaCor)”

(2) If 1 < ¢ < i, we use eq. (4.34) to handle the denominator and eq. (4.33) to handle
the numerator. Thus,

M2(17¢)k72¢n

Wa % (1=2¢)(k—n) C m ptm om0
l’[/ n
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4.3. The Hopfield model with weights on a deterministic graph

: _ Ca(p)?
with € = S8

(3) If £ < ¢ < 1, the denominator converges to a constant (see eq. (4.35)) and the
numerator can be treated with eq. (4.34):

W, ~ Mg(k@)k(kg)c ~ M2(1—<p)k(1—a)c

: _ Ca(p)?
with € = 222

(4) If 1 < ¢, both, denominator and numerator, converge to a constant (see eq. (4.35)).
Therefore,

W, ~C

: _ Ci(p)?
with C = AR

Regime (c):

In this case we do not allow the distance between the fixed neuron and the last generation
to grow arbitrary large. This regime contains all nodes which are close to the leafs. By the
geometric growth of the graph, the majority of nodes can be found within a small number
of generations away from the leafs. The results are similar to the results of regime (b),
but terms depending on n — k can be considered to be constant or at least to be bounded.
We assume n — k to be constant to avoid a distinction of further cases.

(1) If 0 < ¢ < 5 and n grows with the same speed as k, then
pmek—en Mk(l—@(l—i—%)) i PN
The asymptotics are the same as in regime (b) and with 7 — 1 we get
Ci(p) + p = PECy () + = =D Cy(p) + 7" Calyp) m pH U 72IC (4.36)

with C' = Cs(y).
(2) If 2 < ¢, we see that

(1—p)k—pn :Iuk‘<1—<p<1+%)) ks (g

I

and in contrast to regime (b), ¢ > % is enough for this term to converge to a
constant:

Cip) + pl =PI o) + = # u =Ry () + ™" Cu(p) = C (4.37)

with C' = Ci(p) + pt=?* =y (p). This C does not grow with k because we
assumed n — k to be constant.
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4. Generalized Hopfield model with weights

The results lead to the following asymptotic behaviour of W,:

(1) If 0 < ¢ < 1, we get the same result for W, as in regime (b):

“2(172¢)k

W =~ =190k

C = pkC
: _ C3(p)?
with C' = G20

(2) If 2 < ¢ < 3, the denominator converges to a constant (see eq. (4.37)). We still

have the same growth rate for W,, as in regime (b) but with a different constant:
Wn ~ Iu2(1—2<p)k:C

Cs(p)?
(2¢)+u=2 k=) Oy (2¢) *

where C' = &

(3) If 2 < ¢, the term W, converges to a constant

W, ~C

with C = Bl

The lower bound for the storage capacity in the sense of Theorem 4.2 is equal to the
minimal value of W, divided by clog(/N). Here, N is the total number of nodes in the
finite graph G. The value of min,, W,, and the generation where the minimum is attained
are hard to calculate analytically for all values of ¢ and u. But since we are interested in
results for large networks, we see that regime (c) leads to the smallest growth in k. Thus,
if £ is large enough, the storage capacity is determined by the nodes which are close to
the leafs.

Since we calculated the asymptotic behaviour of min; W;, we proved the following theo-
rem:

Theorem 4.4
Consider a Hopfield model on a p-reqular tree G = (V, E) with dynamics T = (T*)iev

1

defined as in eq. (4.6) and weights according to eq. (4.23). Then there exist constants
co(p), c1(p), ca(p) such that

r 1)
co(@)N, if 0 << 1
] 1 1 —~
min W; =~ cl(gp)NQ(kQS"), sz << 3 = W(yp).
_ 1
\CQ(QP), ngp > 5 )
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4.3. The Hopfield model with weights on a deterministic graph

W

In particular, for M = ﬁ and &4, ... &M chosen uniformly at random from {—1,1},

it follows that:
(1) If ¢ >2 and p < %, then for anyv=1,...,M

P(T(¢") =€) =1— Ry

with hl’l’lNHoo RN =0.

(2) Ifc>4 and ¢ < %, then
P(Vp<M: TY(¢") =¢")=1—Ry
with th—>oo RN =0.

The lower bounds for the storage capacity can be summarized as

Regime(c)‘ 0<p<i ‘ 1<p<3 ‘ © >3
N N2(1-2¢)
M \ colog(N) \ c1 log(N) \

where ¢y, ¢1, ¢y are positive constants.

The storage capacity of the net is determined by the minimum of all W,, but we can still
do the same calculations for the other two regimes. For regime (a) the results are

Regime(a)‘ 0<p<32 ‘ 1<p<l1 ‘ p>1
Wy \ N \ N2(—¢) \ 0
clog(N) ¢p log(N) ¢1 log(N)

where ¢y, ¢1, ¢o are positive constants. The signal strength for nodes in the first part of
the graph is stronger because regime (a) would lead to a higher storage capacity than
regime (c¢). The functionality of the neural network in (c) decreases faster resp. collapses
earlier than in (a). This is due to the growth rate of the neighbourhood structure. The
number of vertices at distance [ to the root grows like x! whereas the number of vertices
at distance [ to a leaf only grows with a rate of 2 (see eq. (4.22)).

To complete the picture, the regime (b) leads to

Regime(b)‘ O<g0<i ‘ %l<gp<% ‘ %<<p<1 ‘ o >1
Wi \ N \ N1I-(4p—1)a \ N2(A=¢)(1—a) \ O
clog(N) ¢p log(N) ¢1 log(N) 2 log(N)

where ¢y, ¢1, ¢y are positive constants and « is the limit of 7.
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4. Generalized Hopfield model with weights

4.4. Conclusions about the inhomogeneous Hopfield
model on a deterministic graph

The examples above showed that the most decisive topological quantity that influences
the storage capacity is the overall growth rate of the neighbourhood structure. As long as
the decrease of the signal strength is sufficiently lower than this growth rate, the model
behaves very similar to the standard Hopfield model and reaches a comparable storage
capacity. Raising the parameter leads to a loss of storage capacity without immediately
destroying the functionality of the net. If the parameter ¢ exceeds a certain bound, the
lower bound for the storage capacity is equal to zero.

Furthermore, in this model each node has a different probability to get updated to the
wrong bit because, depending on the graph, they can be exposed to different neighbour-
hood structures. A good example for this is the regular tree graph. A closer look to
eq. (4.22) shows that the growth rate for a leaf is of order ,u% and the root has a growth
rate of order p!. This explains why the storage capacity in regime (a) is higher than in
regime (c).

4.5. The Hopfield model with weights on a random graph

In the previous section we successfully derived a lower bound for the storage capacity of
two deterministic graphs: the lattice on a torus and the regular tree graph. In these exam-
ples the most decisive quantity was the difference between the growth rate of neighbours
and the rate at which the weights decline at greater distances. This raises the question
how important the regularity of a graph is and if fluctuations in the neighbourhood struc-
ture have an impact on the results. To answer this question, we generate a graph with
the help of a Galton-Watson process and analyse the Hopfield model on a realization of
this random graph. Our aim is to compare the storage capacity which is suggested by the
root node of a Galton-Watson tree to the storage capacity in regime (a) of a regular tree
graph.

In the following section we introduce the Galton-Watson process and state some results

about its asymptotic growth rate. For these results we refer the reader to [AN72] and
[Als].

4.5.1. General results about the Galton-Watson process

Definition 4.5 (see Chapter I in [ANT2])
Let (A, A, Q) be a probability space. A Galton-Watson process with offspring distribution
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4.5. The Hopfield model with weights on a random graph

(pj)jzo0 is a Markov-Chain (Z,)nen on the non-negative integers such that

Q(Zn1=7l2Zn=1)= p;(i)’

where p;(i) is the i-fold convolution of (p;);>o-

In Definition 4.5 the i-fold convolution of (p;);>o in the case of ¢ = 0 is equal to the Dirac
measure in 0.

Let (Z,)nen be a Galton-Watson process with offspring distribution (p;);>o and Zy = 1.
Furthermore, we assume that the expectation value and the variance of (p;);>¢ is finite.
Each realization of a Galton-Watson process can be represented as a tree graph (see
[Ott49; Jan12]). This graph is infinite if and only if the Galton-Watson process survives,
i.e. Z, > 0 for all n € N. The Hopfield model can be defined on a finite graph. We denote
by G,(f’) = (V}C(g), Elig)) the graph which is generated by a Galton-Watson process (Z,, )nen
up to generation k. Since we are interested in the asymptotic behaviour in the case where
the number of nodes grows to infinity, we want the Galton-Watson process to generate
an infinite graph. We assume that pg = 0 to assure this. Additionally, we assume that
p1 < 1 because otherwise the graph is just a 1-regular tree graph. The expectation value
of the offspring distribution with this assumptions is greater than one:

p=E[Z] = ijj > ij =1.
j=1 j=1

The Galton-Watson process is said to be in the supercritical case.

Lemma 4.6
Let (Z,)nen be a Galton-Watson process with p < oo. Then the process (Y, )nen defined

by

Zn
Y, =22
Mn

18 a non-negative martingale and converges almost surely to a random variable Y .
Proof. The process is clearly non-negative. The Markov property leads to

ElZnim | Zn =tn,...  Zo =0 = ElZpsm | Zn = in) = in ElZp | Zo = 1] = inu™.
Therefore,

ElY,im|Yo,... Y] =Y, as.
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4. Generalized Hopfield model with weights

The existence of Y and the convergence Y,, — Y a.s. is a consequence of the martingale
convergence theorem. O

From Lemma 4.6 we see that Z,(w) grows like p"Y (w). This is very helpful for our
purposes as long as Y (w) > 0. Surely, if (Z,)nen gets extinct, the limit Y needs to be
zero. But the opposite implication is not true since Y can be zero just because the scaling
factor " is too strong. A result by Kesten and Stigum [KS66] provides a condition which
ensures that the events {Y = 0} and {Z,, — oo} almost surely coincide. Denote by ¢ the
extinction probability of a Galton-Watson process, i.e. ¢ = Q(lim,, Z,, = 0).

Theorem 4.7 (Kesten, Stigum)
Let (Z,)nen be a supercritical Galton-Watson process with Zy = 1 and p € (1,00). Then
the following statements are equivalent

(1) QY =0)=g¢
(2) EY] =1
(3) E[Zylog(Z1)] = >_ puklog(k) < oc.

>1

The last statement is often called Z log(Z) condition.

For the proof we refer to [KKS66] and [Als]. A probabilistic proof can be found in [LPP95].

Our assumptions eliminate the possibility for the Galton-Watson process to die out, i.e.

= 0. Thus, with Theorem 4.7 and the Zlog(Z) condition, it is true that ¥ > 0 a.s.
Even if the Zlog(Z) condition is not fulfilled there exists a normalizing sequence such that
the limit is zero with probability ¢. This result goes back to Heyde and Seneta [Sen68;
Hey70b; Hey70a]:

Theorem 4.8 (Heyde, Seneta, Part I Theorem 10.3 in [AN72])
Let (Z,)nen be a supercritical Galton-Watson process with Zg =1 and u € (1,00). Then,
there always exists a sequence of constants (Cy)nen with C, — oo and C;71Cp_y — p as

n — 0o, such that the random variable Y,* := C-1Z, converges a.s. to a random variable
Y* with Q(Y*>0)=1—gq.

For the proof we refer to [ANT72] and [Sen68; Hey70b; Hey70a].

In our context, Theorem 4.7 and Theorem 4.8 show the existence of a scaling sequence such
that the limit is a.s. positive. If the Zlog(Z) condition is fulfilled, x™ is an appropriate
choice. If the condition (3) in Theorem 4.7 is not true, there exists a sequence which at
least fulfils C71C,,_; — p as n — oco. These results allow us to show the following lemma,
which is a modified version of Theorem 10.2(a) in [Als]:
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4.5. The Hopfield model with weights on a random graph

Lemma 4.9
LetY and Y* be the limits of (Yn)nen resp. (Y. )nen. For every ¢ € [0,1)

(1-¢)
kZZm oy M

T—l a.s.
and
k (1-¢)
—(1-¢) —¢p « M
Cy ZZZCZ —Y - a.s.
1=0
as k — oo.

Proof. We only prove the second statement because the first one is a consequence of
the same and partially easier arguments. Let f be the generating function of Z; and
fn the n-th fold composition of f. Let g, be the inverse function of f, on the interval
[¢,1]. A proof of Theorem 4.8 (see proof of Theorem 6.1 in [Als]) shows that we can
choose C,, = (1 — g,(s))~! for s € (¢,1), n > 0 as a norming sequence. Additionally, the
sequence satisfies

. _ C ,
< HN\T/ T nd 4.38
Ko Cj S U ( )

for all po € (1, ) and all n > j > J(s, o), where J(s, ) € Ny is chosen appropriately.
Fore € (0,u—1)let J = J(s,pu—¢€) and define 7 =sup{l e N : Y* > (1 +¢)Y*} V J.
The idea is that the first summands until 7 are negligible compared to p~=%*. But 7
is chosen in a way such that Y; for [ > 7 is close to its limit and C, 1Cy is close to pi =",
Therefore the summands above 7 are close to a geometric sum. To prove the statement,
we split the sum at 7

(1-¢) k -9

k T
(- C
1 - * *
GO ACT =30, =k >V ==t
=0 =0 Ck Ck

l=7+1

—p) k—op

The first term converges a.s. to zero with £ — oo because C’,il 00. The inequality
in (4.38) leads to an upper bound of the second term, which is given by

l( ¢) kL o)
Z Y, =) <(14eY Z =
l=7+1 k l=7+1 Yk
k
(1+e)Y” Z (p—e) "
I=7+1
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(n—e)t=%

=(1+¢e)Y - oA 1

For k large enough we showed that for every € € (0, — 1)

(4 ) =)0
Z 267 <Y — \1-9) _
(n—¢) 1

and conclude that

/“L(lin)

lim sup C}. ( ‘p)ZZC’ @<Y*W.
M J—

k—o0 =0

Since all summands are positive, we know that for m > 0

(1=%)
(1- —p > *C
h;?l) 1021f Ch Z e hm mf | ;m Y, C’k lz_: hII_l) 1O£1f Y ——
From eq. (4.38) we know that
Crt _ Crt - Cra >
Cr  Ciagr Ck

k—

for k large enough and together with Y;* , = Y™ it follows that

k—o0

k m
lim inf C 1=¢) Z ZiC; v >Y” Z pt=

for all m > 0. Because of

Sy = 1 _
P 1 — 'u_(l_‘P) MU“P) —1

and eq. (4.39) for all m > 0, we showed that

(1=¢)
1]
20 2 Y
i fuf €, ;ﬂ 1

which completes the proof.

(1 — (- 8),(1,¢)(k,7)) )

(4.39)

]

For our purpose Lemma 4.9 has two applications. If we set ¢ = 0, the lemma gives a
statement about the asymptotic behaviour of the total number of nodes in a Galton-
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Watson tree:

0
M_

N = Y*C, a.s. (4.40)

Furthermore, for an arbitrary ¢ € [0, 1) the lemma can be used to calculate the asymptotic

behaviour of W;.

4.5.2. The inhomogeneous Hopfield model on a Galton-Watson tree

Let (Z,)nen be a Galton-Watson process with the assumptions made in Section 4.5.1 and
G,(:’) = (Vk(g), E,gg)) be the corresponding random graph up to generation k. The Galton-
Watson process represents the neighbourhood structure from the perspective of the root.
The previous example (see Section 4.3.2) showed that the number of neighbours with a
specific distance, and therefore the value of W,, for an arbitrary generation n, can be very
difficult to calculate. In a Galton-Watson tree it is not true that every neuron in one
generation leads to the same value for W;. In this section we determine the asymptotic
behaviour of the storage capacity from the perspective of the root node similar to the
regime (a) of the previous example. In general, the storage capacity in the sense of
Theorem 4.2 for an arbitrary generation is expected to be worse. The same behaviour
was observable in the case of a regular tree graph.

The random graph does not have a fixed number of descendants for each generation. From
Theorem 4.7 and Theorem 4.8 we learned that the best approximation for the growth rate
is given by u* resp. C) depending on whether the Zlog(Z) condition is fulfilled or not.
If we keep in mind that in the first case Cj, can be set to p*, we define the weights for the
Hopfield model as follows: For ¢ > 0 and nodes ¢, j with d,(i,j) =1 > 0 we set w;; equal
to

wy = w;; = C; ¥, (4.41)

where (C),)nen is the sequence from the proof of Lemma 4.9. This definition coincides
with eq. (4.23) but instead of the deterministic number of descendants we are using the
corresponding asymptotic growth rate Cj. All in all, the setting is quite similar to the
regular tree with the difference that the amount of nodes in a generation is a random
variable. With this, we observe random fluctuations around the expected number of
descendants in every generation. This difficulty can be handled with the results from
Section 4.5.1.
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We are interested in the asymptotic behaviour of

k N2 k (1)
(Lzce) (pwa)
WO _ 120 _ 120
ZZOZl CZ—QSO l;)y;* C«l(l—zso)l

2

for k — oo. If 0 < ¢ < 1, the convergence from (Y;*);en to Y*, combined with the fact
that the number of nodes in the last generations dominates all former generations, can
be used to derive the asymptotics of the numerator. This was done in Lemma 4.9, which
states that

Iu(l_‘)a)

—— —— as. 4.42
pe —1 ° (4.42)

k
Z 2 G =Y e

=0

Therefore, if 0 < ¢ < %, we get

k 2
- 2
<zz;) Z; C, *") (Y*C’,&l—w)> p20=9) (=20 _ 1)

Wy = ~ — 3
S e VO W00 (0 )
1=0
2(1=¢) (,(1=2¢) _ 1
= Y*C'k'u (v Z =Y"C,C(p,p) as.
M(1_2‘P) ([jj(l_ﬁo) — 1)
) p2—¢) (,l(l*?w)_l) . .
with C'(p, pu) = 5. Together with the representation of the total number of

T u=20) (-9 1)
nodes from eq. (4.40) we can write

Wo = NC(p, 1)

with C(p, p) = £2C (e, ).

A different behaviour can be observed for larger values of ¢. For ¢ > 1 the numerator of
Wy converges to finite random variable:

k 0o
Z 7, Cr¢ 2% Z Z,Cr¥ = 55(p) as. (4.43)

=0 1=0

This random variable strongly depends on the fluctuations in the first generations. For
e€ (0,u—1)definer =sup{le N : YV* & [(1 —¢)Y* (1+¢)Y*]} VJ with J as in the
proof of Lemma 4.9. By the convergence of (Y;*);en (see Theorem 4.8) we know that 7 is
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a.s. finite. If we write
I S P i
I=7+1

the first sum is finite and does not grow with k. In the second sum Y;* is close to Y* and
C) can be bounded as in eq. (4.38) since [ > 7. An upper bound is given by

S v <y 4 Y o

l=7+1 I=7+1

o A (O Co\*!
—Y*(1+e)C ¥ s
( +8> T+1 Z ( Cl CT+2

= T+1

* 1
<Y 1+5(J£+1“’Z
1=0

and with the same calculations the term is bounded from below by
° (1-¢)
> YA =y (-0l

1— _
I=7+1 'U( ?) 1

If % < ¢ < 1, applying eq. (4.42) to the numerator and eq. (4.43) to the denominator
leads to

(v M(w))?
Soo(2¢0) (u0-9) — 1)*

and by eq. (4.40) the term can represented through N as

* 2(1—
W, ~ N2(1-%) Yot (p 1) a.s.

Soc(20)pt (p0=#) = 1)?

In the last case, which is ¢ > 1, W}, converges a.s. to a finite random variable. Thus,

W 800(90)2

~ a.s.
So(2¢0)

All in all, the calculations of W would lead to a bound for the storage capacity in sense
of Theorem 4.2 as follows
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‘ 0<p<i ‘ P<p<l1 ‘ 1<
Wo N N2(1—p) 0
clog(N) Co log(N) C1log(N)

where Cy, C, Cy are positive random variables not depending on N.

4.6. Conclusions about the inhomogeneous Hopfield
model on a Galton-Watson tree

Similar to the deterministic graphs, we identified a regime where the signal strength
decreases slow enough to obtain results, which would lead to the storage capacity of the
standard Hopfield model. Except from the fact that the total number of nodes is random,
and therefore the storage capacity contains randomness, we basically got the same results
as in the regular tree graph and regime (a). The fluctuations of the random graph make a
difference for larger values of ¢ because the constants mainly depend on the realization of
the first generations. But since values of ¢ greater than one do not lead to a functioning
neural network, this does not play a very import role. In the case of a Galton-Watson
tree, we only analysed the value of Wj. Thus, to state a theorem similar to Theorem 4.3
or Theorem 4.4 one needs to evaluate W; for an arbitrary neuron ¢. Especially neurons
close to the leafs would be interesting, since they determine the storage capacity in a
p-regular tree.
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A.1. Large Deviation Theory

Theorem A.1 (Cramér, see Chapter 2.2 in [DZ98])

Let X1, X5, ... be independent and identical distributed (i.i.d.) real-valued random vari-
ables. Denote by p, the pushforward measure of %Sn = %Z?:l X; and define A* as the
Legendre transform of the cumulant generating function:

A (z) = ilelg {\z —log (E [e**1])}.

The sequence {p,}n satisfies a Large Deviation Principle (LDP) with the convex rate
function A*(+), namely:

(1) For any closed set F' C R,

1
lim sup — log (p,(F')) < — inf A*(z).

n—oo T zeF
(2) For any open set G C R,

lim inf ! log (pn(G)) > — inf A*(x).

n—oo N zeG

Example A.2
We are interested in an application of Theorem A.1 in the following two settings:

(1) Let X1, Xs, ... be i.i.d. Ber(p)-distributed random variables for p € [0,1]. Then the

rate function is
A (z) = xlog <£> + (1 —2)log (1 — x)
p 1-p)°

Proof. First we calculate the cumulant generating function:

log (E [e**1]) =1log (e*'p+ (1 —p)) .
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Then simple analysis shows that Ax — log (E [eAXl]) 15 maximal at

1—
A*zlog(—p ‘ )
p l—u

Together,

(2) Let Y1,Ya, ... be i.i.d. random variables with P(Y, =1) =p=1—-P(Y; = —1) for
p € [0,1]. Then the rate function is

A*(z) = % <(1+x)10g ((1;];”)) +(1—2)log (ﬁ)) ,

especially if p = %

AN(z)=-((1+2)log(l+2x)+ (1 —2)log(l —x)).

N | —

This is a simple consequence of the example in (a) and the transformation X; =
1(1+Y)
2 i)

Lemma A.3
Let S, be a sum of i.i.d. random variables X; withP(X; =1)=p=1—-P(X; = —1). Let
A* be as in Theorem A.1. Then for x > 2p — 1, we have:

P (S, > nzx) < exp(—nA*(x)), (A.1)

where A*(z) = 5 ((1 + ) log <%) + (1 —x)log (2(11’_9;)))

Proof. The exponential Chebyshev inequality with ¢ > 0 leads to
P (S, > nz) < exp(—tnz)E [exp (£S,)] = exp (—n (tz — log (E [¢**1]))) .

Since this is true for all ¢ > 0, we know that

P (S, > nz) < exp (—n sup {tx — log (E [etXl])}) )

t>0
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For > 2p — 1 the eq. (A.1) follows with
exp ( — nsup {t:z: — log (E [etXl])} ) = exp ( — nA*(x)),
t>0
which is true because the term has its maximum at

f— 21
9 %8

1 <1+:E1—p>

This value is positive if z > 2p — 1. ]

Lemma A.4
Let S,, be a binomially distributed random wvariable with parameters n and p. Then for
g > 0, we have:

P(S, >n(p+e)) <exp (—n(2p€+ s))

Proof. The exponential Chebyshev inequality provides an upper bound for the probability
of a tail event:

P (S, > n(p+¢)) < exp(—tn(p + €)) E[exp(tS,)].

The moment generating function can be bounded with the help of the inequality 1+ x <
exp(z) for all z € R. Thus,

Elexp(tS,)] = (e'p + (1 = p))" = (1 +p(e" — 1))" < exp(np(e’ — 1)).
Together with ¢ = log(1 + %), we know that the probability is bounded from above by

P (S, > n(p+e)) < exp(—tn(p +¢) +np(e’ — 1))
= exp ( —log (1 + ;)n(p +e) + na).

The logarithm can be bounded from below by

T < log(1 + x)

1+2 -

for all z > 0. Altogether, this leads to

P (S, >n(p+e)) <exp < —log (1 + %)n(p +¢e)+ né)

§exp<— n(p+€)+n€>

p+3
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(~r5 )
= X —n .
P 2p+¢

Lemma A.5
Let S, be a sum of i.i.d. random variables X; with P(X; = 1) = 1 = 1 - P(X; = —1).
Then for any a > 0

a

(5,20 <om (L)

n

Proof. Let a > 0 and define t = 2 > 0. With the exponential Chebyshev inequality, it
follows that

P (S, > a) < exp(—ta)E [exp (t5,)] = exp(—ta) cosh(t)".

Here, cosh(z) = 1(e” + e™*). Since cosh(t) < exp(g) for t > 0, we conclude that

12 a?
P (S, > a) <exp (—ta + En) = exp (—%)

because of t = % O

A.2. Weak Convergence

Theorem A.6 (see Theorem 3.4 in [Bil99])
Let X be a random variable and (X, )nen be a family of random variables. If X,, = X,
i.e. X, converges weakly to X, then E|X| < liminf, E[|X,]|].

Proof. By the continuous mapping theorem we know that |X,| = |X|. Therefore,
P(|X,| >t) == P(]X]| > t) for all but countably many ¢ > 0. With Fatou’s Lemma we
get

IE[|X|]:/O P(|X| > t) dt:/o Tim P(|X,| > 1) dt

< liminf P(|X,.| > t) dt = liminf E[|.X,,|].
n—oo

n—oo 0
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Definition A.7
A family of random variables {X; : i € I} satisfying

i€l

sup/ | X;| dP == 0.
{IXi|za}

15 called uniformly integrable.

Corollary A.8
A family of uniformly integrable random variables has bounded expectation values.

Proof. 1If « is large enough such that sup,¢; f{‘Xi‘>Oé} | X;| dP < 1, then

supE|X,| <1+ a <o
i€l

Theorem A.9 (see Theorem 3.5 in [Bil99], Theorem A.8.6 in [EII85])
Suppose that (X, )nen converges weakly to a random variable X and let h : R — R be a
continuous function such that (h(X,))nen is uniformly integrable then

E,[h(X,)] = E[h(X)].

Proof. h is a continuous function. Thus, with X,, = X, we deduce h(X,) = h(X) by
the continuous mapping theorem. With Theorem A.6 we know that h(X) is integrable
because (h(X,))nen are uniformly integrable. Therefore, sup,,cy E[|h(X,,)|] < oo.

With the continuous mapping theorem, we know that h(X,)* = A(X)* and h(X,)” =
h(X)~. Thus, we can assume without loss of generality that (h(X,))nen and h(X) are
non-negative.

We show that for every & > 0 there exists a N € N such that |[E[h(X,,)] —E[h(X)]| < ¢ for
all n > N. We know that (h(X,))nen and h(X) are uniformly integrable so there exists
a a > 0 such that for all n € N

E[M(Xs) Linx,)zay] < and  E[A(X) Lipnxsay | <

Wl M
Wl M

Therefore, we get the following inequality
E[h(X,)] — EA(X)]| < [E[R(X0) Lsct<ar ] = EI(X) Lnxrcay

T ‘E[h(Xn) ﬂ{h<xn)za}]( + ’E[h(X) Lin(x)za} |

< ER(XR) Linx)<at ] — E[A(X) Linx)<ay )| + 5€
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With the identities

o

P(h ﬂ{h(Xn)<a} > 1) dt

-], ®
/OIP’t<h a) dt

E[h(X ) I]'{h Xn <OC}

and
EIA(X) Loy | = | Pt < h(X) <) di
0
the last part of the proof is completed by using h(X,,) = h(X) together with dominated

convergence theorem and the fact that « can be chosen such that P(h(X) = a) = 0.
We have 1y, as integrable dominating function. Thus, with dominated convergence

Jim ‘E n) Lin(xn)<ay | — E[R(X) 1{h<x><a}]‘
- / lim (B(t < h(X,) < a) — P(t < h(X) < ) dt‘
0 n—oo

< /a lim (JP(h(Xy) <) =P(W(X) < a)[ + [P(h(X,) <) = P(M(X) <1)])dt = 0

n—o0

because the weak convergence is equivalent to the convergence of the distribution function
for all continuous points.
m

A.3. Analysis

Theorem A.10 (Taylor series, see Theorem 1 in Chapter 22 in [Forl1])
Let f: 1 — R be a (k+ 1)-times continuously differentiable function and a € I. Then for
allz el

(l)(a)

(2 —a)’ + Ry ()

=
B
I
s
—

where

and fO denotes the lth derivative of f.
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Lemma A.11
Let || - ||1 and || - ||2 denote the €1-norm resp. ls-norm on R™. For x € R

2 < flzlls < Vnllz]l2
Proof. Let x € R™. Since |z;| - |z;| > 0, we conclude that
n 2 n n
ol = (D lail) = D foal gl = D fasf® = a3
i=1 ij=1 i=1
Taking the square root on both sides proves the first inequality.

By using the Cauchy-Schwarz inequality, we know that

n n n
lzlh =) el - 1< | DR, | D12 = Valalls.
i=1 i=1 i=1

This proves the second inequality. O

A.4. Auxiliary Results

Lemma A.12 (see Proposition 5.16 in [Kirl5])
Let Fg be the function in eq. (3.11):

Fy(t) = % (%k)g G—j))z +1log (1 —t%).

(1) If B < 1, then Fj has a unique minimum at t = 0. Furthermore, F'(0) = 0 and
F'(0)=2(5—1)>0.

(2) If B =1, then Fs has a unique minimum at t = 0 with F'(0) = F"(0) = F"(0) =0
and F™)(0) =4 > 0.

(3) For > 0 the function Fz has a unique minimum in [0,1) at ty > 0 and a unique
minimum in (—1,0] at —ty < 0. Fj(to) = Fs(—to) = 0 and Fj(to) = Fj(—to) > 0.
to is the unique strictly positive solution of t = tanh(f5t). Fjs has a local mazimum
at t = 0 with F}(0) = 0 and F}(0) =2 (}3 . 1) <0.

Proof. The derivative of Fj is equal to

2,1 /l4+t\\11—t 2 2t
0= e () -
s =5Gle\) srias e T 1o
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- alze (720 -2,

where we used that for g(t) := 1%
2
/
t pu—
The second derivative of Fj is equal to
1 1 1+1 1+t
Flity=2——(1+tlog (-——)) —2——
5(1) ﬁ(l—t2)2( +log (1)) 1)
2 1 1 1+1¢
= |5 )+ <tlog (7).
(1—t2)2[5 (L417) + 5tlog 1—t>
With the identity
1 oty
5 IOg (T) = tanh (t),
we see that
2 /1
Fy(t) =+ <B tanh~ () — t)
and
2 1 2t
Fj(t) = oy [B —(1+#) + 3 tanh_l(t)]. (A.2)

Thus, it follows that Fj(t) % 0 is equivalent to
>
t = tanh(ft).
The critical points (Fj(t) = 0) are the same as the solutions to the equation
tanh(ft) = t. (A.3)

For all § a solution of eq. (A.3) is given by ¢ = 0. The second derivative at this point is
equal to

>0, ifg<1
/! 1 .
Fﬂ(0)=2<3—1> —0, iff=1.

<0, ifg>1
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If B < 1thent > tanh(St) for allt € (0,1). Thus, the derivative Fj(t) is positive and Fj(t)
is strictly monotone on (0,1). Together with the symmetry of Fjs, i.e. F(t) = Fp(—t),
this shows that for 5 < 1 Fj3 has a unique minimum at ¢ = 0.

In the case § > 1 the function Fj has a local maximum at ¢ = 0. Let f(¢) = tanh(5?)
then f(0) = 0, f/(0) = 8 > 1 and f(t) — 1. Let g(t) = t then g(0) = 0, ¢'(0) = 1
and ¢g(t) — oo. Therefore, there exists a positive solution ¢, € (0,1) to eq. (A.3). The
statement tp < 1 is a consequence of tanh(/5t) < 1 for all ¢. Since

B

) = cosh(ft)?

is decreasing the solution ¢, is unique. Because of Sty = tanh(¢g), we know from eq. (A.2)
that

2 1 2
Fg(to) = m [B -1+ t%) + %ﬁto]
2 1
- oap [5 ~1+8] >0

Due to the symmetry of Fj3 the same statements are true for —t,.
For § =1 a straightforward calculation leads to

4t — 2(3t* + 1) log (1)

Fé”(t) = (tQ _ 1>3

and

4 (=3t +6(t +1t)log () +1)

F) (t) = (t2 — 1)4
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List of symbols

517 A 7€M
(Q,F)

LX)

P, E[]
]P)CW,ECWH
oty = (1—=5)"
T = (Ti)i<n
T = (T)i<y
T = (T;)i<n
T = (T{)i<n
d(z,y

S(z,r)

-1l [] - T2

¢ €8¢ pN)
m#(a), m; (o)

A, B
Ko = (21 — 1)

Binary state space S and configuration space S™.

Number of neurons in a neural network and number of patterns.
Weights of the neural network.

Weights for the Hopfield model with polynomial dynamics, see
eq. (2.5).

Threshold for neuron 1.

Postsynaptic potential of neuron 1.

Signum function sgn(z) = Li>0p — Liz<oy -

Patterns which we want the neural network to store. &4, ... &M
are i.i.d.

Probability space of £, ... &M,

Law of a random variable X.

Probability measure and corresponding expectation value. Un-
der P ¢! has i.i.d. Rademacher spins.

Probability measure and corresponding expectation value. Un-
der PgW ¢! is generated according to a Curie-Weiss model with
parameter 3.

Variance for the Curie-Weiss magnetization.

Transfer function of the standard Hopfield model, see eq. (1.2).
Transfer function of the generalized Hopfield model, see eq. (2.1).
Transfer function of the Hopfield model with polynomial dynam-
ics, see eq. (2.4).

Transfer function of the Hopfield model with weights, see
eq. (4.6).

Hamming distance between x,y € {—1,1}".

Sphere around x with radius r with respect to the Hamming
distance.

l1- resp. lo-norm.

Corrupted version of the pattern &

Overlap of pattern &* with configuration ¢ with and without
neuron %, see Definition 1.3.

Lattice A C Z¢ and the inverse temperature 3.

2[-th moment of a standard normal distribution.
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List of symbols

SM B(SY)
Hy(0), Zsa

)

Hy m[wl(o)

H{W (0), Zsn

)

h

fp,a(0)
pis,n(0)

Sy = Z;V:1 §j
HCW(U)
f1p,n(0)

['(z)

cosh(x)

tanh(z), tanh ™' ()

I(z)
X, =X
Cy(R)

Configuration space and the corresponding Borel-o-algebra.
Hamiltonian function and partition function of a spin glass
model.

Hamiltonian function of the standard Hopfield model, see
eq. (1.9).

Hamiltonian function and partition function of the Curie-Weiss
model, see egs. (3.1) and (3.3).

Local field of a spin glass model.

Gibbs measure, see eq. (1.8).

Gibbs measure of the Curie-Weiss model, see eq. (3.2).
Magnetization in a Curie-Weiss model, see Definition 3.1.
Hamiltonian function of the Curie-Weiss model.

Gibbes measure of the Curie-Weiss model.

Gamma function, see 3.12.

Hyperbolic cosine.

Hyperbolic tangent and inverse hyperbolic tangent.

Rate function of Rademacher spins.

Weak convergence of X,, to X.

Set of continuous and bounded functions on R.

— 00

Asymptotic equivalence, meaning that ‘;—: =% 1.

Notation for limsup, |%‘ < 00

Notation for lim, % =0 if g(z) # 0.

Graph with vertex set V' and set of edges E.

Lattice on a torus.

p-regular graph up to generation k.

Galton-Watson tree up to generation k.

Weights for each connection in the inhomogeneous Hopfield
model.

Weights of neuron ¢ in the inhomogeneous Hopfield model.
Weights which only depend on the distance between nodes.

Factor in the storage capacity of the inhomogeneous Hopfield
model, see Theorem 4.2.

Factor W; for a neuron ¢ at generation n.

Number of vertices at a distance [ to node 7 resp. to a node at
generation n.

Galton-Watson process.

Martingale of a Galton-Watson process and its limit Y.
Martingale of a Galton-Watson process and its limit Y™*.
Generating function of Z;, where (Z,), is Galton-Watson pro-
cess, and the n-th fold composition of f.
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