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Abstract. We introduce a real C∗-algebra C∗

R
(E; γ) associated to a graph E with an in-

volution γ. In the case that γ is the identity, this algebra is isomorphic to the real graph
algebra C∗

R
(E) studied in [5]. By allowing nontrivial involutions we obtain much larger class

of real C∗-algebras. We develop some basic theory, and we prove a Pimsner–Voiculescu type
long exact sequence for the real K-theory of C∗

R
(E; γ). We present several examples, some

that we analyze directly and others that we analyze by combining K-theory computations
with classification theorems.

1. Introduction

In this paper, we introduce and study the real C∗-algebra C∗
R
(E; γ) associ-

ated to a graph E with an involution γ. Our motivation for this project arises
first from the desire for more examples of real C∗-algebras to draw upon, but
it is also clear that this is a very natural and compelling class of real C∗ that
warrant study.

The construction generalizes the construction of the real C∗-algebra C∗
R
(E)

associated to a graph E studied in [5]. The class of C∗-algebras obtained from
graphs with involution contains the class of real graph C∗-algebras; but we will
see that it is significantly larger, providing examples of multiple real structures
on the same complex graph C∗-algebra. Furthermore, we prove the existence
of a Pimsner–Voiculescu type long exact sequence on K-theory (generalizing
[5, Thm. 13]) that allows us to compute the K-theory of C∗

R
(E; γ). In the

simple purely infinite case this enables us to identify the isomorphism class of
C∗

R
(E; γ). We will present several examples of K-theory computations of all

eight groups of KO∗(C
∗
R
(E; γ)) to demonstrate the facility of the long exact

sequence and to show how tractable the K-theory computations can be.
Recall that there is an equivalence between the category R of real C∗-

algebras and the category Cτ of C∗,τ -algebras. A C∗,τ -algebra is a pair (A, τ)
where A is a complex C∗-algebra and τ is a involutive anti-automorphism of A.
A morphism in Cτ is a C∗-algebra homomorphism that commutes with the
involutions. Given a real C∗-algebra A, the corresponding C∗,τ -algebra is the
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complexification AC with anti-automorphism a+ ib 7→ a∗ + ib∗. Conversely,
given a C∗,τ -algebra (A, τ) the corresponding real C∗-algebra is

Aτ = {a ∈ A | τ(a) = a∗}.
See [10, §2] for a detailed discussion of this categorical equivalence.

Two involutions τ1 and τ2 on a C∗-algebra A are equivalent if there is an
automorphism α of A such that α ◦ τ1 = τ2 ◦ α. Then the question of classi-
fying (up to isomorphism) all the real C∗-algebras whose complexification is
isomorphic to a given C∗-algebraA translates under the categorical equivalence
described in the previous paragraph to the question of classifying involutive
anti-automorphisms of A up to equivalence.

The complexification functor from the category R to the category C of all
complex C∗-algebras is neither surjective nor injective in general. On one hand
it is not surjective since a complex C∗-algebra is isomorphic to the complexifi-
cation of a real C∗-algebra only if it is isomorphic to its own opposite algebra.
Thus any C∗-algebra that is not isomorphic to its own opposite algebra, such
as those described in [12] and [13], is not the complexification of any real
C∗-algebra.

On the other hand, there are many C∗-algebras B known to have more than
one real structure. Examples of such C∗-algebras include finite-dimensional
C∗-algebras (such as Mn(C) for n even), commutative C∗-algebras (such as
C0(X) when X is locally compact and has a nontrivial involution), stably finite
C∗-algebras (such as C(S1,Mn(C))), and purely infinite simple C∗-algebras
(such as On when n is odd).

Focusing our discussion on this last class of examples, let B be a simple,
purely infinite, nuclear, C∗-algebra satisfying the UCT. Then we know that
B is isomorphic to the complexification of at least one real C∗-algebra by
[4, Thm. 17]. Furthermore, we know that the collection of such real C∗-algebras
is classified up to isomorphism by united K-theory by [7, Cor. 10.3]. The set of
real structures of a given C∗-algebra B is parametrized by the set of abstract
CRT -modules that are compatible with the K-theory of B.

However, though we can classify the real structures of B in terms of the
united K-theory, we may not have familiar representations of the correspond-
ing real C∗-algebra; and the realization theorem in [4] is not especially con-
structive. For example, we know that the Cuntz algebra On for n even or
n = ∞ has only one real structure, namely that corresponding to the real
Cuntz algebra OR

n . For n odd, On has two real structures up to isomorphism.
One corresponds to the real Cuntz algebra OR

n and the other corresponds to
an exotic real C∗-algebra known as En. The algebras En are known to exist by
their united K-theory. They are known to be simple and purely infinite, but
we do not have a familiar representation for them. For k > 1, the C∗-algebra
Mk(On) is even richer with potential real structures.

In [5] we studied the real C∗-algebra C∗
R
(E) associated to a graph. Corol-

lary 16 there implies that for a simple purely infinite nuclear UCT C∗-algebra
B there is one and only one real C∗-algebra A arising as a graph algebra such
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that AC
∼= B. So this construction does not turn out to be a very rich source of

examples, and certainly not a source of examples of multiple real structures on
a given C∗-algebra. In contrast, we will find that the class of real C∗-algebras
C∗(E; γ) associated to graphs with involution is much richer and does result
in multiple real structures on the same complex graph C∗-algebra.

Although we find that En in particular cannot be realized as the real C∗-
algebra arising from a graph with involution, we do find a family of real C∗-
algebras that are KK-equivalent to En up to suspension (for odd integers
n ≥ 3). We also find examples to show that there exist real structures on
M2(C)⊗On, isomorphic to neither M2(R)⊗R OR

n nor M2(R)⊗R En, for each
n ≡ 1 mod 4.

2. Definition and basic structure theorems

Definition 2.1. A graph E is a quadruple E = (E0, E1, r, s) where E0 is a
countable vertex set, E1 is a countable edge set, and r, s : E1 → E0 are the
range and source functions.

Definition 2.2. An involution γ of a graph E = (E0, E1, r, s) is a pair γ =
(γ0, γ1) of functions satisfying

• γi : E
i → Ei (i = 0, 1),

• (γi)
2 = idEi (i = 0, 1),

• r ◦ γ1 = γ0 ◦ r,
• s ◦ γ1 = γ0 ◦ s.

In the C∗-algebra literature, there are two differing definitions of a graph
C∗-algebra C∗(E), for a given directed graph E. While the two definitions
may yield nonisomorphic C∗-algebras for a given directed graph E, they are
categorically equivalent since each construction is isomorphic to the other one
applied to the opposite graph Eop, which is the graph obtained by reversing
the orientation of each edge. Thus, any theory developed in the language of
one definition can be translated into language using the other definition by “re-
versing the arrows.” The definition that we take below is chosen in an attempt
to conform to what we perceive to be the recently prevailing convention, al-
though this differs from the author’s previous work [5] and from the commonly
used reference [14].

We take the C∗-algebra C∗(E) associated to a directed graph E to be the
universal C∗-algebra generated by mutually orthogonal projections pv and par-
tial isometries se (for all v ∈ E0 and all e ∈ E1) such that

• s∗ese = pr(e) for all e ∈ E1,

• ses
∗
e ≤ ps(e) for all e ∈ E1,

•
∑
s(e)=v ses

∗
e = pv for all v ∈ E0 such that 0 < |s−1(v)| <∞,

• (ses
∗
e)(sfs

∗
f ) = 0 for e, f ∈ E1 and e 6= f .

Given an involution γ on a graph E, there is a unique anti-multiplicative
involution γ on C∗(E) that satisfies
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• γ(pv) = pγ(v) for all v ∈ E0,

• γ(se) = s∗
γ(e) for all e ∈ E1.

Indeed, the homomorphism γ exists by the universal property of C∗(E) since
the elements pγ(v) and s

∗
γ(e) viewed in (C∗(E))op form a Cuntz–Krieger system

for the graph E. Thus the pair (C∗(E), γ) is a C∗,τ -algebra, and we let

C∗
R(E; γ) = {a ∈ C∗(E) | γ(a) = a∗}

denote the corresponding real C∗-algebra. Note that the projection pv is in
C∗

R
(E; γ) if and only if γ(v) = v and similarly the partial isometry se is in

C∗
R
(E; γ) if and only if γ(e) = e. More generally, C∗

R
(E; γ) contains elements

of the form λpv + λpγ(v) and λse + λsγ(e) for λ ∈ C. Note that in the special
case γ = id, then C∗

R
(E; id) ∼= CR(E).

As expected, the pair (C∗(E), γ) is characterized by the following universal
property in the category of C∗,τ -algebras.

Theorem 2.3. Let (E, γ) be a directed graph with involution. Then for any
C∗,τ -algebra (A, τ) with mutually orthogonal projections qv (for v ∈ E0) and
partial isometries te (for e ∈ E1) that satisfy

• t∗ete = qr(e) for all e ∈ E1,

• tet
∗
e ≤ qs(e) for all e ∈ E1,

•
∑

s(e)=v tet
∗
e = qv for all v ∈ E0 such that 0 < |s−1(v)| <∞,

• (tet
∗
e)(tf t

∗
f ) = 0 for e, f ∈ E1 and e 6= f ,

• τ(qv) = qγ(v) for all v ∈ E0,

• τ(te) = t∗
γ(e) for all e ∈ E1.

there is a unique C∗,τ -algebra homomorphism

α : (C∗(E), γ) → (A, τ)

satisfying

• α(pv) = qv for all v ∈ E0,
• α(se) = te for all e ∈ E1.

Proof. The first four conditions and the universal property of C∗(E) guarantee
the existence of a unique C∗-algebra homomorphism α that satisfies α(pv) = qv
and α(ee) = te (by [14, Prop. 1.21]). It remains to show that α(γ(x)) = τ(α(x))
for all x ∈ C∗(E). It suffices to prove this formula for x = pv and x = se for all
v ∈ E0 and e ∈ E1 since such elements generate C∗(E). Using τ(qv) = qγ(v)
and τ(te) = t∗

γ(e), we have

α(γ(pv)) = α(pγ(v)) = qγ(v) = τ(qv) = τ(α(pv))

and

α(γ(se)) = α(s∗γ(e)) = t∗γ(e) = τ(te) = τ(α(se)). �

The next theorem implies that the isomorphism class of C∗
R
(E; γ) depends

only on the action of the involution γ0 on the set of vertices of E and not the
involution γ1 on the set of edges. Therefore, in what follows it will be sufficient
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to specify the action of an involution γ on the vertex set, provided the given
action is consistent with a full graph involution.

For a graph (E0, E1) with vertices v, w ∈ E0, let Ev,w be the set of edges
from vertex v to vertex w. Let (E0)γ = {v ∈ E0 | γ(v) = v}.
Theorem 2.4. Let E be a graph.

(i) If γ is an involution on E such that γ(v) = v for all v ∈ E0 then

C∗
R(E; γ) ∼= C∗

R(E).

(ii) Suppose γ and δ are involutions on E such that γ(v) = δ(v) for all v ∈ E0

and that γ(e) = δ(e) = id(e) for all edges e in
⋃

v,w∈(E0)γ

Ev,w .

Then (E, γ) ∼= (E, δ), as graphs with involution.
(iii) If γ and δ are involutions on E such that γ(v) = δ(v) for all v ∈ E0 then

C∗
R(E; γ) ∼= C∗

R(E; δ).

Proof. First consider the situation in which there are two distinct edges e1 and
e2 both from a vertex v to a vertex w, and that γ is an involution on E such
that γ(v) = v, γ(w) = w, and γ(e1) = e2 where e1 6= e2. Write s1 = se1 and
s2 = se2 . Then we have

s∗1s1 = s∗2s2 = pw,

s1s
∗
1 + s2s

∗
2 ≤ pv,

γ(pv) = pv, γ(pw) = pv,

γ(s1) = s∗2, γ(s2) = s∗1.

Let t1 = 1/
√
2(s1 + s2) and t2 = i/

√
2(s1 − s2). Then the reader can easily

compute that

t∗1t1 = t∗2t2 = pw,

t1t
∗
1 + t2t

∗
2 = s1s

∗
1 + s2s

∗
2 ≤ pv,

γ(t1) = t∗1, γ(t2) = t∗2.

Let γ̃ be the modified involution on E that satisfies γ̃(e1) = e1 and γ̃(e2) = e2,
and otherwise is the same as γ. It follows that if

χ = {pv, se | v ∈ E0, e ∈ E1}
is a Cuntz–Krieger system for the graph E with involution γ, then

χ̃ = (χ− {s1, s2}) ∪ {t1, t2}
is a Cuntz–Krieger system for E with involution γ̃. Since both χ and χ̃ generate
the same C∗-algebra, it follows that C∗

R
(E; γ) ∼= C∗

R
(E; γ̃).

Now, suppose that γ is an involution on E that fixes all vertices as in part (i)
of the theorem. Then we can apply the reasoning of the previous paragraph
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simultaneously to any and all pairs of edges that are interchanged by γ (there
will be countably many) to show that

C∗
R(E; γ) ∼= C∗

R(E; id) ∼= C∗
R(E).

This completes the proof of part (i).
Under the assumptions of part (ii), we show there is an isomorphism α in

the category of graphs with involution from (E, γ) to (E, δ). Start by defining
α to be the identity on the vertex set and on the edges in Ev,w where v and w
are both in (E0)γ . Now select two vertices v and w not both in (E0)γ . We
extend the definition of α to both Ev,w and Eγ(v),γ(w) by the formulas

α(e) =

{
δγ(e) for e ∈ Ev,w,

e for e ∈ Eγ(v),γ(w).

We check that this satisfies αγ = δα on the set Ev,w ∪Eγ(v),γ(w). Indeed, we
have

αγ(e) = γ(e) = δδγ(e) = δα(e) for e ∈ Ev,w,

αγ(e) = δγγ(e) = δ(e) = δα(e) for e ∈ Eγ(v),γ(w).

Note that the definition of α on Ev,w ∪ Eγ(v),γ(w) is based on the choice of

vertices v and w. In this way we extend α to the entire edge set E1 by making
a choice of a preferred vertex pair (v, w) over (γ(v), γ(w)) for every orbit of
order 2 in E0 × E0. The result is an isomorphism that satisfies αγ = δα.
Therefore (E, γ) ∼= (E, δ).

For part (iii), suppose that γ and δ are two involutions of E that are equal
on the set of vertices, but may act differently on the set of edges. First use
the result of the first paragraph to replace γ and δ with involutions that fix
all edges from v to w where v, w ∈ (E0)γ = (E0)δ. Then the result follows by
part (ii). �

The next theorem describes the structure of C∗
R
(E; γ) when E is finite with

no cycles. Recall from [14, Prop. 1.18] that if E has no cycles then

C∗(E) ∼=
⊕

v∈E0
sink

Mn(v)(C)

where E0
sink is the set of sinks in E and n(v) is the cardinality of Λv, the set of

directed paths α such that r(α) = v. Our result below generalizes this result to
graphs with involution; but we also extend the result using a broader finiteness
condition on E.

Since γ restricts to an involution on E0
sink, we write the set of sinks as a

disjoint union

E0
sink = F1 ⊔ F2 ⊔ F3

where F1 is the set of sinks that are fixed by γ, and the remaining sinks are par-
titioned into F2 and F3 in such a way that γ(F2) = F3 and γ(F3) = F2 (we can
take F2 to be any maximal set of vertices of E0

sink such that F2 ∩ γ(F2) = ∅).
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Theorem 2.5. Let E be a directed graph with no cycles and an involution γ.
Suppose that for each vertex v, there is a finite number of directed paths origi-
nating at v. Then

C∗
R(E; γ) ∼=

( ⊕

v∈F1

KR(ℓ2R(Λv))
)
⊕
( ⊕

v∈F2

K(ℓ2(Λv))
)
.

Note that the finiteness condition implies that every maximal path is finite
and terminates at a sink. It also implies that |s−1(v)| <∞ for all v ∈ E0. If E
is a finite directed graph with no cycles then the condition holds automatically
and the statement of Theorem 2.5 reduces to

C∗
R(E; γ) ∼=

( ⊕

v∈F1

Mn(v)(R)
)
⊕
( ⊕

v∈F2

Mn(v)(C)
)

which is the graph-with-involution generalization of [14, Thm. 1.18].

Proof. Let A = C∗(E). For each v ∈ E0
sink, let Av be the closed *-ideal gener-

ated by the projection pv. If E is finite, then [14, Thm. 1.18] gives

A =
⊕

v∈E0
sink

Av and Av ∼=Mn(v)(C)

where a system of matrix units in Av is sαs
∗
β for α, β ∈ Λv.

Now we claim that under the more general finiteness condition stated in the
theorem, we have

A =
⊕

v∈E0
sink

Av and Av ∼= K(ℓ2(Λv))

with the same statement about matrix units. Consider any element of the
form sαs

∗
β where α, β satisfy r(α) = r(β) = w. The finite paths condition at w

implies that sαs
∗
β can be written as a finite sum of elements of the form sαi

s∗βi

where r(αi) = r(βi) is a sink for each i. It follows that every element in A
can be written as a sum of elements, each in Av where v is a sink. With this
modification, the proof of [14, Thm. 1.18] carries through the same to establish
the claim.

Now let γ be an involution on E and let v be a sink. We first consider the
case that γ(v) = v (that is, v ∈ F1). Then γ restricts to an anti-automorphism
on Av satisfying γ(sα) = s∗

γ(α). We analyze the structure of the real C∗-algebra
associated to (Av, γ). Define a new set of partial isometries tα for α ∈ Λv as
follows. If γ(α) = α, let tα = sα. For each pair α, β ∈ Λv such that γ(α) = β,
let

tα =
1√
2
(sα + sβ), tβ =

i√
2
(sα − sβ).
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(Note that this requires a fixed choice of α and β for each orbit of order two
in Λv.) For each such pair α, β we have

tαt
∗
α + tβt

∗
β = sαs

∗
α + sβs

∗
β ,

t∗αtα = t∗βtβ = pv,

t∗αtβ = t∗βtα = 0.

The collection of partial isometries tα for α ∈ Λv generates the same C∗-
algebra as sα, namely Av. But since γ(sα) = s∗

γ(α), it follows that γ(tα) = t∗α
for all α ∈ Λv. Therefore each tα is in the real C∗-algebra associated to (Av, γ).
Furthermore, the calculations above show that the elements tαt

∗
β for α, β ∈ Λv

form a collection of matrix units for Av, showing that the real C∗-algebra
corresponding to (Av, γ) is isomorphic to KR(ℓ2

R
(Λv)).

Finally, consider the case that γ(v) 6= v. Then γ(Av) =Aγ(v), γ(Λv) =Λγ(v),
and n(v) = n(γ(v)). We will analyze the structure of the real C∗-algebra asso-
ciated to the restriction of γ to K(ℓ2(Λv))⊕K(ℓ2(Λγ(v))). Again, a collection
of matrix units for Av is sαs

∗
β for α, β ∈ Λv. Then a collection of matrix units

for Aγ(v) is sγ(α)s
∗
γ(β). Since

γ(sαs
∗
β) = sγ(β)s

∗
γ(α),

we see that the action of γ on Av ⊕Aγ(v) corresponds to the action on

K(ℓ2(Λv))⊕K(ℓ2(Λγ(v))) given by (x, y) 7→ (yTr, xTr) where Tr is the gener-
alized trace operator. It follows that the real C∗-algebra corresponding to this
action is isomorphic to K(ℓ2(Λv)). �

3. Examples

Example 3.1. Let E be the graph shown below and let γ be the involution
that interchanges v1 and v2.

•v3

v1•

e1

==③③③③③③③③③ •v2

e2

aa❉❉❉❉❉❉❉❉❉

Then there are isomorphisms

C∗(E) ∼=M3(C), C∗
R(E; id) ∼=M3(R), C∗

R(E; γ) ∼=M3(R).

Proof. The first statement follows from [14, Prop. 1.18] and the last two state-
ments follow from Theorem 2.5 since the single sink is fixed in both cases. �

We remark that both C∗(E) and C∗
R
(E; id) above contain projections pv1

and pv2 which are each Murray–von Neumann equivalent to pv3 via partial
isometries se1 and se2 .
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On the other hand, C∗
R
(E; γ) contains orthogonal projections

q1 =
1

2
(pv1 + pv2 + se1s

∗
e2

+ se2s
∗
e1
),

q2 =
1

2
(pv1 + pv2 − se1s

∗
e2

− se2s
∗
e1
),

q3 = p3.

From the proof of Theorem 2.5 we see that q1 and q2 are Murray–von Neumann
equivalent to q3 via the partial isometries

1√
2
(se1 + se2) and

i√
2
(se1 − se2).

It is also possible to deduce that C∗
R
(E; id) ∼= C∗

R
(E; γ) ∼=M3(R) simply due

to the fact that there is only one simple real C*-algebra of dimension 9. How-
ever in the next example we have C∗

R
(E; id) ≇ C∗

R
(E; γ).

Example 3.2. Let E be the graph shown below and let γ be the involution
that interchanges v1 and v2.

v1• •v2

•v3
e1

aa❉❉❉❉❉❉❉❉❉
e2

==③③③③③③③③③

Then there are isomorphisms

C∗(E) ∼=M2(C)⊕M2(C),

C∗
R(E; id) ∼=M2(R)⊕M2(R),

C∗
R(E; γ) ∼=M2(C).

Proof. All three statements follow from [14, Prop. 1.18] and Theorem 2.5. �

The orthogonal projections pv1 + pv2 and pv3 in C
∗
R
(E; γ) above are Murray–

von Neumann equivalent to each other via the partial isometry se1 + se2 .

Example 3.3. Let E be the graph shown below, with one vertex and n edges,
and let γ be an involution corresponding to any order two permutation of the
edges.

•v e1
ff

e2

ss

e3

��

en

QQ

Then there are isomorphisms

C∗(E) ∼= On−1, C∗
R(E; id) ∼= OR

n−1, C∗
R(E; γ) ∼= OR

n−1.

Proof. It is well known that the graph algebra C∗(E) is isomorphic to the
Cuntz algebra On−1, generated by partial isometries s1, s2, . . . , sn. In the case
that γ = id, these partial isometries satisfy γ(si) = s∗i so they are all elements
of the real C∗-algebra C∗

R
(E; id). But as in [16, p. 4], the real C∗-algebra
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generated by the elements si (inside On−1) is exactly the real Cuntz algebra
OR
n−1.
Finally, Theorem 2.4 implies that, since γ is the identity on the vertex set,

regardless of the action of γ on the edge set we have

C∗
R(E; γ) ∼= C∗

R(E; id) ∼= OR

n−1. �

Example 3.4. Let E be the graph shown below and let γ be the involution
that interchanges v1 and v2.

v1•
e1

((
•v2

e2

hh

Then there are isomorphisms

C∗(E) ∼= C(S1,M2(C)),

C∗
R(E; id) ∼=

{
f ∈ C(S1,M2(C)) | f(z) = f(z)

}

∼=
{
f ∈ C([0, 1],M2(C)) | f(0), f(1) ∈M2(R)

}
,

C∗
R(E; γ) ∼=

{
f ∈ C([0, 1],M2(C)) | f(0) ∈M2(R), f(1) ∈ H

}
.

Proof. The first statement follows from [14, Ex. 2.14]. Specifically, the elements

s1 =

(
0 1
0 0

)
and s2 =

(
0 0
z 0

)

generate C(S1,M2(C)) and form a Cuntz–Krieger system associated with the
graph E (and this algebra is universal).

For the second statement, it is enough to note that C∗
R
(E; id) = C∗

R
(E) is

a real C∗-algebra generated by s1 and s2 and that the elements s1 and s2
both satisfy f(z) = f(z). The second isomorphism associated with C∗

R
(E; id)

is given by restriction to the top half of the circle which is then identified with
the interval [0, 1]. We further remark that we therefore have an isomorphism
C∗

R
(E; id) ∼=M2((S

−1R)̃ ) where the desuspension algebra S−1R is defined as
in [2, §1] by

S−1R =
{
f ∈ C0((0, 1),C) | f(t) = f(1− t)

}
.

For the third statement, we carefully analyze the induced involution γ on
C∗(E) ∼= C(S1,M2(C)), which satisfies γ(s1) = s∗2 and γ(s2) = s∗1. As in the
proof of [17, Thm. 2.3], it suffices to identify the action of γ on the maximal
ideal space of C(S1,M2(C)) and on the fibers. For any λ ∈ S1, let

tλ = s1 − λs∗2 =

(
0 1− λz
0 0

)
,

which generates the ideal

Iλ =
{
f ∈ C(S1,M2(C)) | f(λ) = 0

}
⊂ C(S1,M2(C)).

Since γ(tλ) = s∗2 − λs1 = −λ(s1 − λs∗2) = −λtλ, it follows that γ(Iλ) = Iλ.
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Therefore γ induces an involution λ 7→ λ on S1, the maximal ideal space.
The involution γ on C(S1,M2(C)) has the form γ(f)(z) = γz(f(z)) where γz
is an involution on M2(C) depending on z. As in the analysis of [17, §2], we
can restrict functions to the upper half circle and it suffices to analyze the
involution γλ at the end points λ = ±1. At each of the fixed points λ = ±1,
the involution γλ acts on the quotient space C(S1,M2(C))/Iλ =M2(C). Let
evλ : C(S

1,M2(C)) →M2(C) be the map defined by evaluation at λ.
At λ = 1, we have γλ([s1]) = [s∗2]. Since

ev1(s1) =

(
0 1
0 0

)
and ev1(s

∗
2) =

(
0 1
0 0

)
,

it follows that

γ1

(
0 1
0 0

)
=

(
0 1
0 0

)
.

Using the fact that γ1 is antimultiplicative and that
(
0 1
0 0

)
generates M2(C),

we deduce that

γ1

(
a b
c d

)
=

(
d b
c a

)
.

This is the involution T̃r on M2(C), which is isomorphic (as an antimultiplica-
tive involution on a C∗-algebra) to Tr, as described for example in [6, §2]. It
corresponds to the real C∗-algebra M2(R).

At λ = −1, we have γλ([s1]) = [s∗2] as before, but

ev−1(s1) =

(
0 1
0 0

)
and ev−1(s

∗
2) =

(
0 −1
0 0

)
,

from which it follows that

γ−1

(
a b
c d

)
=

(
d −b
−c a

)

which is the involution (denoted ♯ in [6]) of M2(C) corresponding to the real
C∗-algebra of quaternions H.

Therefore, the real C∗-algebra associated to γ on C(S1,M2(C)) is isomor-
phic (by restriction of a function to the top half of the circle and by identifying
the top half of the circle with the unit interval) to

{
f ∈ C([0, 1],M2(C)) | f(0) ∈M2(R), f(1) ∈ H

}
. �

Example 3.5. Generalizing Example 3.4, let E be the graph shown below,
a simple cycle with 2n vertices. Let γ be the involution on E that satisfies
γ(vi) = vi+n (using addition is modulo 2n).

•v1 // •v2 // •v3 // · · · // •vn

��•v2n

OO

•v2n−1
oo •v2n−2

oo · · ·oo •vn+1
oo
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Then there are isomorphisms

C∗(E) ∼= C(S1,M2n(C)),

C∗
R(E; id) ∼=

{
f ∈ C(S1,M2n(C)) | f(z) = f(z)

}
,

C∗
R(E; γ) ∼=

{
f ∈ C([0, 1],M2n(C)) | f(0) ∈M2n(R), f(1) ∈Mn(H)

}
.

Proof. Define partial isometries si ∈ C(S1,M2n(C)) by

si =

{
e(i,i+1) for 1 ≤ i ≤ 2n− 1,

ze(2n,1) for i = 2n

where e(i,j) is the matrix unit, having a 1 in position (i, j) and 0 elsewhere.
These partial isometries form a Cuntz–Krieger family for the graph E; and
according to [14, Ex. 2.14] they are universal showing that

C∗(E) ∼= C(S1,M2n(C)).

As above, since γ(si) = s∗i for all i and since each si satisfies f(z) = f(z), it
follows that

C∗
R(E; id) ∼=

{
f ∈ C(S1,M2n(C)) | f(z) = f(z)

}
.

Now the involution γ on C(S1,M2n(C)) satisfies γ(si) = s∗i+n for all i. Let

tλ = s1s2 . . . s2n−1 − λs∗2n = (1− λz)e(1,2n)

for λ ∈ S1, so that

γ(tλ) = γ(s1s2 . . . s2n−2s2n−1 − λs∗2n)

= γ(s2n−1)γ(s2n−2) . . . γ(s2)γ(s1)− λγ(s∗2n)

= s∗n−1s
∗
n−2 . . . s

∗
1s

∗
2n . . . s

∗
n+2s

∗
n+1 − λsn

= ze(n,n−1)e(n−1,n−2) . . . e(2,1)e(1,2n) . . . e(n+3,n+2)e(n+2,n+1) − λe(n,n+1)

= (z − λ)e(n,n+1).

This shows that γ(Iλ) = Iλ as in Example 3.4. Again it suffices to analyze the
induced involution γz on M2n(C) for z = ±1.

First let λ = 1. We claim that the involution γ1 on M2n(C) is given by

γ1 :

(
A B
C D

)
7→

(
DTr BTr

CTr ATr

)
.

Indeed, for i 6= n, i 6= 2n we have γ(si) = s∗i+n which implies that

γλ(e(i,i+1)) = eTr(i+n,i+n+1).

For i = n, we have γ(sn) = s∗2n, which after evaluating at λ gives

γλ(e(n+1,n)) = e(2n,1).

Thus we have verified that γ1 agrees with the given formula on a set that gen-
erates M2n(C), proving the claim. Therefore γ1 is equivalent to the involution

Trn ⊗ T̃r on Mn(C)⊗M2(C), which is in turn isomorphic to Tr2n. Therefore,
the real C∗-algebra associated with λ = 1 is M2n(R).
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For λ = −1, we claim that the involution γ−1 on M2n(C) is given by

γ−1 :

(
A B
C D

)
7→

(
DTr −BTr

−CTr ATr

)
.

The only difference is that the formula γ(sn) = s∗2n after evaluating at λ = −1
gives γλ(e(n+1,n)) = −e(2n,1) which leads to γ−1 as given. This is the involution
Trn ⊗ ♯ on Mn(C)⊗M2(C) and the associated real C∗-algebra is Mn(R)⊗H.

�

Example 3.6. Let E be the cyclic graph below with 2n+ 1 vertices. There
are no nontrivial involutions on E. So we only have one real structure on
C∗(E) arising from this graph as shown.

•v1 // •v2 // •v3 // · · · // •vn

��•v2n+1

::✈✈✈✈✈✈✈✈✈✈ •v2noo •v2n−1
oo •v2n−2

oo · · ·oo •vn+1
oo

Then there are isomorphisms

C∗(E) ∼= C(S1,M2n+1(C)),

C∗
R(E; id) ∼=

{
f ∈ C(S1,M2n+1(C)) | f(z) = f(z)

}
.

Proof. The proof is the same as the first paragraph of the proof of Example 3.5.
�

4. K-theory

In this section, we develop a long exact sequence that generalizes [14,
Thm. 7.16] or [15, Thm. 3.2] for complex graph algebras and at the same
time generalizes [5, Thm. 13] for real graph algebras. Our sequence will allow
us to compute the K-theory of C∗

R
(E; γ), in the case of row-finite graphs with

no sinks. We postpone for further work the analogous results that we believe
can be obtained for graphs with involution in which there may be sinks or
vertices that emit infinitely many edges along the lines of [8, Thm. 3.1].

Before stating the main theorem, we must develop a few preliminary con-
structions and definitions, regarding K-theory for real C∗-algebras. For any
C∗-algebra A, we let KCRT(A) be the united K-theory – the algebraic object
consisting of the groups of real, complex, and self-conjugate K-theory, as well
as the natural transformations between them, as defined in [2]. From the uni-
versal coefficient theorem in [3] and the subsequent classification result in [7],
we know that united K-theory classifies a large class of real C∗-algebras up
to KK-equivalence and that it classifies up to isomorphism in the case of real
Kirchberg algebras satisfying the UCT.

We will also transfer the definition of united K-theory to the category of
C∗,τ -algebras using the categorical equivalence between real C∗-algebras and
C∗,τ -algebras. Thus KCRT(A, τ) is by definition the united K-theory of the
real C∗-algebra Aτ corresponding to (A, τ).
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Our main result below, Theorem 4.1, is stated for the full united K-theory
KCRT(C∗

R
(E; γ)), but in our calculations we will focus on a somewhat smaller

and more manageable invariant KCR(C∗
R
(E; γ)). For a real C∗-algebra A, let

KCR(A) be the algebraic object consisting of the groups of real and complex
K-theory, as well as the natural transformations between them. In other words,

KCR(A) = {KO∗(A),KU∗(A), r, c, ψU}.

Here KO∗(A) is the period 8 real K-theory (with its KO∗(R)-module struc-
ture) and KU∗(A) = K∗(AC) is the period 2 complex K-theory of the com-
plexification. The natural transformations are

ri : KUi(A) → KOi(A) induced by r : C →M2(R),

ci : KOi(A) → KUi(A) induced by c : R → C,

ψi : KUi(A) → KUi(A) induced by conjugation: C → C.

In addition, the KO∗(R)-module structure of KO∗(A) involves a degree 1
endomorphism η on KO∗(A), a degree 4 endomorphism ξ, and a degree 8 Bott
automorphism βO. We let βU represent the degree 2 Bott automorphism on
KU∗(A). These natural transformations satisfy the relations

rc = 2, cr = 1 + ψ, 2η = 0,

rψ = r, ψ2 = id, η3 = 0,

ψc = c, ψβU = −βUψ, ξ = rβ2
U c,

and form a long exact sequence

· · · → KOi(C
∗
R(E; γ))

η−→ KOi+1(C
∗
R(E; γ))

c−→ KUi+1(C
∗
R(E; γ))

rβ
−1

U−−−→ KOi−1(C
∗
R(E; γ)) → · · · .

As proven in [9], the invariantKCR(A) actually carries the same information
as the bulkier invariantKCRT(A). Therefore two real Kirchberg algebrasA and
B satisfying the UCT are stably isomorphic if and only if KCR(A) ∼= KCR(B).
The disadvantage of this invariant is that not every abstract acyclic CR-module
can be realized as isomorphic to KCR(A) for some real C∗-algebra A, whereas
it is known that every abstract acyclic CRT -module can be so realized by the
main result of [4]. See [9] for a full account of the relationship between the
category of abstract acyclic CR-modules and that of abstract acyclic CRT -
modules.

Our approach to computing the K-theory of C∗
R
(E; γ) follows the approach

of [14, Chap. 7]. This includes the use of the constructions E ×1 Z and E ×1 N,
which can be extended to the context of graphs with involutions as follows.

Let (E, γ) be a graph with involution. Define a graph E ×1 Z with involu-
tion γ by

(E ×1 Z)
0 = E0 × Z, (E ×1 Z)

1 = E1 × Z,
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and

s(e, n) = (s(e), n+ 1) for all (e, n) ∈ (E ×1 Z)
1,

r(e, n) = (r(e), n) for all (e, n) ∈ (E ×1 Z)
1,

γ(v, n) = (γ(v), n) for all (v, n) ∈ (E ×1 Z)
0,

γ(e, n) = (γ(e), n) for all (e, n) ∈ (E ×1 Z)
1.

Similarly, we define a graph E ×1 N with involution γ by

(E ×1 N)
0 = E0 × N, (E ×1 N)

1 = E1 × N,

and the same formulas for s, r and γ as above.
There are maps

β : C∗
R(E ×1 Z; γ) → C∗

R(E ×1 Z; γ),

β : C∗
R(E ×1 N; γ) → C∗

R(E ×1 N; γ)

defined by the formulas β(p(v,n)) = p(v,n+1) and β(s(v,n)) = s(v,n+1) using the
universal property of graph algebras with involution, Theorem 2.3.

For this section, we also introduce the notational shorthand

M(E; γ) := KCRT(C∗
R(E ×1 N; γ)).

Write E0 as a disjoint union

E0 = F1 ⊔ F2 ⊔ F3

where F1 is the set of vertices of E fixed by γ, and F2 and F3 are sets such
that γ(F2) = F3 and γ(F3) = F2. Assume that E is row finite and has no
sinks. Then the sinks of E ×1 N are the vertices of the form (v, 1) where
v ∈ E0. Furthermore, the number of paths originating at any vertex of E ×1 N

is finite. Thus by Theorem 2.5 we have

M(E; γ) ∼= KCRT(R)|F1| ⊕KCRT(C)|F2|.

Furthermore,
C∗

R(E ×1 Z; γ) ∼= lim
k→∞

C∗
R(E ×1 N; γ)

where the connecting homomorphisms of the inductive limit are given by β.
The map from the direct limit is induced by the family of homomorphisms

αk : C
∗
R(E ×1 N) → C∗

R(E ×1 Z)

given by αk(s(v,n)) = s(v,n−k) and αk(p(v,n)) = p(v,n−k) for k ≥ 0. Hence

KCRT(C∗(E ×1 Z; γ)) ∼= lim
k→∞

(M(E; γ), β∗).

We are ready now to state and prove our main result.

Theorem 4.1. Let (E, γ) be a row-finite graph with involution and with no
sinks. Then there is a long exact sequence

· · · → KCRT(C∗
R(E; γ))

ι−→M(E; γ)
β∗−1−−−→M(E; γ)

π−→ KCRT(C∗
R(E; γ)) → · · ·

where ι has degree −1 and π has degree 0.
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Proof. Let λ be the gauge action of the circle T on C∗(E). Explicitly, we have
λz(pv) = pv and λz(se) = zse for all z ∈ T, v ∈ E0, and e ∈ E1. Then we have

γ(λz(se)) = γ(zse) = zs∗γ(e) = (zsγ(e))
∗ = (λzsγ(e))

∗ = λzs
∗
γ(e) = λz(γ(se))

for all z ∈ T and e ∈ E1, showing that γ ◦ λz = λz ◦ γ (as automorphisms of
C∗(E)). Therefore, with the involution on T given by z 7→ z, the quintuple
(C∗(E), γ,T, ·, λz) is a real C∗ dynamical system in the sense of [5, §2], and
gives rise to an induced real structure γ̃ on the crossed product C∗(E)⋊λ T,
which is given by γ̃(f)(z) = γ(f(z)) for f ∈ C(T, C∗(E)) ⊂ C∗(E) ⋊λ T. Then
[5, Thm. 11] gives a long exact sequence

· · · → KCRT(C∗(E), γ)
∂−→ KCRT(C∗(E; γ)⋊λ T, γ̃)(1)

λ̂∗−1−−−→ KCRT(C∗(E; γ)⋊λ T, γ̃)
π−→ KCRT(C∗(E), γ) → · · ·

where λ̂ is the dual action of Z on C∗
R
(E)⋊λ T.

Now, define a homomorphism φ : C∗(E ×1 Z) → C∗(E)⋊λ T by the for-
mula φ(s(e,n)) = t(e,n) where t(e,n) ∈ C(T, C∗(E)) ⊂ C∗(E)⋊λ T is defined by
t(e,n)(z) = znse. We know from [14, Lem. 7.10] that this is an isomorphism
and we know also from the proof of [5, Thm. 13] that this isomorphism in-
tertwines the homomorphism β∗ on C∗(E ×1 Z) with λ̂∗ on C∗(E)⋊λ T. For
our present purposes, we also need to know that φ commutes with the real
structures on these C∗-algebras induced by γ. That is, we need to show that
φ ◦ γ = γ̃ ◦ φ. In this formula γ represents the involution on C∗(E ×1 Z) given
by s(e,n) 7→ s∗(γ(e),n) and γ̃ is as described in the previous paragraph.

It is enough to check

(φ ◦ γ)(s(e,n))(z) = (γ̃ ◦ φ)(s(e,n))(z)
for e ∈ E1, n ∈ Z, and z ∈ T. Indeed, we have

φ(γ(s(e,n)))(z) = φ(s∗(γ(e),n))(z) and γ̃(φ(s(e,n)))(z) = γ̃(t(e,n))(z)

= t∗(γ(e),n)(z) = γ(t(e,n)(z))

= (t(γ(e),n)(z))
∗ = γ(znse)

= (znsγ(e))
∗ = znγ(se)

= zns∗γ(e) = zns∗γ(e).

Therefore, φ is an isomorphism of C∗,τ -algebras between (C∗(E ×1 Z), γ) and
(C∗(E)⋊λ T, γ̃), and equivalently φ is an isomorphism on the corresponding
real C∗-algebras. Thus sequence (1) above becomes

· · · → KCRT(C∗
R(E; γ))

∂−→ KCRT(C∗
R(E ×1 Z; γ))(2)

β∗−1−−−→ KCRT(C∗
R(E ×1 Z; γ))

π−→ KCRT(C∗
R(E; γ)) → · · · .
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The inductive limit KCRT(C∗
R
(E ×1 Z; γ)) ∼= limn→∞(M(E; γ), β∗) leads us

to consider the following diagram.

M(E; γ)

β∗−1

��

β∗

// M(E; γ)

β∗−1

��

β∗

// M(E; γ)

β∗−1

��

β∗

// · · · // KCRT(C∗
R
(E ×1 Z; γ))

β∗−1

��

M(E; γ)
β∗

// M(E; γ)
β∗

// M(E; γ)
β∗

// · · · // KCRT(C∗
R
(E ×1 Z; γ))

The same argument as in [14, Lem. 7.15] shows that the homomorphism

α0 : M(E; γ) → KCRT(C∗
R(E ×1 Z; γ))

induces an isomorphism from the kernel and cokernel of the vertical homomor-
phism

M(E; γ)
β∗−1−−−→M(E; γ)

to the kernel and cokernel, respectively, of

KCRT(C∗
R(E ×1 Z; γ))

β∗−1−−−→ KCRT(C∗
R(E ×1 Z; γ)),

completing the proof. �

Unsplicing the long exact sequence of Theorem 4.1 yields the following.

Corollary 4.2. Let (E, γ) be a row-finite graph with involution and with no
sinks. Then there is a short exact sequence

0 → coker(β∗ − 1)
π̃−→ KCRT(C∗

R(E; γ))
ι−→ ker(β∗ − 1) → 0

where ι has degree −1 and π has degree 0.

Focusing our attention on the real K-theory groups KOi(C
∗
R
(E; γ)), we

obtain the following result.

Corollary 4.3. Let (E, γ) be a row-finite graph with involution and with no
sinks. Then

KOi(C
∗
R(E; γ)) ∼= coker(β∗ − 1)i for i = 0, 4, 6,

KOi(C
∗
R(E; γ)) ∼= ker(β∗ − 1)i−1 for i = 3, 5, 7,

KOi(C
∗
R(E; γ)) is free for i = 5, 7.

Proof. This follows from Corollary 4.2 and the fact that the real part of
M(E; γ)i vanishes for i = 3, 5, 7 and is free for i = 0, 4, 6 (and the fact that
any subgroup of a free group is free). �

To compute KO∗(C
∗
R
(E; γ)), it helps to write the homomorphism

β∗ : M(E; γ) →M(E; γ)

in each of the degrees, in both real and complex parts, in terms of the adjacency
matrix of the graph. Theorem 4.4 below shows how to accomplish this. For a
row-finite graph, let AE be the adjacency matrix defined by

(AE)v,w = number of edges from vertex v to vertex w.
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n 0 1 2 3 4 5 6 7
KOn(R) Z Z2 Z2 0 Z 0 0 0
KUn(R) Z 0 Z 0 Z 0 Z 0
cn 1 0 0 0 2 0 0 0
rn 2 0 1 0 1 0 0 0
ψn 1 0 −1 0 1 0 −1 0
ηn 1 1 0 0 0 0 0 0
ξn 1 0 0 0 4 0 0 0

n 0 1 2 3 4 5 6 7
KOn(C) Z 0 Z 0 Z 0 Z 0
KUn(C) Z⊕ Z 0 Z⊕ Z 0 Z⊕ Z 0 Z⊕ Z 0
cn

(
1
1

)
0

(
1
−1

)
0

(
1
1

)
0

(
1
−1

)
0

rn ( 1 1 ) 0 ( 1 −1 ) 0 ( 1 1 ) 0 ( 1 −1 ) 0
ψn

(
0 1
1 0

)
0

(
0 −1
−1 0

)
0

(
0 1
1 0

)
0

(
0 −1
−1 0

)
0

ηn 0 0 0 0 0 0 0 0
ξn 2 0 0 0 2 0 0 0

Table 1. KCR(R) (top) and KCR(C) (bottom).

n 0 1 2 3 4 5 6 7

M(E; γ)On Z|F1| ⊕ Z|F2| Z
|F1|
2 Z

|F1|
2 ⊕ Z|F2| 0 Z|F1| ⊕ Z|F2| 0 Z|F2| 0

M(E; γ)Un Z|E0| 0 Z|E0| 0 Z|E0| 0 Z|E0| 0

Table 2. M(E; γ).

Write the set of vertices of E as

E0 = F1 ⊔ F2 ⊔ F3

= {v1,1, v1,2, . . . , v1,m, v2,1, v2,2, . . . , v2,n, v3,1, v3,2, . . . , v3,n}
where vi,j ∈ Fi and we have γ(v1,j) = v1,j and γ(v2,j) = v3,j . We use this order
on the vertex set to order the rows and columns of the adjacency matrix AE .
The fact that the number of edges from vertex v to vertex w is same as the
number of edges from γ(v) to γ(w) implies a certain symmetry to the adjacency
matrix (and its transpose). Specifically, we can write the matrix in block form
as

ATr
E = B =



B11 B12 B13

B21 B22 B23

B31 B32 B33


 =



B11 B12 B12

B21 B22 B23

B21 B23 B22




where submatrix Bij represents edges from vertices in Fj to vertices in Fi.
Since

M(E; γ) = KCRT(R)|F1| ⊕KCRT(C)|F2|,

the real and complex parts of M(E; γ) are determined by the CR-modules
KCR(R) and KCR(C) in Table 1. We will be using these structures in the
proof of Theorem 4.4. Thus the abelian groups making up the real and complex
parts of M(E; γ) are as in Table 2.
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The automorphism β∗ acts on each of the groups given in this table. Then
the theorem below shows how to write down a matrix representation of β∗ in
each degree. From that, one can identify β∗ − id and use the Smith normal
form to identify the kernel and cokernel in each degree, which can be used to
compute KOi(C

∗
R
(E; γ)) and KUi(C

∗
R
(E; γ)).

Theorem 4.4. Let (E, γ) be a finite graph with involution and let AE be the
incidence matrix. Then the homomorphism β∗ : M(E; γ) →M(E; γ) in each
degree (real and complex part) is given in Table 3.

degree matrix representation of β∗

0

(
B11 2B12

B21 B22 +B32

)
Z|F1| ⊕ Z|F2| → Z|F1| ⊕ Z|F2|

1 B11 Z
|F1|
2 → Z

|F1|
2

2

(
B11 B12

0 B22 −B32

)
Z
|F1|
2 ⊕ Z|F2| → Z

|F1|
2 ⊕ Z|F2|

3 0 0

4

(
B11 B12

2B21 B22 +B32

)
Z|F1| ⊕ Z|F2| → Z|F1| ⊕ Z|F2|

5 0 0
6 B22 −B32 Z|F2| → Z|F2|

7 0 0

0



B11 B12 B12

B21 B22 B23

B21 B23 B22


 Z|F1| ⊕ Z|F2| ⊕ Z|F3| → Z|F1| ⊕ Z|F2| ⊕ Z|F3|

1 0 0

Table 3. Real part (top) and complex part (bottom).

Proof. First of all, in the complex part in degree 0, we claim that the map

β∗ : KU0(C
∗
R(E ×1 N))

β∗−→ KU0(C
∗
R(E ×1 N))

coincides with the map

Z|E0| B−→ Z|E0|

given by matrix ATE = B (compare to the results leading up to [14, Thm. 7.16]).

Indeed, the free generators ofKU0(C
∗
R
(E ×1 N)) ∼= Z|E0| are [p(v,1)] for v ∈ E0.

Then for each vertex v we have

β∗([p(v,1)]) = [p(v,2)]

=
∑

e∈s−1(v)

[s(e,1)s
∗
(e,1)] =

∑

e∈s−1(v)

[s∗(e,1)s(e,1)] =
∑

e∈s−1(v)

[p(r(e),1)]

= B([p(v,1)]).
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In principle, the behavior of β∗ in the complex part in degree 0 of M(E; γ)
entirely determines algebraically the behavior of β∗ in the real part in all
gradings. This is because M(E; γ) is a free CRT -module; and, though the
generators may be in both the real and complex part ofM(E; γ), the complex-
ification map from the real part to the complex part in degree 0 is injective.
This will enable us to work out the behavior of β∗ in the real part, obtaining
the result. The rest of the proof consists of the details of working out the maps
in the real part from the complex part.

Since the homomorphism β∗ is linear over Z, it suffices to consider the behav-
ior of β∗ restricted to each summand, say M1, of M(E; γ) and projected onto
another summand, say M2, of M(E; γ). We will consider all four cases sepa-
rately, depending on whether each of these summands has the form KCR(R)
or KCR(C).

The first case is a homomorphism α of the form KCR(R) → KCR(R). Let
αOi denote the real part of α∗ in degree i and let αUi denote the complex
part in degree i. The diagram below helps us visualize α∗ as a CR-module
homomorphism. The first two lines represent the real and complex part of
KCR(R) where the vertical maps are ci and ri and the horizonal maps are ηi.
The second two lines represent the second target copy of KCR(R). Then α is
a graded homomorphism that must commute with all of these internal natural
transformations.

KCR(R):

Z

1

		

1
))
Z2

1
**
Z2

0

		

0 Z

2

		

0 0 0

α∗

��

Z

2

HH

0 Z

1

II

0 Z

1

HH

0 Z 0

KCR(R):

Z

1

		

1
))
Z2

1
**
Z2

0

		

0 Z

2

		

0 0 0

Z

2

HH

0 Z

1

II

0 Z

1

HH

0 Z 0

Assume that αU0 : Z → Z is multiplication by some integer b (corresponding to
an entry of the B11 portion of the matrix B), then by Bott periodicity αUi is
multiplication by b for all even i. Then the diagram (specifically the fact that
αU0 c0 = c0α

O
0 ) implies that αO0 : Z → Z is also multiplication by b. Similarly

using the η maps and the ξ map, we see that αOi is multiplication by b in all
nontrivial gradings (that is i = 0, 1, 2, 4).

From this we conclude that B11 is exactly the matrix that describes the
homomorphism β∗ on the real part of the KCR(R) summands of M(E; γ).
Therefore, the matrix B11 appears in the real part in degrees 0, 1, 2, 4 as in
Table 3.
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Next, consider a homomorphism α : KCR(R) → KCR(C). The diagram be-
low shows the CR-modules.

KCR(R):

Z

1

		

1
**
Z2

1
**
Z2

0

		

0 Z

2

		

0 0 0

α∗

��

Z

2

HH

0 Z

1

II

0 Z

1

HH

0 Z 0

KCR(C):

Z

(
1
1

)





0 Z

(
1
−1

)





0 Z

(
1
1

)





0 Z

(
1
−1

)





0

Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0 Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0

If we assume that αU0 : Z → Z⊕ Z is multiplication by a 2× 1 matrix
(
b
b

)

(where b corresponds to an entry of the B21 portion of the matrix B), then
using the homomorphisms c0, r2, and r4, we find that αO0 = b, αO1 = αO2 = 0,
and αO4 = 2b. This shows that the matrix B21 from the incidence matrix
appears as B21 and 2B21 in degrees 0 and 4 as in Table 3.

Now, consider a homomorphism α∗ : K
CR(C) → KCR(R) that is described

in degree 0 as multiplication by a matrix ( b b ) from Z ⊕ Z to Z. Use the
diagram below.

KCR(C):

Z

(
1
1

)





0 Z

(
1
−1

)





0 Z

(
1
1

)





0 Z

(
1
−1

)





0

α∗

��

Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0 Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0

KCR(R):

Z

1

		

1
**
Z2

1
**
Z2

0

		

0 Z

2

		

0 0 0

Z

2

HH

0 Z

1

II

0 Z

1

HH

0 Z 0

Using Bott periodicity and the natural transformations ri for i even, we find
that αO0 = 2b, αO2 = αO4 = b, and αO6 = 0. This accounts for the matrix 2B12

in the formula for β∗ in degree 0 and B12 in degrees 2 and 4.
Finally, consider a homomorphism α : KCR(C) → KCR(C) and assume that

αU0 : Z2 → Z2 is given by a 2× 2 matrix of the form
(
b c
c b

)
. Observe the follow-

ing diagram:
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KCR(C):

Z

(
1
1

)





0 Z

(
1
−1

)





0 Z

(
1
1

)





0 Z

(
1
−1

)





0

α∗

��

Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0 Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0

KCR(C):

Z

(
1
1

)





0 Z

(
1
−1

)





0 Z

(
1
1

)





0 Z

(
1
−1

)





0

Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0 Z2

( 1 1 )

HH

0 Z2

( 1 −1 )

HH

0

Using this diagram and arguments similar to the previous cases, we can deduce
that αO0 = αO4 = b+ c and αO2 = αO6 = b− c. Thus the matrix B22 +B32 is
correct in degrees 0 and 4, and the matrix B22 −B32 is correct in degrees 2
and 6. �

Recall that if a vertex v is fixed by γ, then pv is a projection in C∗
R
(E; γ);

and if v is not fixed by γ, then the projection pv + pγ(v) is in C∗
R
(E; γ). We

finish this section with a result that explicitly identifies the class of each of
these elements KO0(C

∗
R
(E; γ)).

From Theorem 4.4 and Corollary 4.3, there is an isomorphism

ρ : coker(B0 − 1) → KO0(C
∗
R(E; γ))

where

B0 =

(
B11 2B12

B21 B22 +B32

)
: Z|F1| ⊕ Z|F2| → Z|F1| ⊕ Z|F2|

is the matrix describing the map β∗ in degree 0. For any vertex v ∈ F1 ⊔ F2,
let δv be the vector in Z|F1| ⊕ Z|F2| with a 1 in the entry corresponding to
vertex v and a 0 elsewhere, and let [δv] denote the equivalence class of δv in
coker(1−B0).

Theorem 4.5. Let (E, γ) be a row-finite graph with involution and with no
sinks. Then

(i) ρ[δv] = [pv] ∈ KO0(C
∗
R
(E; γ)) for any vertex v ∈ F1;

(ii) ρ[δv] = [pv + pw] ∈ KO0(C
∗
R
(E; γ)) for any vertex v ∈ F2 and w = γ(v) ∈

F3; and
(iii) ρ[δv] = [pv] ∈ KU0(C

∗
R
(E; γ)) for any vertex v ∈ E1.

Corollary 4.6. If E is finite, then [1] = ρ
[∑

v∈F1⊔F2
δv
]
.

Corollary 4.7. KO0(C
∗
R
(E; γ)) is generated by the classes

{[pv] | v ∈ F1} ∪ {[pv + pγ(v)] | v ∈ F2}.
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Part (iii) of Theorem 4.5 is a well-known result in the complex case (see
[15, Thm. 3.2]), but our proof will take a different approach than that in [15].
In the real case, as in the complex case, the key is to identify the homomorphism

KO0(C
∗
R(E ×1 Z)) → KO0(C

∗
R(E))

which is a composition of several homomorphisms including one of the homo-
morphisms of the original Pimsner–Voiculescu exact sequence, the isomorphism
C∗(E ×1 Z) ∼= C∗(E) ⋊γ T, and the isomorphism of Takai duality. Rather than
chase through these maps explicitly, in our proof below we obtain a description
by using naturality and a couple of key universal examples.

Proof of Theorem 4.5. First we make the following observation from the proof
of Theorem 4.1. If E is a graph with no sinks, then the homomorphism

(α0)∗ : Z
|F1⊔F2| ∼= KO0(C

∗
R(E ×1 N; γ)) → KO0(C

∗
R(E ×1 Z; γ))

induces an isomorphism α̃ from coker(1 −B0) to coker(1− β∗) and this iso-
morphism satisfies

(3) α̃([δv]) =

{
[p(v,0)] for v ∈ F1,

[p(v,0) + p(γ(v),0)] for v ∈ F2.

Now, for the moment, we drop the assumption that E has no sinks. Even
so, there is a homomorphism

π : KO0(C
∗
R(E ×1 Z; γ)) → KO0(C

∗
R(E; γ))

as in sequence (2) in the proof of Theorem 4.1. Note that π is natural with
respect to homomorphisms of graph algebras C∗

R
(E; γ) → C∗

R
(F ; γ) that arise

from suitable graph morphisms.
We claim that for any vertex (v, n) ∈ E ×1 Z with γ(v) = v we have

(4) π[p(v,n)] = [pv].

Consider the graph EO consisting of only a single vertex v0 and no edges
(where the involution γ is obviously trivial). Then

C∗
R(EO; γ)

∼= R · pv0 and KO0(C
∗
R(EO; γ))

∼= Z · [pv0 ] ∼= Z.

Furthermore

C∗
R(EO ×1 Z; γ) ∼=

⊕

n∈Z

R · p(v0,n)

and thus

KO0(C
∗
R(EO ×1 Z; γ)) ∼=

⊕

n∈Z

Z · [p(v0,n)] ∼= Z|Z|.

Also KO−1(C
∗
R
(EO ×1 Z; γ)) = 0. Therefore sequence (2) becomes

KO0(C
∗
R(EO ×1 Z; γ))

β∗−1−−−→ KO0(C
∗
R(EO ×1 Z; γ))

π−→ KO0(C
∗
R(EO; γ)) → 0
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or ⊕

n∈Z

Z · [p(v0,n)]
β∗−1−−−→

⊕

n∈Z

Z · [p(v0,n)]
π−→ Z · [pv0 ] → 0.

Since we have

(β∗ − 1)[p(v0,n)] = [p(v0,n+1)]− [p(v0,n)],

exactness of the sequence forces π([p(v0,n)]) = [pv0 ] for all n (at least up to a
universal change in sign).

Now, let (E, γ) be an arbitrary graph with a specified vertex v fixed by γ.
There are a homomorphism g : C∗

R
(EO; γ) → C∗

R
(E; γ) given by g(pv0) = pv

and a commutative diagram

KO0(C
∗
R
(EO ×1 Z; γ))

πEO //

(g×id)∗

��

KO0(C
∗
R
(EO; γ))

g∗

��

KO0(C
∗
R
(E ×1 Z; γ))

πE // KO0(C
∗
R
(E; γ))

which can be written as
⊕

n∈Z
Z · [p(v0,n)]

πEO //

(g×id)∗

��

Z · [pv0 ]
g∗

��

KO0(C
∗
R
(E ×1 Z; γ))

πE // KO0(C
∗
R
(E; γ)).

We have (g × id)∗([p(v0,n)]) = [p(v,n)] and g∗([pv0 ]) = [pv]; and from the previ-
ous paragraph we have πEO([p(v0,n)]) = [pv0 ]; so it follows that

πE([p(v,n)]) = [pv].

This proves claim (4).
Now, returning to the case that E is a graph that is row finite with no

sinks and with a vertex v fixed by γ, we use the composition ρ = π ◦ α̃ and
equation (3) to show that

ρ([δv]) = πα̃([δv]) = π([p(v,0)]) = [pv]

proving part (i) of the theorem.
Turning to part (ii), we first prove that for any vertex (v, n) ∈ E ×1 Z with

γ(v) = w and v 6= w we have

(5) π[p(v,n) + p(w,n)] = [pv + pw]

This time let EO be the graph with no edges and two vertices, v0 and w0, with
involution γ satisfying γ(v0) = w0. Then

C∗
R(EO; γ)

∼= {λpv0 + λpw0
| λ ∈ C} ∼= C

and

KO0(C
∗
R(EO; γ))

∼= Z · [pv0 + pw0
] ∼= Z.
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Furthermore

C∗
R(EO ×1 Z; γ) ∼=

⊕

n∈Z

{λp(v0,n) + λp(w0,n) | λ ∈ C} ∼= C|Z|

and thus

KO0(C
∗
R(EO ×1 Z; γ)) ∼=

⊕

n∈Z

Z · [p(v0,n) + p(w0,n)]
∼= Z|Z|.

Also KO−1(C
∗
R
(EO ×1 Z; γ)) = 0 so again sequence (2) becomes

KO0(C
∗
R(EO ×1 Z; γ))

β∗−1−−−→ KO0(C
∗
R(EO ×1 Z; γ))

π−→ KO0(C
∗
R(EO; γ)) → 0

or
⊕

n∈Z

Z · [p(v0,n) + p(w0,n)]
β∗−1−−−→

⊕

n∈Z

Z · [p(v0,n) + p(w0,n)]

π−→ Z · [pv0 + pw0
] → 0.

As before, exactness of the sequence forces the homomorphism π to satisfy

π([p(v,n) + p(w,n)]) = [pv + pw]

for all n.
Now, let (E, γ) be an arbitrary graph with a specified vertex v not fixed

by γ. Let w = γ(v). Let g : C∗
R
(EO; γ) → C∗

R
(E; γ) be given by g(pv0) = pv

and g(pw0
) = pw. Then using a similar naturality argument to the one proving

claim (4), we obtain

πE([p(v0,n) + p(w0,n)]) = [pv0 + pw0
]

for all n, proving claim (5).
For any row-finite graph E with no sinks and with a vertex v not fixed by γ,

let w = γ(v). So we have

ρ([δv]) = πα̃([δv]) = π([p(v,0) + p(w,0)]) = [pv + pw],

proving part (ii).
For part (iii), we mention that the same proof works as for part (i) but

placed in the context of complex graph algebras. Alternatively, one can prove
part (iii) from part (i) as follows. First replace the involution γ with the identity
knowing that KU0(C

∗(E; γ)) ∼= KU0(C
∗
R
(E; id)). In this case, it follows from

[5, Thm. 13] that the complexification map induces an isomorphism

c0 : KO0(C
∗
R(E; γ)) → KU0(C

∗
R(E; γ)).

Since c0 carries [pv] to [pv] for any vertex v and since it commutes with ρ,
part (iii) of the theorem follows. �

Münster Journal of Mathematics Vol. 10 (2017), 485–521



510 Jeffrey L. Boersema

Proof of Corollaries 4.6 and 4.7. Corollary 4.6 follows immediately from The-
orem 4.5 since

[1] =
∑

v∈F1

[pv] +
∑

v∈F2

[pv + pγ(v)];

and Corollary 4.7 follows since the elements [δv] for v ∈ F1 ⊔ F2 generate
coker(B0 − I). �

5. Examples: Real structures on circle algebras

In this section we return to the circle algebras examined in Examples 3.5
and 3.6. Although the K-theory of these algebras can be computed using the
isomorphisms identified in Section 3, we will here show that we can compute
the K-theory directly from the graph structure using Theorems 4.1 and 4.4.

For context, we note that in [17, §2], Stacey classifies the real structures
of complex circle C∗-algebras. If n is odd, there are four real structures on
C(S1,Mn(C)) up to isomorphism. The algebra C∗

R
(E; id) in Example 5.1 below

is one of these, listed as A5 in [17, p. 1518]. In the even case, there are seven real
structures on C(S1,Mn(C)) up to isomorphism. In addition to C∗

R
(E; id) ∼= A5,

the algebra C∗
R
(E; γ) in Example 5.2 below is listed as A7.

The algebras A3, A6, and A7 cannot be realized as graph algebras or as
arising from a graph with involution by Corollary 4.3 since they each have
torsion in either KO5 or KO7 (see [17, §2]). In fact, with a little more detailed
analysis we can also eliminate A1 and A2 as possibly arising from a finite
graph with involution. For any such algebra A, Corollary 4.3 and Theorem 4.4
imply that the rank of the free part of KO6(A) and KO7(A) must be the
same since one is the cokernel and the other is the kernel of a homomorphism
from Z|F2| to Z|F2|. But from [17, §2], we have KO6(A1) = KO6(A2) = 0 and
KO7(A1) = KO7(A2) = Z.

Example 5.1. Let E be the cyclic graph with n vertices as in Examples 3.5
and 3.6 and let γ = id. Then KCR(C∗(E; γ)) is given in Table 4.

k 0 1 2 3 4 5 6 7
KOk(C

∗(E; γ)) Z Z⊕ Z2 Z2 ⊕ Z2 Z2 Z Z 0 0
KUk(C

∗(E; γ)) Z Z Z Z Z Z Z Z

Table 4. KCR(C∗(E;γ)).

Proof. We have

ATr
E =




0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0



.
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Since all the vertices are fixed by γ, this is the matrix B = B11 used to compute
β∗ − id in degrees k = 0, 1, 2, 4 as in Theorem 4.4. The Smith normal form of

B11 − In =




−1 0 . . . 0 1
1 −1 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 −1




is easily found to be the diagonal matrix diag(1, 1, . . . , 1, 0). Hence

ker(ATr
E − In) ∼= coker(ATr

E − In) ∼= Z in degree k = 0, 4,

ker(ATr
E − In) ∼= coker(ATr

E − In) ∼= Z2 in degree k = 1, 2.

In other degrees (i = 3, 5, 6, 7) we have

ker(ATr
E − In) = coker(ATr

E − In) = 0.

Then the long exact sequence from Theorem 4.1 immediately gives all of the
KO-groups, except KO2(C

∗(E; γ)) which is an extension of Z2 by Z2. The
CR-module structure can be used to show that KO2(C

∗(E; γ)) ∼= Z2 ⊕ Z2. �

This calculation in Example 5.1 confirms that

KCR(C∗(E; γ)) ∼= KCR(R)⊕ Σ−1KCR(R),

which follows also from the analysis in Examples 3.5 and 3.6 giving the iso-
morphism C∗(E; γ) ∼= (S−1R)̃ ⊗Mn(R).

Example 5.2. Let E be the cyclic graph with 2n vertices and let γ be the
nontrivial involution on E as in Example 3.5. Then KCR(C∗

R
(E; γ)) is given

in Table 5.

k 0 1 2 3 4 5 6 7
KOk(C

∗(E; γ)) Z Z Z2 0 Z Z Z2 0
KUk(C

∗(E; γ)) Z Z Z Z Z Z Z Z

Table 5. KCR(C∗

R(E; γ)).

Proof. Since there are no vertices fixed by γ, we arrange the vertices into two
disjoint sets F2 and F3 so that we have

ATr
E = B =

(
B22 B23

B32 B22

)
=




0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0



.
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Then the matrix description of β∗ − id in degree 0 and degree 4 is

D0 = D4 = B22 +B23 − In =




−1 0 0 . . . 0 1
1 −1 0 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 −1




which has Smith normal form equal to diag(1, 1, . . . , 1, 0) (as in Example 5.1).
So

cokerD0
∼= kerD0

∼= cokerD4
∼= kerD4

∼= Z.

In degrees 2 and 6 the matrix description is

D2 = D6 = B22 −B23 − In =




−1 0 0 . . . 0 −1
1 −1 0 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 −1




which has Smith normal form equal to diag(1, 1, . . . , 1, 2). So

kerD2
∼= kerD6

∼= 0 and cokerD2
∼= cokerD6

∼= Z2.

For all k odd, Dk : 0 → 0. From this all the KO∗ groups are determined as
shown. �

6. Examples: Real structures on Cuntz algebras

We now turn to some examples of graphs whose C∗-algebras are simple and
purely infinite, and therefore classified by K-theory [7, 11]. While Theorem 6.1
below shows that we cannot realize all real structures of Mk(On) using these
constructions, we can find a rich variety of different real structures for Cuntz
algebras and matrix algebras over Cuntz algebras. Below we present just three
families of examples of graphs with involutions. Each gives rise to new real
structure not previously known. In Example 6.2, we find a graph with invo-
lution producing a real structure on Mn(C)⊗O2n+1 where the corresponding
real C∗-algebras are KK-equivalent to a six-fold suspension of E2n+1. In Ex-
amples 6.3 and 6.4 (taken together), we find graphs with involution producing
real structures on M2(C)⊗O4n+1 (for all positive n) that differ from the pre-
viously known examples even up to suspension.

Theorem 6.1. There does not exist a graph E with involution γ such that
C∗

R
(E; γ) is stably isomorphic to En. More generally, if C∗

R
(E; γ) is KK-

equivalent to ΣkKCR(En) for some integers k and n, then k ≡ 6 (mod 8).

Proof. The more general statement follows from the fact that KOi(En) has
torsion for all i except i = 3, 5 from [7, Tab. 2]. Meanwhile we know that
KOi(C

∗
R
(E; γ)) must be free for i = 5, 7 by Corollary 4.3. Thus

KOi(C
∗
R(E; γ)) ∼= ΣkKOi(En) ∼= KOi(S

kEn)
is only possible for k ≡ 6 (mod 8). �
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Example 6.2. For n ≥ 2, let E be the graph shown below with the associated
incidence matrix. Let γ be the involution that fixes v1 and interchanges v2
and v3.

•v1

��		

��

v2•

II

(n−1)
,, •v3

UU

(n−1)

ll

AE =



1 1 1
1 0 n− 1
1 n− 1 0


 .

Then there are isomorphisms

C∗(E) ∼=Mn(C)⊗O2n+1,

C∗
R(E; id) ∼=Mn(R)⊗OR

2n+1,

C∗
R(E; γ) ∼= the unique real form of Mn(C)⊗O2n+1 that is

KK-equivalent to S6E2n+1.

Proof. First note that E satisfies the conditions that ensure that C∗(E) is
simple and purely infinite (see for example [1, Prop. 5.3] and [14, Prop. 4.2]).
This also ensures that the real C∗-algebra associated to any real structure
on C∗(E) is simple and purely infinite (by [7, Thm. 3.9]). Therefore both
C∗

R
(E; id) and C∗

R
(E; γ) are classified by united K-theory.

First we compute the K-theory of C∗(E) by identifying the kernel and
cokernel of the map on Z3 induced by the matrix D = ATr

E − I3, using the
Smith normal form. If

U =



1 1 0
1 0 0
n 1 −1


 and V =



1 0 −n
0 1 −1
0 0 1


 ,

then we have

UDV =



1 0 0
0 1 0
0 0 2n


 .

Since U and V are invertible (in GL3(Z)), the matrix UDV is the Smith normal
form, so it follows that K0(C

∗(E)) ∼= Z2n and K1(C
∗(E)) ∼= 0. It also follows

that C∗(E) is stably isomorphic to O2n+1. To identify the class of the unit
in K0(C

∗(E)) ∼= Z2n, we must analyze the class represented by ( 1 1 1 )Tr in
the cokernel of D : Z3 → Z3. The isomorphism from the cokernel of D to the
cokernel of UDV is given by left multiplication by U . Thus we consider the
element represented by


U ·



1
1
1




 =





2
1
n




 =





0
0
n






Münster Journal of Mathematics Vol. 10 (2017), 485–521



514 Jeffrey L. Boersema

in the cokernel of UDV : Z3 → Z3. This calculation implies that the class of
the unit corresponds to n times a generator of K0(C

∗(E)) ∼= Z2n. Therefore
C∗(E) ∼=Mn(C)⊗O2n+1.

TheK-theory of the real C∗-algebra C∗
R
(E; id) can be computed as in [5, §4].

In degree 0 the calculation is the same as in the previous paragraph, so we have
KO0(C

∗
R
(E; id)) ∼= Z2n, the unit corresponds to n times a generator, and the

complexification map c is an isomorphism in degree 0. This information, with
the CR-structure, is enough to compute the rest of the KO-groups. (Alter-
natively, one can continue to compute KOi(C

∗
R
(E; id)) for each i using Theo-

rem 4.4.)
Now we compute KO∗(C

∗
R
(E; γ)). Applying Theorem 4.4, we obtain the

matrix descriptions given in Table 6 for the real part of (β∗ − id) in degrees 0
through 7.

degree matrix representation of β∗ − id

0 D0 =

(
0 2
1 n− 2

)
Z2 → Z2

1 D1 = 0 Z2 → Z2

2 D2 =

(
0 1
0 −n

)
Z2 ⊕ Z → Z2 ⊕ Z

3 D3 = 0 0 → 0

4 D4 =

(
0 1
2 n− 2

)
Z2 → Z2

5 D5 = 0 0 → 0
6 D6 = −n Z → Z

7 D7 = 0 0 → 0

Table 6. (β∗ − id) : MO(E; γ) → MO(E; γ).

First we find kerD0 and cokerD0. If n is odd, let

U0 =

(
−1
2 (n− 2) 1

1 0

)
and V0 =

(
1 0
0 1

)
,

otherwise, let

U0 =

(
−1
2 (n− 3) 1

1 0

)
and V0 =

(
1 −1
0 1

)
.

These are invertible matrices in GL2(Z) that satisfy

U0D0V0 =

(
1 0
0 2

)

giving the Smith normal form of D0 in all cases. It follows that

KO0(C
∗
R(E; γ)) ∼= cokerD0

∼= Z2,
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and since kerD0 = 0, there is no contribution to KO1(C
∗
R
(E; γ)), thus

KO1(C
∗
R(E; γ)) ∼= cokerD1 = Z2.

Furthermore,

U0 ·
(
1
1

)
=

(
∗
1

)

from which it follows that the class of the unit is the nontrivial element
of KO0(C

∗
R
(E; γ)). Therefore the map c : KO0(C

∗
R
(E; γ)) → KU0(C

∗
R
(E; γ))

(which must carry the class of the unit to the class of the unit) is the nontriv-
ial homomorphism Z2 → Z2n.

In degree 2 the matrix D2 gives a homomorphism from Z2 ⊕ Z → Z2 ⊕ Z.
The reader can verify that kerD2

∼= Z2 and cokerD2
∼= Z2n. Thus

KO3(C
∗
R(E; γ)) ∼= Z2

and KO2(C
∗
R
(E; γ)) has a subgroup isomorphic to Z2n (with corresponding

quotient isomorphic to kerD1
∼= Z2).

In degree 4 we have

U4D4V4 =

(
1 0
0 2

)

where

U4 =

(
1 0
n −1

)
and V4 =

(
1 −1
1 0

)
.

Therefore KO4(C
∗
R
(E; γ)) ∼= Z2 and KO5(C

∗
R
(E; γ)) = 0.

The kernel and cokernel ofDi are directly calculated in all other degrees, and
this yields the KO∗-groups as given in Table 7. There is a slight complication
in degree 2 in which we have an extension of Z2 by Z2n+2. The internal
CR structure forces the particular solution to the extension problem up to
isomorphism. The internal CR structure can also be used to compute the
natural transformations. The full description of the CR-module is given in
Table 7. Comparing this to the K-theory of E2n+1 from [7, §11] we have

KCR(C∗
R(E; γ)) ∼= Σ6KCR(E2n+1). �

k 0 1 2 3 4 5 6 7
KOk(R) Z2 Z2 Z4n Z2 Z2 0 Zn 0
KUk(R) Z2n 0 Z2n 0 Z2n 0 Z2n 0
c n 0 1 0 0 0 2 0
r 0 0 2 0 1 0 1 0
ψ −1 0 1 0 −1 0 1 0
η 1 2n 1 1 0 0 0 0
ξ 0 0 1 0 0 0 4 0

Table 7. KCR(C∗

R(E; γ)).
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Example 6.3. For any positive integer n, let E be the graph shown below
with the associated incidence matrix. Let γ be the involution that fixes v1 and
interchanges v2 and v3.

•v1

(n+1)

��

(n+1)

		

(2)

��

v2•

(2)

II

(3)
,,

(2)

MM •v3

(2)

UU

(3)

ll

(2)

QQ

AE =



2 n+ 1 n+ 1
2 2 3
2 3 2


 .

Then there are isomorphisms

C∗(E) ∼=M2(C)⊗O8n+1,

C∗
R(E; id) ∼=M2(R)⊗OR

8n+1,

C∗
R(E; γ) ∼= the unique real form of M2(C)⊗O8n+1 with

the K-theory given by Table 8.

k 0 1 2 3 4 5 6 7
KOk(R) Z4n 0 Z2 0 Z4n 0 Z2 0
KUk(R) Z8n 0 Z8n 0 Z8n 0 Z8n 0
ck 2 0 2n 0 2 0 2n 0
rk 2n+ 1 0 1 0 2n+ 1 0 1 0
ψk 4n+ 1 0 4n− 1 0 4n+ 1 0 4n− 1 0

Table 8. KCR(C∗(E;γ)).

Proof. Let

D = ATr
E − I3 =



1 n+ 1 n+ 1
2 1 3
2 3 1


 .

If n is odd, then set n = 2k − 1 and

U =



1 k −k
2 2k − 2 −2k + 1
4 4k − 3 −4k + 1


 and V =



1 0 −4k
0 1 −8k + 5
0 0 1


 .

If n is even, then set n = 2k and

U =



3 3k −3k − 1
2 2k − 1 −2k
4 4k − 1 −4k − 1


 and V =



1 0 −12k − 2
0 1 −8k + 1
0 0 1


 .
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In either case, we find that

UDV =



1 0 0
0 1 0
0 0 8n


 and U ·



1
1
1


 =



∗
∗
2


 .

Thus K0(C
∗(E)) ∼= Z8n, K1(C

∗(E)) ∼= 0, and the class of the unit is given by
2 ∈ Z8n. This proves that C

∗(E) ∼=M2(C)⊗O8n+1.
We skip the calculation of KO∗(C

∗
R
(E; id)) which is similar (at least in

degree 0) to the complex case.
Turning to the calculation of KO∗(C

∗
R
(E; γ)), the matrix descriptions for

the real part of (β∗ − id) in degrees 0 through 7 are as in Table 9.

degree matrix representation of β∗ − id

0 D0 =

(
1 2n+ 2
2 4

)
Z2 → Z2

1 D1 = 1 Z2 → Z2

2 D2 =

(
1 n+ 1
0 −2

)
Z2 ⊕ Z → Z2 ⊕ Z

3 D3 = 0 0 → 0

4 D4 =

(
1 n+ 1
4 4

)
Z2 → Z2

5 D5 = 0 0 → 0
6 D6 = −2 Z → Z

7 D7 = 0 0 → 0

Table 9. (β∗ − id) : MO(E; γ) → MO(E;γ).

In degree 0 let

U0 =

(
−1 1
2 −1

)
and V0 =

(
1 0
0 1

)
.

If n = 1 and otherwise, let

U0 =

(
1 0
2 −1

)
and V0 =

(
1 −2n− 2
0 1

)
.

Then

U0D0V0 =

(
1 0
0 4n

)
and U0 ·

(
1
1

)
=

(
∗
1

)

which shows that KO0(C
∗
R
(E; γ)) ∼= Z4n and that the class of the identity is a

generator. Furthermore, it follows immediately that

c0 : KO0(C
∗
R(E; γ)) → KU0(C

∗
R(E; γ))

is isomorphic to multiplication by 2 on Z4n → Z8n.
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In the other degrees we use these same techniques to compute that Di is
injective for all i, is surjective for all odd i, and that

cokerD2
∼= cokerD6

∼= Z2 and cokerD4
∼= Z4n.

This completes the calculation of the groups of KO∗(C
∗
R
(E; γ)).

We now show how to compute the relations r0 and ψ0, using the map

π : M(E; γ) → KCR(C∗
R(E; γ))

which is surjective on both KO0 and KU0. Since this map respects the homo-
morphism r0, we have the diagram

MU
0 (E; γ)

π //

r0

��

KU0(C
∗
R
(E; γ))

r0

��

MO
0 (E; γ)

π // KO0(C
∗
R
(E; γ))

isomorphic to

Z3 //

��

Z8n

��

Z2 // Z4n

It is the vertical map on the right that we wish to identify. Since

M(E; γ) ∼= KCR(R)⊕KCR(C),

we use what we know about the map r0 for KCR(R) and KCR(C) (see the
tables in Section 4) to write the vertical map on the left as given by the matrix

(
1 0 0
0 1 1

)
.

The horizontal maps π are given by multiplication by U or U0 followed by
the modular reduction on the final coordinate. In the odd case n = 2k − 1, the
vector 


k
0
1


 ∈ Z3

maps to the generator [1] ∈ Z8n. Following the diagram the other way around
gives [2n+ 1] ∈ Z4n. This shows that c0 is multiplication by 2n+ 1. In the
even case n = 2k, we get the same result using the same argument starting
with the vector 


−k
0
−1


 ∈ Z3.

For the homomorphism ψ0 we have the diagram

MU
0 (E; γ)

π //

ψ0

��

KU0(C
∗
R
(E; γ))

ψ0

��

MU
0 (E; γ)

π // KU0(C
∗
R
(E; γ))

isomorphic to

Z3 //

��

Z8n

��

Z3 // Z8n
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This time the vertical map on the left is given by the matrix


1 0 0
0 0 1
0 1 0


 .

We start with the same vectors in Z3 as in the previous paragraph and find
that ψ0 is multiplication by 4n+ 1.

The rest of the natural transformations c, r, ψ can then be calculated by
similar techniques in the other even degrees or from just the CR-structure of
KCR(C∗

R
(E; γ)). �

Example 6.4. Let n be a positive odd integer and let E be the graph shown
below with the associated incidence matrix. Let γ be the involution that fixes
v1 and interchanges v2 and v3.

•v1

(n)

��

(n)

		

��

v2•

II

,, •v3

UU

ll

AE =



1 n n
1 0 1
1 1 0


 .

Then there are isomorphisms

C∗(E) ∼=M2(C)⊗O4n+1,

C∗
R(E; id) ∼=M2(R)⊗OR

4n+1,

C∗
R(E; γ) ∼= the unique real form of M2(C)⊗O4n+1 with

the K-theory given by Table 10.

In Table 10, the sign r2 = ±2 must be taken to satisfy r2 ◦ c2 ≡ 2 (mod 8).

Proof. Let

D = ATr
E − I3 =



0 n n
1 −1 1
1 1 −1


 .

k 0 1 2 3 4 5 6 7
KOk(R) Z2n Z2 Z8 Z2 Z2n 0 Z2 0
KUk(R) Z4n 0 Z4n 0 Z4n 0 Z4n 0
ck 2 0 n 0 4 0 2n 0
rk n+ 1 0 ±2 0 − 1

2 (n− 1) 0 1 0
ψk 2n+ 1 0 2n− 1 0 2n+ 1 0 2n− 1 0
ηk 1 4 1 n 0 0 0 0
ξk n+ 1 0 1 0 4 0 4 0

Table 10. KCR(C∗

R(E; γ)).
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Set n = 2k + 1 for k ≥ 0 and

U =



1 k + 1 −k
1 k −k
2 2k + 1 −2k − 1


 and V =



1 0 −2n
0 1 −2n+ 1
0 0 1


 .

Then

UDV =



1 0 0
0 1 0
0 0 4n


 and U ·



1
1
1


 =



2
1
2


 .

Thus KU0(C
∗
R
(E)) ∼= Z4n and the class of the unit is 2 times a generator,

proving the claim about C∗(E).
For KO∗(C

∗
R
(E; γ)), the matrices for the real part of (β∗ − id) in degrees 0

through 7 are given in Table 11.

degree matrix representation of β∗ − id

0 D0 =

(
0 2n
1 0

)
Z2 → Z2

1 D1 = 0 Z2 → Z2

2 D2 =

(
0 n
0 −2

)
Z2 ⊕ Z → Z2 ⊕ Z

3 D3 = 0 0 → 0

4 D4 =

(
0 n
2 0

)
Z2 → Z2

5 D5 = 0 0 → 0
6 D6 = −2 Z → Z

7 D7 = 0 0 → 0

Table 11. (β∗ − id) : MO(E; γ) → MO(E; γ).

Focusing on degree 0, using similar methods as in the previous examples,
it is easily determined that D0 is injective and the cokernel is isomorphic to
Z2n. Thus KO0(C

∗
R
(E; γ)) ∼= Z2n and, furthermore, the class of the unit is

a generator. Since the unit is 2 times a generator of KU0(C
∗
R
(E; γ)) ∼= Z4n,

it follows that c0 is multiplication by 2. Now using the same method as in
Example 6.3, we find that r0 = n+ 1 and ψ0 = 2n+ 1.

From the matrices Di, the kernel and cokernel of (β∗ − id) for the rest
oft the groups KO∗(C

∗
R
(E; γ)) are determined up to isomorphism except for

KO2(C
∗
R
(E; γ)) which is isomorphic either to Z8 or to Z2 ⊕ Z4. Using the

CR-structure, we find KO2(C
∗
R
(E; γ)) ∼= Z8. �
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