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Abstract

This thesis investigates collapsing sequences of Riemannian manifolds which satisfy a
uniform lower Ricci curvature bound. It is shown that in this situation there exists a
sequence of rescaling factors (scales) such that for a set of good base points of large
measure the pointed rescaled manifolds subconverge to a product of a Euclidean and a
compact space. Moreover, all possible Euclidean factors have the same dimension and
all possible compact factors satisfy the same diameter bounds. Further, the dimension
of the compact factor does not depend on the choice of the base point (along a fixed
subsequence).
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Introduction

In recent years, the focus of Riemannian geometry turned from investigating a single
Riemannian manifold to examining classes of Riemannian manifolds. In [Gro81], Gro-
mov introduced the notion of Gromov-Hausdorff convergence. For the class of (compact
or pointed) Riemannian manifolds of a fixed dimension satisfying a uniform lower Ricci
curvature bound, Gromov’s Pre-compactness Theorem asserts that each sequence of such
manifolds has a convergent subsequence. Notice that the limit need not be a manifold,
but is a length space. Examining the limit and the manifolds close to it can give insights
about the topological information that is different in the limit.

If such a sequence of manifolds has even a uniform lower sectional curvature bound, this
bound carries over to the possibly non-smooth Alexandrov limit. If the limit is actually a
smooth manifold, by Yamaguchi’s Fibration Theorem, [Yam91], the manifolds fibre over
the limit in the following way: If Mi is a sequence of n-dimensional manifolds with a
uniform lower sectional curvature bound and a uniform upper diameter bound converging
to a compact manifold N of lower dimension, then for sufficiently large i ∈ N there are
fibrations Mi → N which are close to Riemannian submersions. Moreover, up to a finite
covering, each fibre is the total space of a fibration over a torus.

For proving the latter, a crucial argument is the following: Consider the pre-image
of some ball under the fibration Mi → N . After rescaling the metric up, this pre-image
converges to a product of a Euclidean and a compact space. In fact, it is possible to
replace the rescaling factors by larger ones such that the limit again has the form of
such a product, but the Euclidean factor has higher dimension. This can be iterated
until, finally, the compact factor vanishes. Such scaling factors are called typical scales.
Similar techniques have been used by e.g. Shioya and Yamaguchi in [SY00] and Kapovitch,
Petrunin and Tuschmann in [KPT10].

If a sequence of manifolds only satisfies a uniform lower Ricci curvature bound, Yam-
aguchi’s Fibration Theorem might fail. This was proven by Anderson in [And92]. However,
in recent years Cheeger and Colding obtained deep structure results for limits of such se-
quences, [CC97, CC00a, CC00b], by usingmeasured Gromov-Hausdorff convergence: After
renormalizing the measure of the manifolds and passing to a subsequence, the manifolds
converge to a metric measure space such that the (renormalised) measures converge to the
limit measure. The uniform lower Ricci curvature bound carries over to the limit in the
sense that the limit measure still satisfies the Bishop-Gromov Theorem.

Another difficulty occurring with only a lower Ricci curvature bound is the following:

v



vi Introduction

Unlike for lower section curvature bounds, tangent cones of the limit space need not be
metric cones. In fact, in the case of a collapsing sequence, the tangent cones at some point
may depend on the choice of the rescaling sequence, cf. [CC97]. However, Colding and
Naber [CN12] proved that any limit of a sequence of manifolds with uniform lower Ricci
curvature bound contains a connected subset of full measure such that for each point in
this subset the tangent cone is unique and a Euclidean space of a fixed dimension k ∈ N.
This k is called the dimension of the limit space. Notice that this dimension is at most
the Hausdorff-dimension of the space. In particular, k < n.

If a collapsing sequence of manifoldsMi satisfies the lower Ricci curvature bound − εi,
where εi → 0, and if this sequence converges to a Euclidean space, then the Rescaling The-
orem of Kapovitch and Wilking in [KW11] already provides the existence of one sequence
of typical scales. For this sequence, the blow-ups of the manifold split into products of this
Euclidean space and a compact factor. The main theorem of this thesis generalises this
statement by allowing arbitrary limit spaces and a uniform lower Ricci curvature bound.

Main Theorem. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n − 1) and converge to a limit (X, p) of dimension k < n in the measured
Gromov-Hausdorff sense. Then for every ε ∈ (0, 1) there exist a subset of good points
G1(pi) ⊆ B1(pi) satisfying

vol(G1(pi)) ≥ (1− ε) · vol(B1(pi)),

a sequence λi →∞ and a constant D > 0 such that the following holds: For any choice of
base points qi ∈ G1(pi) and every sublimit (Y, q) of (λiMi, qi)i∈N there is a compact metric
space K of dimension l ≤ n− k with 1

D ≤ diam(K) ≤ D such that Y splits isometrically
as a product

Y ∼= Rk×K.

Moreover, for any base points qi, q′i ∈ G1(pi) such that, after passing to a subsequence,
both (λiMi, qi)→ (Rk×K, ·) and (λiMi, q

′
i)→ (Rk×K ′, ·) as before, dim(K) = dim(K ′).

Note that the theorem does not prove that all possible compact spaces need to have
the same dimension, but that the dimension only depends on the regarded subsequence
and not on the choice of the base points.

Furthermore, observe that dim(K) < n−k might occur in the situation of the theorem:
Consider the sequence of flat tori Mi := S1 × S1(1

i )× S
1( 1
i2

) where S1(r) denotes a circle
of radius r > 0. In this example, it is easy to imagine the last two factors ‘collapsing to a
point’ in the limit, although the very last factor collapses faster than central one. Hence,
Mi converges to S1. For λi = i, the rescaled manifolds λiMi converge to R×S1. Using
the notation of the main theorem, one has n = 3, k = 1 and l = 1 < 2 = n− k.

This example also illustrates Yamaguchi’s fibration theorem and typical scales: As a
product, Mi obviously fibres over the first factor S1 with fibre Fi := S1(1

i )×S
1( 1
i2

), which
is a torus. For the scales λ1

i = i, λ2
i = i2 and λ3

i = i3 one gets convergence λ1
iMi → R×S1,

λ2
iMi → R2×S1 and λ3

iMi → R3.
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Now turn to the proof of the main theorem. Let (Mi, pi)i∈N be a collapsing sequence
as in the main theorem and let (X, p) denote its limit. First will be proven that for points
qi ∈Mi and a small radius r > 0 the conclusion of the main theorem holds correspondingly
on Br(qi) for a subset of good points Gr(qi) and a sequence of scales λi →∞, i.e. a ‘local’
version of the main theorem will be established.

Recall that the set of good points Gr(qi) ∈ Br(qi) and the scales λi → ∞ have to
satisfy the following: Any point xi ∈ Gr(qi) needs to have the property that each sublimit
of (λiMi, xi) is the product of Rk with a compact metric space where the compact spaces
(essentially) all have the same dimension. This is achieved in two steps.

First, let G1
r(qi) ⊆ Br(qi) denote the set of all points xi such that all sublimits of

(µiMi, xi) split off an Rk-factor where µi → ∞ is an arbitrary sequence. In particular
(once λi → ∞ is constructed), for any xi ∈ G1

r(qi), any limit of the sequence (λiMi, xi)
splits off an Rk-factor. That these sets G1

r(qi) have large volume inside Br(qi) is obtained
by generalising results of Cheeger, Colding [CC00a] and Kapovitch, Wilking [KW11] in-
volving modified distance functions coming from splitting theorems. For more details, see
section 2.1.

Next, define scales λi →∞ and another subset G2
r(qi) ⊆ Br(qi) of large volume as the

set of points xi such that (λiMi, xi) has small distance to a product of Rk and a compact
metric space of diameter 1. The existence of such λi →∞ and G2

r(qi) is obtained by using
the Rescaling Theorem of Kapovitch and Wilking in [KW11]. For further explanations,
see section 2.2.

These scales λi →∞ together with the intersection Gr(qi) = G1
r(qi) ∩G2

r(qi) give the
splitting result in the local version of the main theorem.

In order to finish the local version, prove that two such limits have the same dimension.
First, the following special case is investigated: Suppose that two points xi, yi ∈ Gr(qi)
are connected by an integral curve of a vector field whose flow is measure preserving and
bi-Lipschitz (on a set of large enough volume). In this situation, via Gromov-Hausdorff
convergence one obtains a bi-Lipschitz map between subsets of positive volume inside of
the limit spaces of (λiMi, xi) and (λiMi, yi), respectively. In particular, these limits need
to have the same dimension.

For the general situation, recall that the flow of any divergence-free vector field is
measure preserving. Moreover, using (slight generalisations of) results [KW11], it is bi-
Lipschitz if its derivative is small—in some Lα-norm, α > 1, and taking some average
value (in volume sense). In fact every two points of the set G2

r(qi) are connected by the
curve of such a vector field (or are at least sufficiently close to its start and end point).
For more details, see section 2.3.

For verifying the main theorem, i.e. defining G1(pi) and λi →∞, fix r > 0 and finitely
many sequences (qi)i∈N such that the union of the subsets of good points Gr(qi) ⊆ Br(qi)
has sufficiently large volume in B1(pi). Define G1(pi) as the union of these Gr(qi). Now
difficulties arise since each sequence (qi)i∈N provides its own sequence of scales λi → ∞
and these sequences might be pairwise different, but the main theorem requires only a
single sequence of scales. This problem can be solved if, given two such sequences (q1

i )i∈N
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and (q2
i )i∈N and their corresponding scales λ1

i → ∞ and λ2
i → ∞, the local version of

the main theorem still holds for (q2
i )i∈N and λ1

i → ∞ (instead of λ2
i → ∞). Indeed, this

is achieved by a clever choice of the finitely many (qi)i∈N utilizing the Hölder continuity
result of Colding and Naber [CN12]. For more intuitive details on this approach, see the
introduction to chapter 3.

This thesis is structured as follows: Since Gromov-Hausdorff convergence is a main
tool, chapter 1 gives an introduction into this topic. The subsequent chapters deal with
the proof of the main theorem: chapter 2 proves the above mentioned local version of the
main theorem: If points qi and some small r > 0 satisfy that the rescaled (1

rMi, qi) are
sufficiently close to Rk, then the statement of the main theorem holds on the ball Br(qi)
analogously. As explained before, using finitely many of such sequences qi and taking
the union of the obtained subsets Gr(qi) ⊆ Br(qi) will be used in chapter 3 to prove the
main theorem. The appendix covers (in greater detail) Gromov-Hausdorff convergence
(Appendix A), the behaviour of geometric notions under rescaling of metrics (Appendix B)
and, for the purpose of estimating volumes, the Bishop-Gromov Theorem and closely
related statements (Appendix C).
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Chapter 1

Foundations

The purpose of this chapter is to introduce the so called Gromov-Hausdorff convergence of
metric spaces. Beforehand, some notation and other results needed throughout this thesis
are provided.

1.1 Bishop-Gromov volume comparison

Theorem 1.1 (Bishop-Gromov Theorem, [Pet06, Chapter 9, Lemma 1.6]). Let M be a
complete n-dimensional Riemannian manifold with RicM ≥ (n−1) ·κ for some κ ∈ R and
let p ∈M . Then the map

r 7→ volM (Br(p))

V n
κ (r)

is monotonically decreasing with limit 1 as r → 0, where V n
κ (r) is the volume of an r-ball

in the n-dimensional space form of sectional curvature κ.
In particular, for R ≥ r > 0,

volM (BR(p)) ≤ V n
κ (R)

V n
κ (r)

· volM (Br(p)).

This factor is independent of M and denoted by

CBG(n, κ, r, R) :=
V n
κ (R)

V n
κ (r)

.

In the following, this theorem will always be applied using the notion CBG(n, κ, r, R).
As a function of radii or curvature bound, CBG has the following properties. For more
information and the proof of this lemma, see Appendix C.

Lemma 1.2. Let n ∈ N, −1 ≤ κ ≤ 0, R ≥ r > 0, c ≥ 1 and y > 0. Then

a) CBG(n,−1, r, cr) ≤ CBG(n,−1, R, cR),

b) CBG(n, κ, r, R) ≤ CBG(n, 1, r, R) and

c) limx→∞CBG(n,−1, x, x+ y) = e(n−1)y.

1
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1.2 Rescaling of metrics

Throughout this thesis, an important tool is rescaling of manifolds: For any Riemannian
manifold (M, g) let αM denote the Riemannian manifold (M,α2g), where α > 0. Basic
properties of this rescaling are straight-forward; for an overview, see Appendix B. Among
others, the following statement is proven there.

Often, functions will be given on some manifoldM but needed on the rescaled manifold
αM . In this case, it is useful to ‘rescale’ these functions by the same factor. In fact, given
those functions, some specific terms using their gradients and Hessians will be used. The
following lemma states how these terms behave under rescaling. First, the notion of the
average integral needs to be introduced.

Definition 1.3. For a Riemannian manifold M , a measurable subset U ⊆ M and an
integrable function f : U → R let

−
∫
U
f dVM :=

1

volM (U)
·
∫
U
f dVM

denote the average integral.

Lemma 1.4. Let (M, g) be a Riemannian manifold, α > 0 and g̃ = α2g. For smooth
fi : M → R, 1 ≤ i ≤ k, let f̃i := α · fi, f := (fi)1≤i≤k and f̃ = (f̃i)1≤i≤k = αf ,
respectively. Furthermore, let

ψg∇(f) :=

k∑
i,j=1

|g(∇gfi,∇gfj)− δij | and ψgH(f) :=

k∑
i=1

‖Hessg(f)‖2g.

Then, using the analogous definitions for g̃,

ψg̃∇(f̃) = ψg∇(f) and ψg̃H(f̃) =
1

α
· ψgH(f).

In particular, for r > 0 and p ∈M ,

−
∫
BαMr (p)

ψg̃∇(f̃) dVαM = −
∫
BM
r/α

(p)
ψg∇(f) dVM and

−
∫
BαMr (p)

ψg̃H(f̃)2 dVαM =
1

α2
· −
∫
BM
r/α

(p)
ψgH(f)2 dVM .

1.3 Gromov-Hausdorff convergence

For the proofs of all the statements given in the remaining chapter and more information
on Gromov-Hausdorff convergence, see Appendix A.

In order to define Gromov-Hausdorff convergence of proper metric spaces, Gromov-
Hausdorff distance of compact metric spaces is needed.
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Definition 1.5. For bounded subsets A and B of a metric space (X, d), the Hausdorff
distance of A and B is defined as

ddH(A,B) := inf{ε > 0 | A ⊆ BX
ε (B) and B ⊆ BX

ε (A)}.

For base points a ∈ A, b ∈ B the pointed Hausdorff distance of (A, a) and (B, b) is given
by

ddH((A, a), (B, b)) := ddH(A,B) + d(a, b).

For compact metric spaces (X, dX), (Y, dY ) the Gromov-Hausdorff distance of X and Y is
defined as

dGH(X,Y ) := inf{ddH(X,Y ) | d admissible metric on X q Y },

and the pointed Gromov-Hausdorff distance between the pointed compact metric spaces
(X, dX , x0) and (Y, dY , y0) is defined as

dGH((X,x0), (Y, y0)) := inf{ddH((X,x0), (Y, y0)) | d admissible metric on X q Y }

where a metric d on the disjoint union X q Y is called admissible if d|X×X = dX and
d|Y×Y = dY .

Using this, Gromov-Hausdorff convergence for non-compact proper metric spaces can
be defined. A metric space is called proper if all closed balls are compact. In the following,
for a metric space (X, dX), p ∈ X and r > 0, the open and closed ball, respectively, of
radius r around p will be denoted by Br(p) and B̄r(p), respectively.

Definition 1.6. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed proper metric spaces.
The sequence (Xi, pi) converges to (X, p) (in the pointed Gromov-Hausdorff sense) if for
all r > 0,

dGH((B̄Xi
r (pi), pi), (B̄

X
r (p), p))→ 0 as i→∞

where the balls are equipped with the restricted metric. If (Xi, pi) converges to (X, p),
this is denoted by (Xi, pi) → (X, p) and (X, p) is called the (pointed Gromov-Hausdorff)
limit of (Xi, pi).

Frequently, a sequence (Xi, pi) does not converge itself but has a converging subse-
quence. The limit of such a subsequence is called sublimit of (Xi, pi), and (Xi, pi) is said
to subconverge to this limit.

From now on, assume all metric spaces to be proper. Recall that a metric space (X, dX)
is called length space if

d(x, y) = inf{L(c) | c continuous curve from x to y}

for any x, y ∈ X, where L(c) denotes the length of c.
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Proposition 1.7. Let (X, dX , p), (Y, dY , q) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Assume X and Y to be complete. If (Xi, pi)→ (X, p) and (Xi, pi)→ (Y, q), then
there exists a pointed isometry between (X, p) and (Y, q).

Notation. Following common practice, the compactness of the balls and the dependence
on the base point will be suppressed, and the pointed distance

dGH((B̄X
r (p), p), (B̄Y

r (q), q))

will be denoted by
dGH(BX

r (p), BY
r (q)).

Moreover, if dGH(BX
1/ ε(p), B

Y
1/ ε(q)) ≤ ε for some ε > 0, this will be denoted by

dGH((X, p), (Y, q)) ≤ ε .

Proposition 1.8. Let (X, dX , p), (Y, dY , q) and (Xi, dXi , pi), i ∈ N, be pointed metric
spaces.

a) If X and Y are compact with dGH((X, p), (Y, q)) < ε
2 , then there are maps

f : X → Y and g : Y → X

with f(p) = q and g(q) = p such that the following holds for all x, x1, x2 ∈ X and
y, y1, y2 ∈ Y :

|dX(x1, x2)− dY (f(x1), f(x2))| < ε, dX(g ◦ f(x), x) < ε,

|dY (y1, y2)− dX(g(y1), g(y2))| < ε, dY (f ◦ g(y), y) < ε .

Such (f, g) are called (ε-)Gromov-Hausdorff approximations or ε-approximations
between (X, p) and (Y, q).

b) If the Xi and X are length spaces, the following are equivalent:

(i) (Xi, pi)→ (X, p).
(ii) There is a sequence εi → 0 and εi-approximations (fi, gi) between the balls

(B̄Xi
1/ εi

(pi), pi) and (B̄X
1/ εi

(p), p).

(iii) There is a sequence εi → 0 such that dGH((Xi, pi), (X, p)) ≤ εi for all i.

From now on, for converging length spaces (Xi, pi) → (X, p), such εi-approximations
(fi, gi) as in Proposition 1.8 b)(ii) will be implicitly fixed.

Definition 1.9. Let (Xi, pi) → (X, p) be converging length spaces. For qi ∈ B̄Xi
1/ εi

(pi)

and q ∈ X, qi converges to q, denoted by qi → q, if fi(qi) converges to q (in X).

Given (Xi, pi)→ (X, p) as above, pi → p due to fi(pi) = p. Moreover, for each x ∈ X
there exists such a sequence pxi satisfying pxi → x, namely pxi := gi(x). From now on, let
pxi := gi(x) denote this sequence.
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Remark. For (Xi, pi)→ (X, p) and x ∈ X, one has (Xi, p
x
i )→ (X,x) as well.

The following three lemmata state several properties of Gromov-Hausdorff distance
and convergence: The first lemma deals with several conditions ensuring convergence, the
second one provides estimates for the distance of balls. The last lemma is used to construct
maps between limit spaces given maps between two convergent sequences.

As for Riemannian manifolds, for a metric space (X, d) let αX denote the rescaled
metric space (X,α d).

Lemma 1.10. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces.

a) If (Xi, pi) → (X, p) and g : R>0 → R>0 satisfies limx→0 g(x) = 0, then there exists
εi → 0 with dGH(BXi

1/ εi
(pi), B

X
1/ εi

(p)) ≤ g(εi).

b) Let C > 0 and qi ∈ Xi such that dXi(pi, qi) ≤ C. If (Xi, pi) → (X, p), then there
exists q ∈ X such that (Xi, qi) subconverges to (X, q).

c) If (Xi, pi)→ (X, p) and αi → α for some α > 0, then (αiXi, pi)→ (αX, p).

Lemma 1.11. Let (X, dX , p) and (Y, dY , q) be pointed metric spaces.

a) Let Y be compact. Then dGH(BX
r (p), BX×Y

r ((p, q))) ≤ diam(Y ) for all r > 0.

b) If X and Y are length spaces and R ≥ r > 0, then

dGH(BX
r (p), BY

r (q)) ≤ 16 · dGH(BX
R (p), BY

R (q)).

In particular: If dGH((X, p), (Y, q)) ≤ ε for an ε > 0, then dGH((X, p), (Y, q)) ≤ ε′

for all ε′ ≥ 16 ε.

Lemma 1.12. Let (X, dX), (Y, dY ), (Xi, dXi) and (Yi, dYi), i ∈ N, be compact length
spaces such that Xi → X and Yi → Y . Moreover, let α > 0, Ki ⊆ Xi be compact subsets
and fi : Ki → Yi be α-bi-Lipschitz. After passing to a subsequence, the following holds:

a) There exist compact subsets K ⊆ X and K ′ ⊆ Y which are Gromov-Hausdorff
limits of Ki and fi(Ki), respectively, and an α-bi-Lipschitz map f : K → K ′ with
f(K) = K ′.

b) For any compact subset L ⊆ K ⊆ X there exist compact subsets Li ⊆ Ki such that
Li → L and fi(Li)→ f(L) in the Gromov-Hausdorff sense.

For manifolds, the following theorem by Gromov states that in some cases at least a
(Gromov-Hausdorff) sublimit exists.

Theorem 1.13 (Gromov’s Pre-compactness Theorem, [Pet06, Cor. 1.11]). For n ≥ 2,
κ ∈ R and D > 0, the following classes are pre-compact, i.e. every sequence in the class
has a convergent subsequence whose limit lies in the closure of this class:

a) The collection of closed Riemannian manifolds with Ric ≥ (n−1) ·κ and diam ≤ D.

b) The collection of pointed complete Riemannian manifolds with Ric ≥ (n− 1) · κ.
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1.3.1 Ultralimits

Since sequences of pointed metric spaces do not necessarily converge in the pointed
Gromov-Hausdorff sense, the notions of ultrafilters and ultralimits are useful: The ul-
tralimit of a sequence of pointed metric spaces is always a sublimit of this sequence in the
pointed Gromov Hausdorff sense. In order to compare (Gromov-Hausdorff) sublimits of
two different sequences of metric spaces, it is useful to know which subsequences (of either
sequence) converge to the given sublimits. This will be investigated in the lemma below.

Definition and Lemma 1.14. A non-principal ultrafilter on N is a finitely additive
probability measure ω on N such that all subsets S ⊆ N are ω-measurable with value
ω(S) ∈ {0, 1} and ω(S) = 0 if S is finite.

Let ω be a non-principal ultrafilter on N. For every bounded sequence (ai)i∈N there
exists a unique real number l ∈ R such that

ω({i ∈ N | |ai − l| < ε}) = 1

for every ε > 0. Let limω ai := l denote this real number.
Let ω be a non-principal ultrafilter on N, (Xi, dXi , pi), i ∈ N, be pointed metric spaces

and
Xω := {[(xi)i∈N] | xi ∈ Xi and supi∈N dXi(xi, pi) <∞}

where
(xi)i∈N ∼ (yi)i∈N if and only if limω dXi(xi, yi) = 0.

Furthermore, let dω([(xi)i∈N], [(yi)i∈N]) := limω dXi(xi, yi). Then (Xω, dω) is a metric
space, called ultralimit of (Xi, dXi , pi) and denoted by limω(Xi, dXi , pi).

Remark. As is customary for Gromov-Hausdorff convergence, the dependence on the
metric often will be suppressed. Then Xω is said to be the ultralimit of (Xi, pi).

Essentially, the subsequent lemma states the following: Given two sequences of metric
spaces and a non-principal ultrafilter, by passing to the same subsequence of indices for
both sequences, the ultralimits (of the original sequences) can be realised as (sub)limits
in the pointed Gromov-Hausdorff sense. Conversely, if two sequences of metric spaces
are convergent after passing to the same subsequence of indices, there is a non-principal
ultrafilter realising the limits of the converging subsequences as ultralimits.

Thus, in the following chapters, instead of investigating common subsequences of in-
dices, often ultralimits are used.

Lemma 1.15. Let (Xi, dXi , pi) and (Yi, dYi , qi), i ∈ N, be pointed length spaces.

a) Let ω be a non-principal ultrafilter on N. Then limω(Xi, pi) is a sublimit in the
pointed Gromov-Hausdorff sense. Concretely, there exists a subsequence (ij)j∈N such
that both

(Xij , pij )→ limω(Xi, pi) and (Yij , qij )→ limω(Yi, qi) as j →∞

in the pointed Gromov-Hausdorff sense.
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b) The sublimit of a sequence of pointed length spaces in the pointed Gromov-Hausdorff
sense is the ultralimit with respect to a non-principal ultrafilter. To be more precise:
If (X, dX , p) and (Y, dY , q) are pointed length spaces and (ij)j∈N is a subsequence
such that both

(Xij , pij )→ (X, p) and (Yij , qij )→ (Y, q) as j →∞

in the pointed Gromov-Hausdorff sense, then there exists a non-principal ultrafilter
ω on N such that there are isometries

limω(Xi, pi) ∼= (X, p) and limω(Yi, qi) ∼= (Y, q).

1.3.2 Measured Gromov-Hausdorff convergence

Let (Mi, pi)i∈N be a sequence of pointed complete connected n-dimensional Riemannian
manifolds which satisfy the uniform lower Ricci curvature bound RicMi ≥ −(n − 1). If
volMi(B1(pi))→ 0 as i→∞, this sequence is said to be collapsing.

In this situation, renormalised limit measures are used, cf. [CC97, section 1]: Let
(Mi, pi)i∈N be a collapsing sequence as above. Then (Mi, pi) subconverges to a metric
space (X, p) such that a ‘renormalisation’ of the measures volMi converges to a limit
measure volX . In fact, the following is true.

Theorem 1.16 ([CC97, Theorem 1.6, Theorem 1.10]). Let (Mi, pi)i∈N be a sequence of
pointed complete connected n-dimensional Riemannian manifolds satisfying the uniform
lower Ricci curvature bound RicMi ≥ −(n − 1). Then (Mi, pi) subconverges to a metric
space (X, p) in the pointed Gromov-Hausdorff sense and there exists a Radon measure volX
on X such that for all x ∈ X, xi → x and r > 0,

volMi(B
Mi
r (xi))

volMi(B
Mi
1 (pi))

→ volX(BX
r (x)) as i→∞.

Moreover, for any R ≥ r > 0 and x ∈ X,

volX(BX
R (x))

volX(BX
r (x))

≤ CBG(n,−1, r, R).

This volX is called (renormalised) limit measure.

Observe that the limit measure of a sequence (Mi, pi) depends on the choice of the
base points and the considered subsequence, cf. again [CC97, section 1]. Moreover, observe
the following: Gromov’s Pre-compactness Theorem ensures subconvergence (for pointed
Riemannian manifolds of the same dimension with a lower Ricci curvature bound), but
the above theorem guarantees more, namely subconvergence (for the same class) includ-
ing convergence of the (renormalised) measures. Throughout this thesis, only measured
Gromov-Hausdorff convergence will be used, i.e. whenever a sequence (Mi, pi)i∈N converges
to a limit space (X, p), this limit is equipped with a measure volX as in the above theorem.

The following propositions provide informations about sets whose measures converge.
For more information and the proofs, see section A.4.
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Proposition 1.17. Let (Mi, pi)i∈N be a sequence of pointed complete connected n-dimen-
sional Riemannian manifolds converging to a metric space (X, p) in the pointed Gromov-
Hausdorff sense and let εi → 0 and

(fi, gi) ∈ Apprεi((B̄
Mi

1/ εi
(pi), pi), (B̄

X
1/ εi

(p), p))

be as in Corollary A.27. For x ∈ X, let pxi denote gi(x).

a) Let Ai ⊆ Mi be compact with Ai ⊆ B̄R(pi) for some R > 0. After passing to a
subsequence, there exists A ⊆ X with Ai → A and µi(Ai)→ volX(A).

b) Let 0 < R < 1, x1, . . . , xl ∈ BX
1−R(p) and

Ai := BMi
1 (pi) \

l⋃
j=1

BMi
R (p

xj
i ) and A := BX

1 (p) \
l⋃

j=1

BX
R (xj).

Then µi(Ai)→ volX(A).

Proposition 1.18. Let (Mi, pi)i∈N be a sequence of pointed complete connected n-di-
mensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n − 1), let xi, yi ∈ Mi with dMi(xi, yi) ≤ 2 and assume (Mi, xi) and (Mi, yi),
respectively, to converge to metric spaces (X,x∞) and (Y, y∞), respectively. Moreover,
let r > 0, Ki ⊆ B̄Mi

r (xi) be compact and fi : Ki → Mi be α-bi-Lipschitz and measure
preserving for some α > 0.

After passing to a subsequence, there exist a compact subset K ⊆ B̄X
r (x∞), an α-bi-

Lipschitz map f : K → Y and a constant C > 0 such that volY (f(A)) = C · volX(A) for
any measurable subset A ⊆ K.

1.3.3 Generic points

Let the complete pointed metric space (X, p) be the pointed Gromov-Hausdorff limit of a
sequence of pointed connected n-dimensional Riemannian manifolds (Mi, pi) with uniform
lower Ricci curvature bound RicMi ≥ −(n−1). As introduced in [CC97, p. 408], a tangent
cone at x ∈ X is a Gromov-Hausdorff limit of (λiX,x) where λi → ∞ as i → ∞. In
general, this limit depends on the choice of x ∈ X and the sequence λi →∞. If the limit
is independent of the choice of λi → ∞, it is denoted by CxX. If CxX = Rk, this point
x is called k-regular and the set of all k-regular points is denoted by Rk. Furthermore,
R =

⋃
kRk denotes the set of all regular points.

Moreover, Cheeger and Colding proved that there are points such that non-unique
tangent cones of different dimensions occur, cf. [CC97, Example 8.80]. In particular,
there are points that are not regular. However, they proved that for any renormalised
limit measure the complement X \ R has measure 0, i.e. almost all points are regular,
cf. [CC97, Theorem 2.1]. Even more, it was conjectured that there is some k such that
R \ Rk has measure 0 as well, i.e. almost all points are k-regular. This conjecture was
proven by Colding and Naber in [CN12].
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Theorem 1.19 ([CN12, Theorem 1.18 and p. 1185]). Let (Mi, pi)i∈N be a sequence of
pointed complete connected n-dimensional Riemannian manifolds which satisfy the uniform
lower Ricci curvature bound RicMi ≥ −(n− 1) and converge to a limit (X, p). Then there
is k = k(X) ∈ N such that Rk has full measure and is connected.

This k is called the dimension of X, a k-regular point is called generic and Xgen := Rk
denotes the set of all generic points.

Note that k < n if the sequence is collapsing.





Chapter 2

Local construction

For a collapsing sequence of pointed complete connected n-dimensional Riemannian mani-
folds (Mi, pi) satisfying the uniform lower Ricci curvature bound RicMi ≥ −(n − 1) and
converging to a limit space (X, p) of dimension k = dim(X), the main proposition of this
chapter provides a condition on points qi ∈ Mi such that on balls around these points
with sufficiently small radius a ‘local version’ of the main theorem holds: In fact, the
statement of the main theorem holds on Br(qi) if the rescaled manifolds (1

rMi, qi) are
sufficiently close to the Euclidean space. Applying this result to finitely many sequences
of such points qi and radii r will prove the main theorem in chapter 3.

This local result follows from generalising several theorems of Cheeger and Colding in
[CC96, CC00a] and Kapovitch and Wilking in [KW11]. Those results make statements
assuming a sequence of manifolds to converge to a Euclidean space Rk. The generalisations
do not assume such a convergence but that the manifolds are sufficiently close to Rk, and
then make similar statements as the mentioned theorems.

In the situation of a sequence (Mi, pi) converging to a limit (X, p) as in the main
proposition, there is no reason why the manifolds should already be sufficiently close to
Rk. On the other hand, there is hope that this is true after rescaling all manifolds with
(the same) factor: For a generic point x ∈ X, the rescaled limit space (λX, x) converges to
Rk as λ→∞. In particular, (λX, x) is close to Rk for sufficiently large λ > 0. Moreover,
given any sequence of points xi ∈Mi converging to x ∈ X, the equally rescaled manifolds
(λMi, xi) converge to (λX, x). Hence, the (λMi, xi) are close to Rk for sufficiently large λ
and i.

So, one can expect to be able to use the above explained generalisations for the rescaled
manifolds. In fact, those (generalised) theorems make statements about balls of radius
1. Applied to the rescaled manifolds λMi, this corresponds to balls of radius 1

λ in the
unscaled manifolds Mi. Thus, in the following, instead of λ the notation 1

r will be used,
where r > 0 is sufficiently small, and statements about balls of radius r will be obtained.
This leads to the following local version of the main theorem, where the choice of notation
ε̂ and δ̂—while seemingly artificial—will turn out to be helpful when proving the main
theorem by applying the ‘local version’.

11
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Proposition 2.1. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n − 1) and converge to a limit (X, p) of dimension k < n. Given ε̂ ∈ (0, 1),
there exists δ̂ = δ̂(ε̂;n, k) > 0 such that for any 0 < r ≤ δ̂ and qi ∈Mi with

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂

there are a family of subsets of good points Gr(qi) ⊆ Br(qi) with

vol(Gr(qi)) ≥ (1− ε̂) · vol(Br(qi))

and a sequence λi →∞ such that the following holds:

a) For every choice of base points xi ∈ Gr(qi) and all sublimits (Y, ·) of (λiMi, xi) there
exists a compact metric space K of dimension l ≤ n−k satisfying 1

5 ≤ diam(K) ≤ 1
such that Y splits isometrically as a product

Y ∼= Rk×K.

b) If x1
i , x

2
i ∈ Gr(qi) are base points such that, after passing to a subsequence,

(λiMi, x
j
i )→ (Rk×Kj , ·)

for 1 ≤ j ≤ 2 as before, then dim(K1) = dim(K2).

The idea of the proof is to construct two families of sets G1
r(qi) and G2

r(qi), where r is
sufficiently small, with the following properties: For any choice of points xi ∈ G1

r(qi) and
for any rescaling sequence λi → ∞, every (sub)limit of the sequence (λiMi, xi) splits off
an Rk-factor. The second family of sets G2

r(qi) is constructed together with a rescaling
sequence λi → ∞ such that for all large enough i and any point xi ∈ G2

r(qi) each single
rescaled manifold (λiMi, xi) is close to the product of Rk and a compact space, where this
compact space depends on the choice of the regarded i and the base point xi. After fixing
this sequence λi →∞, the intersection of those two sets gives the result.

2.1 Construction of G1
r(qi)

This section deals with finding families of subsets G1
r(qi) ⊆ B1

r (qi) such that all blow-ups
of Mi with base points from G1

r(qi) split off an Rk-factor. Recall that a blow-up is the
limit of the sequence of rescaled manifolds µiMi for a sequence of scales µi → ∞. Thus,
the natural question is under which condition such a splitting can be guaranteed.

By modifying certain distance functions, Cheeger and Colding obtained harmonic func-
tions which were used to prove the following splitting theorem.

Theorem 2.2 ([CC96, Theorem 6.64]). Let (Mi, pi)i∈N be a sequence of pointed n-dimen-
sional Riemannian manifolds and let Ri → ∞ and εi → 0 be sequences of positive real
numbers such that BMi

Ri
(pi) has Ricci curvature at least −(n−1) ·εi. Assume (BMi

Ri
(pi), pi)

to converge to some pointed metric space (Y, y) in the pointed Gromov-Hausdorff sense. If
Y contains a line, then Y splits isometrically as Y ∼= R×X.
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Assuming that the limit space already is the Euclidean space Rn (of the same dimension
as the manifolds of the convergent sequence), Colding proved convergence of the volume
of balls of radius 1 in the manifolds to the volume of the 1-ball in Rn by using n of such
function (for every manifold), cf. [Col97, Lemma 2.1]. Using both the observations there
and the proof of the above splitting theorem, Cheeger and Colding obtained the following
statement which is stated as noted in [KW11, Theorem 1.3].

Theorem 2.3 ([CC00a, section 1]). Let (Mi, pi) → (Rk, 0) be a sequence of pointed n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −1

i . Then there exist harmonic functions bi1, . . . , b
i
k : B2(pi)→ R and a constant

C(n) ≥ 0 such that

a) |∇bij | ≤ C(n) for all i and j and

b) −
∫
B1(pi)

∑k
j,l=1 |〈∇bij ,∇bil〉 − δjl|+

∑k
j=1 ‖Hess bij‖2 dVMi → 0 as i→∞.

Moreover, the maps Φi = (bi1, . . . , b
i
k) : B2(pi)→ Rk provide εi-Gromov-Hausdorff approx-

imations between B1(pi) and B1(0) with εi → 0.

Conversely, Kapovitch and Wilking proved the following in [KW11]: If there exist k
functions with analogous properties on balls with radius ri →∞, then the sublimit splits
off an Rk-factor.

Theorem 2.4 (Product Lemma, [KW11, Lemma 2.1]). Let (Mi, pi)i∈N be a pointed se-
quence of n-dimensional manifolds with RicMi > − εi for a sequence εi → 0 and let ri →∞
such that B̄ri(pi) is compact for all i ∈ N. Assume for every i ∈ N and 1 ≤ j ≤ k there
are harmonic functions bij : Bri(pi)→ R which are L-Lipschitz and fulfil

−
∫
BR(pi)

k∑
j,l=1

|〈∇bij ,∇bil〉 − δjl|+
k∑
j=1

‖Hess bij‖2 dVMi → 0 for all R > 0.

Then (Bri(pi), pi) subconverges in the pointed Gromov-Hausdorff sense to a metric product
(Rk×X, p∞) for some metric space X. Moreover, (bi1, . . . , b

i
k) converges to the projection

onto the Euclidean factor.

The above theorems will be generalised to the following statements: If all manifolds are
sufficiently close to Rk, then there exist harmonic functions similarly to Theorem 2.3 such
that the average integral does not converge to zero but only is bounded, cf. Lemma 2.5.
Consequently, an adaptation of the Product Lemma will be established: Under the follow-
ing weaker hypothesis, the same conclusion holds, cf. Lemma 2.7: Only the average integral
about the norms of the Hessian vanishes when passing to the limit whereas the average
integrals about the scalar products of the gradients are bounded by a small constant.

First, maps similar to those in Theorem 2.3 will be constructed. A crucial step of the
proof will be the rescaling of maps.



14 2 Local construction

Lemma 2.5. Given n ∈ N, there exists L = L(n) ≥ 0 such that the following holds:
For arbitrary ε̂ > 0, R > 0, k ≤ n and g : R+ → R+ with limx→0 g(x) = 0 there exists
δ̂ = δ̂(ε̂, g, R;n, k) ∈ (0, 1) such that the following holds for every δ ≤ δ̂: For every pointed
complete connected n-dimensional Riemannian manifold (M,p) with RicM ≥ −(n− 1) · δ2

and
dGH((M,p), (Rk, 0)) ≤ g(δ)

there exist harmonic functions f1, . . . , fk : BM
R (p)→ R such that |∇fj | ≤ L and

−
∫
BMR (p)

k∑
j,l=1

|〈∇fj ,∇fl〉 − δjl|+
k∑
j=1

‖Hess(fj)‖2 dVM < ε̂.

Proof. Let L := C(n) be the constant of Theorem 2.3. The proof is done by contradiction:
Assume the statement is false and let ε̂, R, k and g be contradicting. For every i ∈ N, let
δ̂i := 1√

i(n−1)
∈ (0, 1) and choose the contradicting δi ≤ δ̂i and (Mi, pi) with

RicMi ≥ −(n− 1) · δ2
i ≥ −

1

i
and dGH((Mi, pi), (Rk, 0)) ≤ g(δi)

such that for all harmonic Lipschitz maps f i1, . . . , f ik : BMi
1 (pi)→ R with |∇f ij | ≤ L,

−
∫
B
Mi
1 (pi)

k∑
j,l=1

|〈∇f ij ,∇f il 〉 − δjl|+
k∑
j=1

‖Hess(f ij)‖2 dVMi ≥ ε̂.

Since g(δi) → 0 as i → ∞, by Proposition 1.8 b), one has (Mi, pi) → (Rk, 0), and so
( 1
RMi, pi)→ (Rk, 0) as well. By Theorem 2.3, there exist harmonic functions

f̃ i1, . . . , f̃
i
k : BR−1Mi

1 (pi)→ R

with |∇f̃ ij | ≤ L satisfying

−
∫
B
R−1Mi
1 (pi)

k∑
j,l=1

|〈∇f̃ ij ,∇f̃ il 〉 − δjl|+
k∑
j=1

‖Hess(f̃ ij)‖2 dVR−1Mi
→ 0 as i→∞.

In particular, for f ij := R · f̃ ij : BMi
R → R, one has |∇f ij | ≤ L and

−
∫
B
Mi
R (pi)

k∑
j,l=1

|〈∇f ij ,∇f il 〉 − δjl|+
k∑
j=1

‖Hess(f ij)‖2 dVMi

= −
∫
B
R−1Mi
1 (pi)

k∑
j,l=1

|〈∇f̃ ij ,∇f̃ il 〉 − δjl|+
1

R2
·
k∑
j=1

‖Hess(f̃ ij)‖2 dVMi

≤
(

1 +
1

R2

)
·
(
−
∫
B
R−1Mi
1 (pi)

k∑
j,l=1

|〈∇f̃ ij ,∇f̃ il 〉 − δjl|+
k∑
j=1

‖Hess(f̃ ij)‖2 dVMi

)
→ 0 as i→∞,

cf. Lemma 1.4. This is a contradiction.
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In order to generalise the Product Lemma, the following result of Cheeger and Colding
is used. Again, the theorem is stated using the notation of [KW11, Theorem 1.5].

Theorem 2.6 (Segment Inequality, [CC96, Theorem 2.11]). Given any dimension n ∈ N
and radius r0 > 0, there exists τ = τ(n, r0) such that the following holds: Let M be
an n-dimensional Riemannian manifold which satisfies the lower Ricci curvature bound
RicM ≥ −(n− 1) and g : M → R+ be a non-negative function. Then for r ≤ r0,

−
∫
Br(p)×Br(p)

∫ d(z1,z2)

0
g(γz1,z2(t)) dt dV(z1, z2) ≤ τ · r · −

∫
B2r(p)

g(q) dV(q),

where γz1,z2 denotes a minimising geodesic from z1 to z2.

The following lemma is a generalisation of the Product Lemma where the average
integral of scalar products of the gradients does not have to vanish, but only needs to be
bounded.

Lemma 2.7. Let (Mi)i∈N be a sequence of connected n-dimensional Riemannian manifolds
which satisfy the uniform lower Ricci curvature bound RicMi ≥ −(n− 1) · εi where εi → 0.
Let ri → ∞ and qi ∈ Mi be points such that the balls B̄ri(qi) are compact. Furthermore,
let k ≤ n and assume that for every 1 ≤ j ≤ k there is a harmonic L-Lipschitz map
bij : Bri(qi)→ R satisfying

−
∫
Br(qi)

k∑
j=1

‖Hess(bij)‖2 dV→ 0 and

−
∫
Br(qi)

k∑
j,l=1

|〈∇bij ,∇bil〉 − δjl| dV ≤ 10−n
2

for all r ≤ ri. Then each sublimit of (Bri(qi), qi) is isometric to a product (Rk×X, q∞)
for some metric space X and some point q∞ ∈ Rk×X.

Proof. Let (Y, y) be an arbitrary sublimit of (Bri(qi), qi). Without loss of generality,
assume convergence (Bri(qi), qi) → (Y, y). The concept of the proof is the following: For
well chosen q̂i and cijl := 〈∇bij ,∇bil〉(q̂i), one gets −

∫
B1(qi)

|〈∇bij ,∇bil〉 − cijl| dV → 0. In
the second step, the corresponding statement for balls of arbitrary radius will be shown.
Finally, after passing to a subsequence such that every (cijl)i∈N converges to some limit cjl
and defining hjl via the identity

(
(hjl)1≤j,l≤k

)2
=
(
(cjl)1≤j,l≤k

)−1
, the linear combinations

dij :=
∑k

l=1 hjlb
i
l satisfy the hypothesis of the Product Lemma, and thus, prove the claim.

a) Fix 1 ≤ j, l ≤ k. This step provides cijl ∈ R satisfying

−
∫
B1(qi)

|〈∇bij ,∇bil〉 − cijl| dV→ 0.
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First, fix R > 0 and let i0 ∈ N be large enough such that for all i ≥ i0, both ri ≥ 2R
and RicMi ≥ −(n − 1) · εi > −(n − 1) · 2 εi → 0. Let i ≥ i0. Given p, q ∈ BR(qi)
such that q is not in the cut locus of p (recall that the set of these points has full
measure), let γpq : [0, 1] → Mi denote a minimising geodesic connecting p and q.
Then the Segment Inequality provides τ = τ(n,R) such that

−
∫
BR(qi)×BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γpq(t)) dt dV(q)

≤ τ ·R · −
∫
B2R(qi)

(‖Hess(bij)‖+ ‖Hess(bil)‖) dV

→ 0 as i→∞

using that, by applying the hypothesis to r = 2R ≤ ri for i ≥ i0,

(
−
∫
B2R(qi)

(‖Hess(bij)‖+ ‖Hess(bil)‖) dV
)2

≤ −
∫
B2R(qi)

(‖Hess(bij)‖+ ‖Hess(bil)‖)2 dV

≤ 2 · −
∫
B2R(qi)

‖Hess(bij)‖2 + ‖Hess(bil)‖2 dV

≤ 4 · −
∫
B2R(qi)

k∑
j=1

‖Hess(bij)‖2 dV

→ 0 as i→∞.

Now prove the statement for radius 1: Suppose there exists ε > 0 such that for every
N ≥ i0 there is i ≥ N with

−
∫
B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq̂iq(t)) dt dV(q) ≥ ε

for all q̂i ∈ B1/2(qi). For such an i, estimating the average value on the 1-ball by the
one on the 1

2 -ball using vol(B1/2(qi)) ≥ c1(n) · vol(B1(qi)) for c1(n) := 1
CBG(n,−1, 1

2
,1)

gives

−
∫
B1(qi)×B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq̂iq(t)) dt dV(q̂i, q)

≥
vol(B1/2(qi))

vol(B1(qi))
· −
∫
B1/2(qi)×B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq̂iq(t)) dt dV(q̂i, q)
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≥ c1(n) · −
∫
B1/2(qi)×B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq̂iq(t)) dt dV(q̂i, q)

≥ c1(n) · −
∫
B1/2(qi)

ε dV(q̂i)

= c1(n) · ε > 0,

and this is a contradiction. Thus, for i ≥ i0, there exists q̂i ∈ B1/2(qi) with

−
∫
B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq̂iq(t)) dt dV(q)→ 0.

Using ‖γ̇q̂i,q(τ)‖ = d(q̂i, q) ≤ 3
2 due to q ∈ B1(qi) and q̂i ∈ B1/2(qi),∣∣∣〈 d

dt |t=τ
∇bij(γq̂iq(t)),∇b

i
l(γq̂iq(τ))

〉∣∣∣
= |〈Hess(bij) · γ̇q̂iq(τ),∇bil〉(γq̂iq(τ))|
≤ ‖Hess(bij) · γ̇q̂iq(τ)‖(γq̂iq(τ)) · ‖∇bil‖(γq̂iq(τ))

≤ ‖Hess(bij)‖(γq̂iq(τ)) · ‖γ̇q̂iq(τ)‖(γq̂iq(τ)) · L

≤ 3L

2
· ‖Hess(bij)‖(γq̂iq(τ))

for each i ∈ N. Thus, for cijl := 〈∇bij ,∇bil〉(q̂i),

−
∫
B1(qi)

|〈∇bij ,∇bil〉(q)− cijl| dV(q)

= −
∫
B1(qi)

∣∣∣ ∫ 1

0

d

dt |t=τ
〈∇bij ,∇bil〉 ◦ γq̂iq(t) dτ

∣∣∣ dV(q)

≤ −
∫
B1(qi)

∫ 1

0

∣∣∣ d
dt |t=τ

〈∇bij(γq̂iq(t)),∇b
i
l(γq̂iq(t))〉

∣∣∣ dτ dV(q)

= −
∫
B1(qi)

∫ 1

0

∣∣∣〈 d
dt |t=τ

∇bij(γq̂iq(t)),∇b
i
l(γq̂iq(t))〉

+ 〈∇bij(γq̂iq(t)),
d

dt |t=τ
∇bil(γq̂iq(t))〉

∣∣∣ dτ dV(q)

=
3L

2
· −
∫
B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γq̂iq(τ) dτ dV(q)

→ 0 as i→∞.

b) First, let R > 0 be arbitrary and prove

−
∫
BR(qi)

|〈∇bij ,∇bil〉 − cijl| dV→ 0.
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For R ≥ 1, vol(BR(qi))
vol(B1(qi))

≤ CBG(n,− εi, 1, R) ≤ CBG(n,−1, 1, R) =: c2(n,R)y for i
large enough. Thus, as in a),

−
∫
B1(qi)×BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γpq(t) dt dV(p, q)

≤ vol(BR(qi))

vol(B1(qi))
· −
∫
BR(qi)×BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γpq(t) dt dV(p, q)

≤ c2(n,R) · −
∫
BR(qi)×BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γpq(t) dt dV(p, q)

→ 0 as i→∞.

If R ≤ 1, using vol(B1(qi))
vol(BR(qi))

≤ CBG(n,−1, R, 1) =: c3(n,R) for sufficiently large i,

−
∫
B1(qi)×BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γpq(t) dt dV(p, q)

≤ c3(n,R) · −
∫
B1(qi)×B1(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γpq(t) dt dV(p, q)

→ 0 as i→∞.

Similarly to a), a q̄i ∈ B1(qi) is required satisfying both

ε̃i := |〈∇bij ,∇bil〉(q̄i)− cijl| → 0 as i→∞ and

−
∫
BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq̄iq(t)) dt dV(q)→ 0 as i→∞.

Assume no such q̄i exists, i.e. there are ε > 0 and ε′ > 0 such that for any N ∈ N
there is an i ≥ N such that each q̄i ∈ B1(qi) satisfies |〈∇bij ,∇bil〉(q̄i) − cijl| ≥ ε or
−
∫
BR(qi)

∫ 1
0 (‖Hess(bij)‖ + ‖Hess(bil)‖)(γq̄iq(t)) dt dV(q) ≥ ε′. Assume the first condi-

tion is satisfied for infinitely many i. Then the corresponding subsequence is bounded
from below by ε which is a contradiction to the sequence (of the average values of
these terms) converging to 0. So the second condition must hold for infinitely many
i. Then the corresponding subsequence is bounded from below by ε′ in contradiction
to the sequence converging to 0. This proves the existence of such a q̄i.

For this q̄i, as in the first step,

−
∫
BR(qi)

|〈∇bij ,∇bil〉(q)− cijl| dV(q)

≤ −
∫
BR(qi)

∫ 1

0

∣∣∣ d
dt t=τ

〈∇bij ,∇bil〉 ◦ γq̄iq(t)
∣∣∣+
∣∣∣〈∇bij ,∇bil〉(q̄i)− cijl∣∣∣ dτ dV(q)
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≤ (1 +R) · L · −
∫
BR(qi)

∫ 1

0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γq̄iq(t) dt dV(q) + ε̃i

→ 0 as i→∞.

Thus, εijl(q) := (〈∇bij ,∇bil〉 − cijl)(q) satisfies

−
∫
BR(qi)

| εijl | dV→ 0 as i→∞.

c) Define a linear combination of the bij that satisfies the hypothesis of the Product
Lemma after passing to a subsequence:

As the bij are L-Lipschitz, cijl := 〈∇bij ,∇bil〉(q̂i) ∈ [−L2, L2] is a bounded sequence,
and thus, has a convergent subsequence. Pass to the subsequence such that all
(cijl)i∈N converge and denote the limits by cjl := limi→∞ c

i
jl ∈ [−L2, L2]. Then

|cjl − δjl| = lim
i→∞
|cijl − δjl| ≤ 10−n

2

since

|cijl − δjl| = −
∫
BR(qi)

|cijl − 〈∇bij ,∇bil〉+ 〈∇bij ,∇bil〉 − δjl| dV

≤ −
∫
BR(qi)

|cijl − 〈∇bij ,∇bil〉| dV+−
∫
BR(qi)

|〈∇bij ,∇bil〉 − δjl| dV

where the first summand converges to 0 and the second satisfies

−
∫
BR(qi)

|〈∇bij ,∇bil〉 − δjl| dV ≤ −
∫
BR(qi)

k∑
j,l=1

|〈∇bij ,∇bil〉 − δjl| dV ≤ 10−n
2
.

Hence, the matrix C := (cjl)1≤j,l≤k is invertible, symmetric and positive definite.
In particular, its inverse C−1 is diagonalisable with positive eigenvalues. Let C−1

D

denote the diagonal matrix and S the invertible matrix with C−1 = S ·C−1
D ·S−1 and

define C−1/2
D as the diagonal matrix whose entries are the square roots of the diagonal

entries of C−1
D . Then H := (hjl)jl := S ·C−1/2

D ·S−1 satisfies H2 = C−1. Now define
dij :=

∑k
l=1 hjlb

i
l. Obviously, these are Lipschitz and harmonic. Furthermore, they

satisfy ∇dij =
∑k

l=1 hjl∇bil, and thus,

〈∇dij1 ,∇d
i
j2〉 =

k∑
l1,l2=1

hj1l1hj2l2〈∇bil1 ,∇b
i
l2〉 =

k∑
l1,l2=1

hj1l1hj2l2(cl1l2 + εil1l2)

= δj1j2 +
k∑

l1,l2=1

hj1l1hj2l2 ε
i
l1l2
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due to
k∑

l1,l2=1

hj1l1hj2l2cl1l2 =
k∑

l1=1

hj1l1

k∑
l2=1

cl1l2hl2j2 =
k∑

l1=1

hj1l1(C ·H)l1j2

= (H · C ·H)j1j2 = δj1j2 .

Thus,

−
∫
BR(qi)

k∑
j1,j2=1

∣∣〈∇dij1 ,∇dij2〉 − δj1j2∣∣ dV
= −
∫
BR(qi)

k∑
j1,j2=1

∣∣∣ k∑
l1,l2=1

hj1l1hj2l2 ε
i
l1l2

∣∣∣ dV
≤

k∑
j1,j2,l1,l2=1

hj1l1hj2l2−
∫
BR(qi)

∣∣ εij1j2 ∣∣ dV
→ 0 as i→∞.

Similarly,

‖Hess(dij)‖2 =
∥∥∥ k∑
l=1

hjl ·Hess(bil)
∥∥∥2

=

k∑
l1,l2=1

hjl1hjl2 · 〈Hess(bil1),Hess(bil2)〉

≤
k∑

l1,l2=1

hjl1hjl2 · ‖Hess(bil1)‖ · ‖Hess(bil2)‖

≤ 1

2
·

k∑
l1,l2=1

hjl1hjl2 · (‖Hess(bil1)‖2 + ‖Hess(bil2)‖2)

≤ ĥ ·
k∑
l=1

‖Hess(bil)‖2

for ĥ := max{h2
jl | 1 ≤ j, l ≤ k}. Finally,

−
∫
Br(qi)

k∑
j=1

‖Hess(dij)‖2 dV

≤ k · ĥ · −
∫
Br(qi)

k∑
l=1

‖Hess(bil)‖2 dV

→ 0 as i→∞.
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Therefore, the hypothesis of the Product Lemma is satisfied, and, after passing to
a subsequence, (Bri(qi), qi) converges to (Rk×X, (0, q∞)) for some metric space X
and q∞ ∈ X. Since (Bri(qi), qi) converges to (Y, y), this proves that Y is isometric
to Rk×X.

Applying the previous two lemmata proves that for sufficiently small balls there is a
subset good base points of arbitrarily good volume such that all sublimits of sequences
with respect to those base points split off an Rk-factor. In order to verify this, the following
statement, which in its first form was proven by Stein in [Ste93, p. 13], is needed in order
to estimate the volume of a set where the so called ρ-maximum function is bounded from
above. This statement will be useful later on as well. Again, the notation of [KW11,
Lemma 1.4b)] is used.

Theorem 2.8 (Weak type 1-1 inequality). Let M be an n-dimensional Riemannian man-
ifold satisfying the lower Ricci curvature bound RicM ≥ −(n − 1). For a non-negative
function f : M → R and ρ > 0, define the ρ-maximum function of f as

Mxρ f(p) := sup
r≤ρ
−
∫
Br(p)

f.

Especially, put Mx f(p) = Mx2 f(p).
Then there is C1-1(n) > 0 such that for any non-negative function f ∈ L1(M) and

c > 0,

vol({x ∈M | Mxρ f(x) > c}) ≤ C1-1(n)

c

∫
M
f dVM .

Using this, the first set needed for Proposition 2.1 can be constructed.

Lemma 2.9. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n. For every ε̂ ∈ (0, 1)
there exists δ̂1 = δ̂1(ε̂;n, k) > 0 such that for all 0 < r ≤ δ̂1 and qi ∈Mi with

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂1

there is a family of subsets of good points G1
r(qi) ⊆ Br(qi) satisfying

volMi(G
1
r(qi)) ≥ (1− ε̂) · volMi(Br(qi)) and G1

r(qi) ⊆ G̃i

where

G̃i := {qi ∈Mi | for all λi →∞ and all sublimits (Y, ·) of (λiMi, qi)

there exists X such that Y ∼= Rk×X isometrically}.
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Proof. This follows from Lemma 2.5 and Lemma 2.7 for well chosen δ̂ > 0: For the
constant C1-1(n) from Theorem 2.8, define C(n) := C1-1(n) · 10n

2 · CBG(n,−1, 1, 2), and
let δ̂1 = δ̂1(ε̂;n, k) be the constant δ̂( ε̂

C(n) , id, 2;n, k) and L(n) be as in Lemma 2.5. Let

0 < r ≤ δ̂1 and qi ∈Mi with

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂1.

Then there exist harmonic and L-Lipschitz functions f ij : Br−1Mi
2 → R satisfying

−
∫
B
r−1Mi
2 (qi)

ψ∇(f i) + ψH(f i) dVr−1Mi
≤ ε̂

C(n)

where

ψ∇(f i) :=

k∑
j,l=1

|〈∇f ij ,∇f il 〉 − δjl| and ψH(f i) :=

k∑
j=1

‖Hess(f ij)‖2.

Define
Gi := {qi ∈ Br−1Mi

1 (qi) | Mxr
−1Mi

1 (ψ∇(f i) + ψH(f i))(qi) < 10−n
2}

where the 1-maximum function is taken with respect to the metric dr−1Mi
= 1

rdMi . Using
Theorem 2.8, the volume of this set can be estimated by

volr−1Mi
(Br−1Mi

1 (qi) \Gi)

≤ C1-1(n)

10−n2 ·
∫
B
r−1Mi
1 (qi)

ψ∇(f i) + ψH(f i) dVr−1Mi

≤ C(n)

CBG(n,−1, 1, 2)
·
∫
B
r−1Mi
2 (qi)

ψ∇(f i) + ψH(f i) dVr−1Mi

≤ C(n)

CBG(n,−1, 1, 2)
· ε̂

C(n)
· volr−1Mi

(Br−1Mi
2 (qi))

≤ ε̂

CBG(n,−1, 1, 2)
· CBG(n,−1, 1, 2) · volr−1Mi

(Br−1Mi
1 (qi))

= ε̂ · volr−1Mi
(Br−1Mi

1 (qi)).

Hence, regarding G1
r(qi) := Gi as a subset of Mi,

volMi(G
1
r(qi))

volMi(B
Mi
r (qi))

=
volr−1Mi

(Gi)

volr−1Mi
(Br−1Mi

1 (qi))
≥ 1− ε̂.

It remains to prove G1
r(qi) ⊆ G̃i: Let xi ∈ G1

r(qi) and λi → ∞ be arbitrary. Define
ri := λi · r → ∞ and let 0 < ρ ≤ ri. Since BλiMi

ri (xi) = Br−1Mi
1 (xi) ⊆ Br−1Mi

2 (qi), the
maps

f̃ ij := ri · f ij : BλiMi
ri (xi)→ R
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are well defined, harmonic and L-Lipschitz and satisfy (cf. Lemma 1.4)

−
∫
B
λiMi
ρ (xi)

ψ∇(f̃ i) dVλiMi

= −
∫
B
r−1Mi
ρ/ri

(xi)
ψ∇(f i) dVr−1Mi

≤ Mxr
−1Mi

1 (ψ∇(f i) + ψH(f i))(xi)

≤ 10−n
2

and

−
∫
B
λiMi
ρ (xi)

ψH(f̃ i) dVλiMi

=
1

r2
i

· −
∫
B
r−1Mi
ρ/ri

(xi)
ψH(f i) dVr−1Mi

≤ 1

r2
i

·Mxr
−1Mi

1 (ψ∇(f i) + ψH(f i))(xi)

≤ 10−n
2

r2
i

→ 0 as i→∞.

By Lemma 2.7, any sublimit of (λiMi, xi) has the form (Rk×X, ·) for some metric space
X. Thus, G1

r(qi) ⊆ G̃i.

2.2 Construction of G2
r(qi) and λi

The aim of this section is to find a rescaling sequence λi → ∞ and a family of subsets
G2
r(qi) ⊆ Br(qi) with the following two properties: On the one hand, every single rescaled

manifold λiMi (with a base point from G2
r(qi)) is close to a product of Rk and a compact

metric space. On the other hand, the sublimits of sequences (λiMi, xi) with base points
xi ∈ G2

r(qi) have the same dimension (depending not on the base points but only on the
choice of the subsequence).

Before motivating the procedure, the notion of time-dependent vector fields needs to be
introduced. A time-dependent vector field is a generalisation of a vector field on manifolds:
In principle, if X : I ×M → TM is a time-dependent vector field and t ∈ I a fixed time,
then Xt := X(t, ·) : M → TM is a vector field in the usual sense. Since the notions of
integral curves and flows require an additional time parameter, transferring these notion
to time-dependent vector field is not completely trivial. Therefore, the following definition
introduces all these concepts. Recall that, given a vector field in the usual sense, its flow is
a 1-parameter family. The subsequent proposition states a corresponding property for time
dependent flows. Both the definition and the proposition are essentially (up to different
notation) taken from [Lee03, p. 451 f.].
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Definition 2.10. Let (M, g) be a Riemannian manifold and I ⊆ R be an interval.

a) A continuous map X : I ×M → TM is called a time-dependent vector field if

Xt
p := Xt(p) := X(t, p) ∈ TpM

for all (t, p) ∈ I ×M , i.e. Xt is a vector field for all t ∈ I.

b) A time-dependent vector field X : I ×M → TM is called piecewise constant in time
if there exist disjoint sub-intervals I = I1 q . . . q In such that for all 1 ≤ i ≤ n and
all s, t ∈ Ii, Xs = Xt.

c) For arbitrary s ∈ I and for I − s := {τ − s | τ ∈ I}, a curve c : I − s→M is called
s-integral curve of X if

c′(t) = Xs+t
c(t)

for all t ∈ I − s. A 0-integral curve is also called integral curve of X.

d) There exists an open set

Ω ⊆
⋃
s∈I
{s} × (I − s)×M

and a map Φ : Ω→M such that for any (s, p) ∈ I ×M the set

Ω(s,p) := {t ∈ I − s | (s, t, p) ∈ Ω}

is an open interval which contains 0, and for any fixed (s, p) ∈ I × M the map
c : Ω(s,p) →M defined by c(t) := Φ(s, t, p) is the unique maximal s-integral curve of
X with starting point p. Using the notation ϕst := Φ(s, t, ·), this is equivalent to ϕ
being a maximal solution of

d

dt |t=t0
ϕst (p) = Xs+t0

ϕst0
(p) and ϕs0 = id .

Such a Φ is called flow of X.

e) A time-dependent vector field X has compact support if there exists a compact set
K ⊆M such that for all t ∈ I the vector fields Xt have support K. In this case, the
flow Φ exists for all times.

Proposition 2.11. For a time-dependent vector field X : I ×M → TM and its flow
Φ : Ω → M , denote ϕst := Φ(s, t, ·) as before and let p ∈ M and s, t, u be times such that
(s, t, p) ∈ Ω and (s+ t, u, ϕst (p)) ∈ Ω. Then (s, t+ u, p) ∈ Ω and

ϕs+tu ◦ ϕst (p) = ϕst+u(p).

In particular, if defined, ϕs+t−t is the inverse of ϕst .
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In order to prove that two blow-ups have the same dimension, the following will be
established and used: Let Xi : [0, 1] ×Mi → TMi be time-dependent vector fields with∫ 1

0 (Mx2r(‖∇.Xt
i‖3/2)(ci(t)))

2/3 dt < ε̂ for all i ∈ N where ε̂ > 0 and the ci are (0-)integral
curves. Moreover, let theXi be divergence free, i.e. the flows are measure preserving. Then
any blow-ups coming from the sequences with base points ci(0) and ci(1), respectively, have
the same dimension, i.e. if λi →∞ with

(λiMi, ci(0))→ (Y0, y0) and (λiMi, ci(1))→ (Y1, y1),

then dim(Y0) = dim(Y1). This will be proven in section 2.3.
Since Gromov-Hausdorff convergence is preserved by shifting base points a little bit,

the same statement is true if the base points ci(0) and ci(1), respectively, are replaced by
points xi and yi, respectively, where λi · d(ci(0), xi) < C and λi · d(ci(1), yi) < C for some
C > 0 (independent of i). This motivates the following definition.

Definition 2.12. Let M be a complete connected n-dimensional Riemannian manifold
and r, C, ε̂ > 0. A point q ∈M has the C(M, r,C, ε̂)-property if the following holds:

There is a subset Br(q)′ ⊆ Br(q) such that for all x, y ∈ Br(q)′ there exists a time-
dependent vector field X : [0, 1]×M → TM which is piecewise constant in time and has
compact support and an integral curve c : [0, 1]→M satisfying the following conditions:

a) The vector field Xt is divergence free on B10r(c(t)) for all 0 ≤ t ≤ 1,

b) d(x, c(0)) < C, d(y, c(1)) < C and

c)
∫ 1

0 (Mx2r(‖∇.Xt‖3/2)(c(t)))2/3 dt < ε̂.

In order to construct the subset G2
r(qi), the following statement is used: There is a

rescaling factor such that, if a manifold is sufficiently close to Rk, the rescaled manifold
is close to a product. This statement will be proven by contradiction using the following
theorem of Kapovitch and Wilking where the first part is the first part of the original
theorem and the second is taken from its proof.

Theorem 2.13 (Rescaling Theorem [KW11, Theorem 5.1]). Let (Mi, pi)i∈N be a sequence
of n-dimensional Riemannian manifolds and let ri → ∞ and µi → 0 be sequences of
positive real numbers such that BMi

ri (pi) has curvature larger than −µi and B̄Mi
ri (pi) is

compact. Suppose that (Mi, pi) converges to (Rk, 0) for some k < n. After passing to a
subsequence, there is a compact metric space K with diam(K) = 10−n

2, a family of subsets
G1(pi) ⊆ B1(pi) with vol(G1(pi))

vol(B1(pi))
→ 1 and a sequence λi →∞ such that the following holds:

a) For all qi ∈ G1(pi), the isometry type of the limit of any convergent subsequence of
(λiMi, qi) is given by the metric product Rk×K.

b) There exists a sequence ε̂i → 0 such that pi has the C(Mi, 1, Ci, ε̂i)-property where
Ci := 9n

λi
.
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Lemma 2.14. For ε̂ ∈ (0, 1), R > 0, η > 0 and k < n there is δ̂ = δ̂(ε̂, R, η;n, k) > 0 such
that for all pointed n-dimensional Riemannian manifolds (M,p) with lower Ricci curvature
bound RicM ≥ −(n− 1) · δ̂2 satisfying that B̄1/δ̂(p) is compact and

dGH((M,p), (Rk, 0)) ≤ δ̂

there is a factor λ > 0 such that the following holds:

a) There are a subset of good points G1(p) ⊆ B1(p) satisfying

volM (G1(p)) ≥ (1− ε̂) · volM (B1(p))

and a compact metric space K of diameter 1 such that for all q ∈ G1(p) there is a
point q̃ ∈ Rk×K with

dGH(BλM
R (q), BRk ×K

R (q̃)) ≤ η.

b) The base point p has the C(M, 1, 9n·10n
2

λ , ε̂)-property.

Proof. The proof is done by contradiction (using the Rescaling Theorem).
Assume that the statement is false and choose the contradicting 0 < ε̂ < 1, R > 0,

η > 0 and k < n. Thus, for δ̂ = 1
i , where i ∈ N, there is (Mi, pi) with lower Ricci curvature

bound RicMi ≥ −n−1
i2

> −2(n−1)
i2
→ 0 satisfying that B̄i(pi) is compact and

dGH((Mi, pi), (Rk, 0)) ≤ 1

i

such that for any λi > 0 statement a) or statement b) is not satisfied.
By Proposition 1.8 b), (Mi, pi) → (Rk, 0). Using the Rescaling Theorem and after

passing to a subsequence, there exist a subset of good points G1(pi) ⊆ B1(pi) such that

vol(G1(pi))

vol(B1(pi))
→ 1 as i→∞,

there exists λ̃i →∞ and a compact metric space K with diameter 10−n
2 such that

a’) for all qi ∈ G1(pi) and all sublimits (Y, ·) of (λ̃iMi, qi) there exists q′ ∈ K̃ such that
(Y, ·) ∼= (Rk×K̃, (0, q′)),

b’) for all xi, yi ∈ G1(pi) there is a time-dependent, piecewise constant in time vector
field Xi with compact support and an integral curve ci such that the vector field Xt

i

is divergence free on B10(ci(t)) for all 0 ≤ t ≤ 1, d(xi, ci(0)) < 9n

λ̃i
, d(yi, ci(1)) < 9n

λ̃i

and
∫ 1

0 (Mx(‖∇.Xt
i‖3/2)(ci(t)))

2/3 dt→ 0 as i→∞.

Choose these G1(pi), let λi := 10n
2 · λ̃i → ∞ and K := 10n

2 · K̃. In particular, this
satisfies diam(K) = 1. Assume infinitely many i contradict the statement a). Without
loss of generality, let i be large enough such that vol(G1(pi))

vol(B1(pi))
≥ 1−ε̂. Pass to the subsequence
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of those contradicting i and choose points qi ∈ G1(pi) which contradict the statement a).
After passing to a subsequence and using the Rescaling Theorem, (λiMi, qi) is converging
to (Rk×K, q̃) for some point q̃ ∈ {0} ×K. In particular,

dGH(BλiMi
R (qi), B

Rk ×K
R (q̃)) ≤ η

for i large enough, and a) is satisfied by i. This is a contradiction. Hence, only finitely
many i contradict statement a).

Without loss of generality, assume that all i satisfy a). Therefore, by assumption, b)
is not satisfied by any i. Let xi, yi ∈ G1(pi) be contradicting and choose Xi and ci as in
the Rescaling Theorem. In particular, Xt

i is divergence free on B10(ci(t)) for all 0 ≤ t ≤ 1

and both d(xi, ci(0)) < 9n·10n
2

λi
and d(yi, ci(1)) < 9n·10n

2

λi
. Moreover, for i large enough,∫ 1

0 (Mx(‖∇.Xt
i‖3/2)(ci(t)))

2/3 dt < ε̂. This is a contradiction.

Now rescaling the sequence Mi such that each element is close enough to Rk and
applying the previous result, one obtains factors λi which basically are the sought-after
rescaling sequence. However, the lemma does provide λi for every i, but does not give
any hint about whether or not λi → ∞ as i → ∞. In order to prove λi → ∞, the fact is
needed that spaces of different dimensions are not close. This in turn follows from the fact
that sequences of limit spaces do not increase dimension. For this, the following lemma
is needed which states that, given a converging sequence of proper length spaces, there
exists a rescaling such that the rescaled sequence converges to a tangent cone.

Lemma 2.15. Let (Xi, pi) → (X, p) be a converging sequence of proper length spaces.
Then there exists µi →∞ such that for all λi →∞ with λi ≤ µi, (λiXi, pi) subconverges
to a tangent cone of (X, p).

Proof. For εi → 0 such that dGH((Xi, pi), (X, p)) ≤ εi, let µi := ε
−1/2
i . For fixed r > 0,

let i be large enough such that r ≤ ε−3/2
i . Then r

µi
≤ 1

εi
and

dGH(BXi
r/µi

(pi), B
X
r/µi

(p)) ≤ 16 · dGH(BXi
1/ εi

(pi), B
X
1/ εi

(p)) ≤ 16 εi → 0 as i→∞

by Lemma 1.11 b). After passing to a subsequence, (µiX, p) converges to a tangent cone
(Y, q). Then

dGH(BµiXi
r (pi), B

Y
r (q)) ≤ µi · dGH(BXi

r/µi
(pi), B

X
r/µi

(p)) + dGH(BµiX
r (p), BY

r (q))→ 0,

and this proves that (µiXi, pi) subconverges to (Y, q).
Now let λi → ∞ with λi ≤ µi and define αi := λi

µi
∈ [0, 1]. After passing to a further

subsequence, there is α ≤ 1 such that αi → α. By Lemma 1.10 c), both (λiX, p)→ (αY, q)
and (λiMi, pi) → (αY, q). In particular, (λiXi, pi) subconverges to a tangent cone of
(X, p).

Let X n denote the class of all pointed metric spaces that can occur as Gromov-
Hausdorff limit of a sequence of pointed complete connected n-dimensional Riemannian
manifolds Mi with lower Ricci curvature bound RicMi ≥ −(n− 1).
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Lemma 2.16. Let (Xi, pi) → (X, p) be converging spaces in X n with dim(Xi) = k ≤ n
and dim(X) = l ≤ n. Then l ≤ k.

Proof. In order to estimate dim(X), take a generic point x ∈ Xgen and construct a tangent
cone Rdim(X). The idea of this construction is to consider sequences of manifolds Mij

converging to Xi. For large i, these are sufficiently close to X, and applying Lemma 2.5
and Lemma 2.7 will give the claim. So, let (Mij , pij)→ (Xi, pi) as j →∞.

Without loss of generality, let p ∈ X be generic: Take any x ∈ Xgen. For pxi → x, then
(Xi, p

x
i )→ (X,x) as well.

Choose a monotonically increasing sequence µi → ∞ such that (µiXi, p
x
i ) → (Rl, 0)

as in Lemma 2.15. In particular, RicµiMij ≥ −(n − 1) · µ−2
i . Since the rescaled spaces

µiXi are k-dimensional as well, without loss of generality, assume (X, p) = (Rl, 0) and
RicMij ≥ −(n− 1) · δi for some monotonically decreasing sequence δi → 0.

Choose εi → 0 as in Lemma 1.10 a) such that

dGH(BXi
1/ εi

(pi), B
Rl
1/ εi

(0)) ≤ εi
2
.

Without loss of generality,

dGH(B
Mij

1/ εi
(pij), B

Xi
1/ εi

(pi)) ≤
εi
2

for al j ∈ N. Hence,
dGH(B

Mij

1/ εi
(pij), B

Rl
1/ εi

(0)) ≤ εi .

Define g : R+ → R+ by

g(x) :=

{
εi if δi ≤ x < δi−1,

1 if x ≥ δ1,

let C1-1(n) be the constant of Theorem 2.8, c = c(n) := 2 · C1-1(n) ·CBG(n,−1, 1
2 , 1) and

choose δ̂ = δ̂(10−n
2

c , g, 1;n, l) as in Lemma 2.5. Let i be large enough such that δi ≤ δ̂ and
let j ≥ J(i). Then RicMij ≥ −(n− 1) · δi and, since g(δi) = εi,

dGH(B
Mij

1/g(δi)
(pij), B

Rl
1/g(δi)

(0)) ≤ g(δi).

Hence, there is a constant L = L(n) and harmonic L-Lipschitz maps f ijh : B
Mij

1 (pij)→ R,
1 ≤ h ≤ l, such that

−
∫
B
Mij
1 (pij)

l∑
h1,h2=1

|〈∇f ijh1 ,∇f
ij
h2
〉 − δh1h2 |+

l∑
h=1

‖Hess(f ijh )‖2 dVMij <
10−n

2

c
.

In order to simplify notation, let

F ij :=
l∑

h1,h2=1

|〈∇f ijh1 ,∇f
ij
h2
〉 − δh1h2 |+

l∑
h=1

‖Hess(f ijh )‖2.
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Since

vol({p ∈ BMij

1/2 (pij) | Mx1/2(F ij) > 10−n
2})

≤ C1-1(n)

10−n2 ·
∫
B
Mij
1/2

(pij)
F ij dV

≤ C1-1(n)

10−n2 ·
∫
B
Mij
1 (pij)

F ij dV

<
C1-1(n)

10−n2 ·
10−n

2

2 · C1-1(n) ·CBG(n,−1, 1
2 , 1)

· vol(B
Mij

1 (pij))

≤ 1

2
· vol(B

Mij

1/2 (pij)),

the set
Gij := {p ∈ B̄Mij

1/2 (pij) | Mx1/2(F ij)(p) ≤ 10−n
2}

is compact with vol(Gij) ≥ 1
2 · vol(B

Mij

1/2 (pij)). Applying Proposition 1.17 a), the sequence

(Gij)j∈N subconverges to a set Gi ⊆ B̄Xi
1/2(pi) with positive volume, in particular, the

intersection with (Xi)gen is nonempty. Without loss of generality, assume that (Gij)j∈N
itself converges to Gi and choose qij ∈ Gij converging to a qi ∈ (Xi)gen.

Since (Mij , qij) → (Xi, qi), there exists µij → ∞ (as j → ∞) as in Lemma 2.15 such
that (µijMij , qij)→ (Rk, 0) as j →∞.

On the other hand, the maps

f̃ ij := µijf
ij : B

µijMij

µij
(qij)→ R

are harmonic and L-Lipschitz. Furthermore, for arbitrary r > 0 and j large enough such
that 2r < µij ,

−
∫
B
µi
j
Mij

r (qij)

l∑
h1,h2=1

|〈∇f̃ ijh1 ,∇f̃
ij
h2
〉 − δh1h2 | dVµijMij

= −
∫
B
Mij

r/µi
j

(qij)

l∑
h1,h2=1

|〈∇f ijh1 ,∇f
ij
h2
〉 − δh1h2 | dVMij ≤ 10−n

2

and

−
∫
B
µi
j
Mij

r (qij)

l∑
h=1

‖Hess(f̃ ijh )‖2 dVµijMij

=
1

(µij)
2
· −
∫
B
Mij

r/µi
j

(qij)

l∑
h=1

‖Hess(f̃ ijh )‖2 dVMij → 0 as j →∞.
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By Lemma 2.7, there exists a metric space Z and a point z ∈ Rl×Z such that

(µijMij , qij)→ (Rl×Z, z) as j →∞

In particular, Rk ∼= Rl×Z, and thus, k ≥ l.

Lemma 2.17. For all k < n there is ε0 = ε0(n, k) ∈ (0, 1
100) such that the following is

true: If (X, p), (Rk×K, q) ∈ X n for a compact metric space K with diam(K) = 1 and
dim(X) = k, then

dGH(BX
1/ ε0

(p), BRk ×K
1/ ε0

(q)) > ε0 .

Proof. The proof is done by contradiction to Lemma 2.16: Assume the statement is false
and let k < n be contradicting. For every i ∈ N, i > 100, choose (Mij , pij)→ (Xi, pi) and
(Nij , qij)→ (Rk×Ki, qi) as j →∞ with diam(Ki) = 1, dim(Xi) = k and

dGH((Xi, pi), (Rk×Ki, qi)) ≤
1

i
.

In particular, (Xi, pi), (Rk×Ki, qi) ∈ X n.
For every i ∈ N there is J(i) ∈ N such that

dGH((Mij , pij), (Xi, pi)) ≤
1

i

for all j ≥ J(i). Define inductively j1 := J(1) and ji+1 := max{J(i), ji−1 + 1}. In
particular, ji →∞ as i→∞ and

dGH((Miji , piji), (Xi, pi)) ≤
1

i
.

By Theorem 1.16, after passing to a subsequence, (Miji , piji) converges to some (X, p) as
i→∞. In particular, (X, p) ∈ X n. By Lemma 1.11 b), for arbitrary r > 0 and i ≥ r

dGH(BXi
r (pi), B

Miji
r (piji))

≤ 16 · dGH(BXi
i (pi), B

Miji
i (piji))

<
16

i
→ 0 as i→∞.

This implies

dGH(BXi
r (pi), B

X
r (p))

≤ dGH(BXi
r (pi), B

Miji
r (piji)) + dGH(B

Miji
r (piji), B

X
r (p))→ 0 as i→∞.

Hence, (Xi, pi)→ (X, p), where, as seen before, (X, p) ∈ X n. With analogous argumenta-
tion, after passing to a further subsequence, (Rk×Ki, qi)→ (Rk×K, q) for some compact
metric space K with diam(K) = 1 and (Rk×K, q) ∈ X n.
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On the other hand, for r > 0 and i ≥ r,

dGH(BRk ×Ki
r (qi), B

X
r (p))

≤ dGH(BRk ×Ki
r (qi), B

Xi
r (pi)) + dGH(BXi

r (pi), B
X
r (p))

≤ 16 · dGH(BRk ×Ki
i (qi), B

Xi
i (pi)) + dGH(BXi

r (pi), B
X
r (p))→ 0 as i→∞.

Hence, (Rk×Ki, qi) → (X, p). In particular, X ∼= Rk×K and dim(X) > k. This is a
contradiction to dim(X) ≤ k by Lemma 2.16.

Using this lemma, the sought-after rescaling sequence and family of sets can finally be
constructed.

Lemma 2.18. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n. For every ε̂ ∈ (0, 1)
there exists δ̂2 = δ̂2(ε̂;n, k) > 0 such that for all 0 < r ≤ δ̂2 and qi ∈Mi with

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂2

there are a family of subsets of good points G2
r(qi) ⊆ Br(qi) with

vol(G2
r(qi)) ≥ (1− ε̂) · vol(Br(qi))

and a sequence λi →∞ which satisfy:

a) For each xi ∈ G2
r(qi) there is a compact metric space Ki with diameter 1 and a point

x̃i ∈ {0} ×Ki such that

dGH(BλiMi

1/ ε0
(xi), B

Rk ×Ki
1/ ε0

(x̃i)) ≤
ε0

200

for ε0 = ε0(n, k) as in Lemma 2.17.

b) The points qi have the C(Mi, r,
9n·10n

2

λi
, ε̂)-property.

Proof. For carefully chosen δ̂2, this is a direct consequence of rescaling the manifolds with
a factor 1

r where 0 < r ≤ δ̂2 and applying Lemma 2.14 to the rescaled manifolds: For
ε̂ ∈ (0, 1), let δ̂2 = δ̂2(ε̂;n, k) be the δ̂(ε̂, 1

ε0
, ε0200 ;n, k) of Lemma 2.14.

Let 0 < r ≤ δ̂2 and qi ∈Mi with

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂2.

Because of RicMi ≥ −(n− 1),

Ricr−1Mi
≥ −(n− 1) · r2 ≥ −(n− 1) · δ̂2

2 .
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Since Mi is complete, 1
rMi is complete as well, and thus, B̄r−1Mi

1/δ̂2
(qi) is compact. Due to

Lemma 2.14, there exist λ̃i > 0, a subset G̃1(qi) ⊆ Br−1Mi
1 (qi) with

vol(G̃1(qi)) ≥ (1− ε̂) · vol(Br−1Mi
1 (qi))

and a compact metric space Ki with diam(Ki) = 1 such that for every xi ∈ G̃1(qi) there
is x̃i ∈ {0} ×Ki with

dGH(Bλ̃ir
−1Mi

1/ ε0
(xi), B

Rk ×Ki
1/ ε0

(x̃i)) ≤
ε0

200

and for all xi, yi ∈ G̃1(qi) there are a time-dependent vector field Xi with compact
support which is piecewise constant in time and an integral curve ci such that both
dr−1Mi

(x, ci(0)) < 9n·10n
2

λ̃i
and dr−1Mi

(y, ci(1)) < 9n·10n
2

λ̃i
, the vector field Xt

i is divergence

free on Br−1Mi
10 (ci(t)) for all 0 ≤ t ≤ 1 as well as∫ 1

0
(Mxr

−1Mi
2 (‖∇.Xt‖3/2)(ci(t)))

2/3 dt < ε̂.

Define λi := λ̃i
r and regard G2

r(qi) := G̃1(qi) ⊆ Br−1Mi
1 (qi) = BMi

r (qi) as a subset of
Mi. Then

volMi(G
2
r(qi))

volMi(B
Mi
r (qi))

=
volr−1Mi

(G̃1(qi))

volr−1Mi
(Br−1Mi

1 (qi))
≥ 1− ε̂.

Moreover, given xi, yi ∈ G2
r(qi), fix the corresponding Xi and ci. Then Xt

i has compact
support and is divergence free on BMi

10r(ci(t)) for all 0 ≤ t ≤ 1,

dMi(x, ci(0)) < r · 9n · 10n
2

λ̃i
=

9n · 10n
2

λi
and dMi(y, ci(1)) <

9n · 10n
2

λi

and ∫ 1

0
(Mx2r(‖∇.Xt‖3/2)(ci(t)))

2/3 dt < ε̂.

Assume that the sequence (λi)i∈N is bounded. After passing to a subsequence, λi → α
and (λiMi, xi)→ (αX, q) for some q ∈ X. Since

dGH(BλiMi

1/ ε0
(xi), B

Rk ×Ki
1/ ε0

(x̃i)) ≤
ε0

200
,

one has
dGH(BαX

1/ ε0
(q), BRk ×Ki

1/ ε0
(x̃i)) ≤ ε0

for all i large enough in contradiction to Lemma 2.17. Hence, λi →∞.

This concludes the construction of G1
r(qi), G2

r(qi) and λi.
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2.3 The C-property and the dimension of blow-ups

In order to prove that the blow-ups with base points xi and yi, respectively, have the
same dimension, a crucial argument is that the flow of a time-dependent vector field as
in the definition of the C-property is bi-Lipschitz on some small set. This result and the
implication about dimensions are proven in this section.

For the proof it is important to know under which conditions large subsets of two balls
intersect. The following lemmata deal with this question.

Lemma 2.19. Let (X, d, vol) be a metric measure space and A′ ⊆ A ⊆ X, B′ ⊆ B ⊆ X
measurable with

vol(A′) ≥ (1− ε̂) · vol(A),

vol(B′) ≥ (1− ε̂) · vol(B),

vol(A ∩B) > 2ε̂ ·max{vol(A), vol(B)}

for some ε̂ > 0. Then vol(A′ ∩B′) > 0, in particular, A′ ∩B′ 6= ∅.

Proof. By hypothesis, vol((A ∩ B) \ A′) ≤ vol(A \ A′) ≤ ε̂ · vol(A) < 1
2 · vol(A ∩ B).

Analogously, vol((A ∩B) \B′) < 1
2 · vol(A ∩B). Thus,

vol((A ∩B) \ (A′ ∩B′)) ≤ vol((A ∩B) \A′) + vol((A ∩B) \B′)
< vol(A ∩B).

Therefore, vol(A′ ∩B′) = vol(A ∩B)− vol((A ∩B) \ (A′ ∩B′)) > 0.

Lemma 2.20. Let (M, g) be a complete connected n-dimensional Riemannian manifold
with lower Ricci curvature bound RicM ≥ −(n−1). Given 0 < ε̂ < 1

2 and s > 0, there exist
d0(n, ε̂, s), δ0(n, ε̂, s) > 0 such that (δ0(n), 1

sd0
− 1

2) is non-empty and for δ ∈ (δ0(n), 1
sd0
− 1

2),
points p, q ∈M with distance d := d(p, q) < d0 and R := d

2 + δd < 1
s ,

vol(BR(p) ∩BR(q)) > 2ε̂ ·max{vol(BR(p)), vol(BR(q))}.

Moreover, this δ0 can be chosen to be monotonically increasing in d0.

Proof. Let p, q ∈ M be arbitrary, γ : [0, d] → M be a shortest geodesic connecting p and
q and m := γ(d2) be the midpoint of this geodesic, i.e. d(p,m) = d(q,m) = d

2 .
First, let r > 0 be arbitrary. Observe Br(m) ⊆ Bd/2+r(p) ∩ Bd/2+r(q). Moreover,

Bd/2+r(p) ⊆ Bd/2+r+d(p,m)(m) ⊆ Bd+r(m). Then, by the Bishop-Gromov Theorem,

vol(Bd/2+r(p) ∩Bd/2+r(q))

vol(Bd/2+r(p))
≥ vol(Br(m))

vol(Bd+r(m))
≥ 1

CBG(n,−1, r, d+ r)
.

Now let C0 := 1
2ε̂ > 1 and r̂ := r̂(n, ε̂, s) := min

{ ln(C0)
2(n−1) ,

1
s

}
. For 0 < d < 2r̂, define

δ̃0(n, ε̂, d) := inf{δ′ > 0 | ∀δ > δ′ : fn,δ(δd) < C0} ∈ [0,∞]
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where for δ > 0 and r > 0,

fn,δ(r) := CBG
(
n,−1, r,

(
1 +

1

δ

)
· r
)
.

In fact, this δ̃0(n, ε̂, d) is finite and monotonically increasing in d as will be proven next:
Assume δ̃0(n, ε̂, d) = ∞, i.e. there exist δm → ∞ such that fn,δm(δmd) ≥ C0. Then,

applying Lemma 1.2,

fn,δm(δmd) = CBG
(
n,−1, δmd,

(
1 +

1

δm

)
δmd

)
= CBG(n,−1, δmd, δmd+ d)

→ e(n−1)d as m→∞,

and this implies e(n−1)d ≥ C0. On the other hand, e(n−1)d < e2(n−1)r̂ ≤ C0. This is a
contradiction. Thus, δ̃0(n, ε̂, d) <∞.

Now let d1 < d2 and δ > δ̃0(n, ε̂, d2). Since fn,δ is monotonically increasing in r,

C0 > fn,δ(δd2) ≥ fn,δ(δd1),

i.e. δ ≥ δ̃0(n, ε̂, d1), and this proves the monotonicity of δ̃0(n, ε̂, ·).
Hence, δ̃0(n, ε̂, d) decreases for decreasing d whereas 1

sd −
1
2 increases. Therefore, there

exists d0 = d0(n, ε̂, s) ≤ 2r̂ such that δ̃0(n, ε̂, d) ≤ 1
sd −

1
2 for d ≤ d0. Let

δ0 = δ0(n, ε̂, s) := δ̃0(n, ε̂, d0(n, ε̂, s)) = max{δ̃0(n, ε̂, d) | 0 < d ≤ d0}

where the monotonicity of δ̃0 is used in the last equality. For d ≤ d0 and δ0 < δ < 1
sd0
− 1

2 ,
let

R :=
d

2
+ δd =

(1

2
+ δ
)
· d <

(1

2
+

1

sd0
− 1

2

)
· d0 =

1

s
.

Then

vol(BR(p) ∩BR(q))

vol(BR(p))
≥ 1

CBG(n,−1, δd, d+ δd)
=

1

fn,δ(δd)
>

1

C0
= 2ε̂.

The next lemma will only be needed in chapter 3 but is already given here since its
statement and the proof are similar to the previous one.

Lemma 2.21. Let (M, g) be a complete connected n-dimensional Riemannian manifold
with lower Ricci curvature bound RicM ≥ −(n− 1). For all 0 < ε̂ < 1

2 and R > 0 there is
d0 = d0(n, ε̂, R) > 0 such that for all p, q ∈M with d(p, q) < d0,

vol(BR(p) ∩BR(q)) > 2ε̂ ·max{vol(BR(p)), vol(BR(q))}.
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Proof. Similarly to the proof of Lemma 2.20, for arbitrary points p, q ∈ M with distance
d := d(p, q) < 2R, observe

vol(BR(p) ∩BR(q))

vol(BR(p))
≥ 1

CBG(n,−1, R− d
2 , R+ d

2)
.

Since CBG(n,−1, R − d
2 , R + d

2) → 1 as d → 0, there is d0 = d0(n, ε̂, R) ∈ (0, 2R) such
that CBG(n,−1, R− d

2 , R+ d
2) < 1

2ε̂ for all d ≤ d0. In particular, for points p, q ∈M with
d(p, q) < d0,

vol(BR(p) ∩BR(q)) > 2ε̂ ·max{vol(BR(p)), vol(BR(q))}.

An important notion for investigating the C-property is the distortion of a function
which describes how much a function changes the distance of two points. In particular,
it will be important to know how much a flow changes the distance of two points up to
some fixed time.

Definition 2.22. For a map f : M → N between Riemannian manifolds the distortion
of f is the function dtf : M ×M → [0,∞) defined by

dtf (p, q) := |dN (f(p), f(q))− dM (p, q)|.

If Φ is the flow of a time-dependent vector field on M , t ∈ [0, 1] and p, q ∈ M , denote
ϕt := Φ(0, t, ·) and let

dt(t)(p, q) := max{dtϕτ (p, q) | 0 ≤ τ ≤ t},

and for r ≥ 0, let

dtr(t)(p, q) := min{r, dt(t)(p, q)}.

The subsequent lemma generalises [KW11, Lemma 3.7] and can be proven completely
analogously to it.

Lemma 2.23. For α̃ ∈ (1, 2) there exist C = C(n, α̃) and Ĉ = Ĉ(n, α̃) such that the
following holds for any 0 < R ≤ 1: Let M be an n-dimensional Riemannian manifold with
RicM ≥ −(n − 1) and X : [0, 1] ×M → TM be a time dependent, piecewise constant in
time vector field with compact support and flow Φ, ϕst := Φ(s, t, ·) and c : [0, 1] → M be
an integral curve of X such that Xt is divergence free on B10R(c(t)) for all t ∈ [0, 1].

Let ε̃ :=
∫ 1

0 (MxR(‖∇.Xt‖)) ◦ c(t) dt. Then for any r ≤ R
10 ,

−
∫
Br(c(s))×Br(c(0))

dtr(1)(p, q) dV(p, q) ≤ Cr · ε̃.

Furthermore, there is a subset Br(c(0))′ ⊆ Br(c(0)) with c(0) ∈ Br(c(0))′ such that

vol(Br(c(0))′) ≥ (1− Cε̃) · vol(Br(c(0))).
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Finally, for any t ∈ [0, 1],
ϕ0
t (Br(c(0))′) ⊆ Bα̃r(c(t))

and
vol(Br(c(t))) ≤ Ĉ · vol(Br(c(0))).

Proof. The proof can be done completely analogously to the one of [KW11, Lemma 3.7]
by replacing r

10 in the induction by r
m where m = 2 · α̃+1

α̃−1 > 0. Again, the constants C
and Ĉ can be made explicit in terms of the constant appearing in the Bishop-Gromov
Theorem.

The following lemma states that the flow of a time dependent vector field as in the
definition of the C-property is Lipschitz on certain small sets.

Lemma 2.24. Given α ∈ (1, 2), there exist C0 = C0(n, α) and C ′0 = C ′0(n, α) such that
for 0 < ε̂ < 1

2C0
and 0 < R ≤ 1 there is r̂0 = r̂0(n, ε̂, α,R) < R

20α satisfying the following:
Let M be an n-dimensional Riemannian manifold with lower Ricci curvature bound

RicM ≥ −(n − 1), X : [0, 1] ×M → TM a time dependent, piecewise constant in time
vector field with compact support and flow Φ, ϕst := Φ(s, t, ·), ϕt := ϕ0

t , c : [0, 1] → M
an integral curve of X such that Xt is divergence free on B10R(c(t)) for all t ∈ [0, 1] and∫ 1

0 (Mx2R(‖∇.Xt‖3/2)(c(t)))2/3 dt < ε̂.
Let p := c(0) and 0 < r < r̂0. Then there exists a subset Br(p)′′ ⊆ Br(p) containing

p with vol(Br(p)
′′) > (1− C ′0

√
ε̂) · vol(Br(p)) such that ϕt is α-bi-Lipschitz on Br(p)′′ for

any t ∈ [0, 1].

Proof. Define α̃ := α+1
2 ∈ (1, 3

2) ⊆ (1, 2) and fix the following constants:

• Let C = C(n, α) be the C(n, α̃) and Ĉ = Ĉ(n, α) be the Ĉ(n, α̃) appearing in
Lemma 2.23.

• Let C̃ = C̃(n) > 0 be the constant of [KW11, formula (6)] satisfying

Mxρ[Mxρ(f)](x) ≤ C̃(n) ·
(

Mx2ρ(f
3/2)(x)

)2/3
for any f ∈ L3/2(M) and 0 < ρ ≤ 1.

• Let C0 = C0(n, α) := C̃ · C.

• Let C ′0 = C ′0(n, α) := Ĉ2 +
√

C0
2 .

Fix 0 < ε̂ < min
{

1
2C0

, 1
}
and 0 < R ≤ 1. First, observe

ε̃ :=

∫ 1

0
(MxR(‖∇.Xt‖))(c(t)) dt ≤

∫ 1

0
MxR(MxR(‖∇.Xt‖))(c(t)) dt

≤ C̃ ·
∫ 1

0
Mx2R(‖∇.Xt‖3/2)2/3(c(t)) dt

< C̃ε̂.
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In particular, Cε̃ < C0 ε̂ <
1
2 . By Lemma 2.23, for all r ≤ R

10 ,

−
∫
Br(p)×Br(p)

dtr(1) dV ≤ Cr · ε̃ < C0 ε̂ · r

and there is a subset Br(p)′ ⊆ Br(p) containing p with

vol(Br(p)
′) ≥ (1− C0 ε̂) · vol(Br(p)) > (1− Cε̃) · vol(Br(c(0)))

and ϕt(Br(p)′) ⊆ Bαr(c(t)) for all t ∈ [0, 1]. Furthermore, for r ≤ R
10 ,

vol(Bαr(c(t)))

vol(Br(p)′)
≤ CBG(n,−1, r, αr) · vol(Br(c(t)))

vol(Br(p)′)

≤ CBG

(
n,−1,

1

10
,
α

10

)
· Ĉ · vol(Br(c(0)))

vol(Br(p)′)

≤ CBG

(
n,−1,

1

10
,
α

10

)
· Ĉ

1− Cε̃

< 2Ĉ · CBG

(
n,−1,

1

10
,
α

10

)
= Ĉ2.

Moreover,

−
∫
Br(p)′

∫ 1

0
MxR(‖∇.Xt‖) ◦ ϕt(x) dt dV(x)

=

∫ 1

0

1

vol(Br(p)′)
·
∫
Br(p)′

MxR(‖∇.Xt‖) ◦ ϕt(x) dV(x) dt

=

∫ 1

0

1

vol(Br(p)′)
·
∫
ϕt(Br(p)′)

MxR(‖∇.Xt‖)(x) dV(x) dt

≤
∫ 1

0

vol(Bαr(c(t)))

vol(Br(p)′)
· −
∫
Bαr(c(t))

MxR(‖∇.Xt‖)(x) dV(x) dt

≤ Ĉ2 ·
∫ 1

0
max

0≤ρ≤R
−
∫
Bρ(c(t))

MxR(‖∇.Xt‖)(x) dV(x) dt

≤ Ĉ2 · C̃
∫ 1

0
(Mx2R(‖∇.Xt‖3/2))2/3(c(t)) dt

< Ĉ2 · C̃ε̂.

Define

Br(p)
′′ := {x ∈ Br(p)′ |

∫ 1

0
MxR(‖∇.Xt‖) ◦ ϕt(x) dt < C̃ ·

√
ε̂}.
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Observe p ∈ Br(p)′′ due to ϕt(p) = c(t) and
∫ 1

0 MxR(‖∇.Xt‖) ◦ c(t) dt < C̃ · ε̂ ≤ C̃ ·
√
ε̂.

Furthermore,

vol(Br(p)
′′) ≥

(
1−
−
∫
Br(p)′

∫ 1
0 MxR(‖∇.Xt‖) ◦ ϕt(x) dt dV(x)

C̃ ·
√
ε̂

)
· vol(Br(p)

′)

>
(

1− Ĉ2 · C̃ε̂
C̃ ·
√
ε̂

)
· vol(Br(p)

′)

≥ (1− Ĉ2
√
ε̂) · (1− C0ε̂) · vol(Br(p))

≥ (1− (Ĉ2
√
ε̂+ C0ε̂)) · vol(Br(p))

> (1− C ′0
√
ε̂) · vol(Br(p))

using C ′0 = Ĉ2 +
√

C0
2 = Ĉ2 + C0 ·

√
1

2C0
> Ĉ2 + C0

√
ε̂.

Moreover, points in Br(p)′′ have the following property: Fix t ∈ [0, 1], a ∈ Br(p)′′ and
let ã := ϕt(a). In particular,

∫ 1
0 MxR(‖∇.Xt‖) ◦ ϕt(a) dt < C̃ ·

√
ε̂ and, by Lemma 2.23,

for any ρ ≤ R
10 there are subsets Bρ(a)′ ⊆ Bρ(a) and Bρ(ã)′ ⊆ Bρ(ã) such that

vol(Bρ(a)′) ≥ (1− C0

√
ε̂) · vol(Bρ(a)) and ϕt(Bρ(a)′) ⊆ Bα̃ρ(ã),

vol(Bρ(ã)′) ≥ (1− C0

√
ε̂) · vol(Bρ(ã)) and ϕt−t(Bρ(ã)′) ⊆ Bα̃ρ(a)

where C0

√
ε̂ < C0 · ε̂ < 1

2 .
Let d0 = d0(n, ε̂, α,R) and δ0 = δ0(n, ε̂, α,R), respectively, denote the constants

d0(n,C0

√
ε̂, 10

R ) and δ0(n,C0

√
ε̂, 10

R ), respectively, of Lemma 2.20. This d0 <
R
10 can be

chosen small enough such that δ0 ≤ 1
2 −

1
α+1 = 1

2 −
1

2α̃ <
1
2 . Define

r̂0 = r̂0(n, ε̂, α,R) :=
d0

2α
<

R

20α
.

From now on, assume r < r̂0 and let b ∈ Br(p)
′′ be another point. In particular,

d := d(a, b) < 2r < d0
α < d0. For arbitrary δ0 < δ < 1

2 , let ρ := (1
2 + δ)d < R

10 . By
Lemma 2.19 and Lemma 2.20, there exists a point z ∈ Bρ(a)′ ∩Bρ(b)′. Thus,

d(ϕt(a), ϕt(b)) ≤ d(ϕt(a), ϕt(z)) + d(ϕt(z), ϕt(b))

< 2 · α̃ρ
= α̃ · (2δ + 1)d.

Since δ > δ0 was arbitrary and (2δ0 + 1) · α̃ ≤ α, this proves

d(ϕt(a), ϕt(b)) ≤ α · d(a, b).

For ã = ϕt(a) and b̃ = ϕt(b) as before, d(ã, b̃) = d(ϕt(a), ϕt(b)) ≤ α · 2r < d0 and the
same argumentation as before gives

d(a, b) = d(ϕt−t(ã), ϕt−t(b̃)) ≤ α · d(ã, b̃) = α · d(ϕt(a), ϕt(b)).

Thus, ϕt is α-bi-Lipschitz on Br(p)′′ for r < r̂0.
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If a sequence of manifolds satisfies the previous lemma and the rescaled manifolds
endowed with the end points of the integral curve as base points converge, the limits have
the same dimension.

Lemma 2.25. Let (Mi)i∈N be a sequence of n-dimensional Riemannian manifolds which
satisfy the uniform lower Ricci curvature bound RicMi ≥ −(n − 1). For every i ∈ N,
let further Xi : [0, 1] ×M → TM be a time dependent, piecewise constant in time vec-
tor field with compact support and flow Φi, ϕti := Φi(0, t, ·), ci : [0, 1] → Mi be an in-
tegral curve of Xi such that Xt

i is divergence free on B10r(ci(t)) for all t ∈ [0, 1] and∫ 1
0 (Mx2r(‖∇.Xt

i‖3/2)(ci(t)))
2/3 dt < ε̂ for some 0 < r ≤ 1 and ε̂ > 0.

Assume x′i := ci(0) and y′i := ci(1) satisfy d(x′i, y
′
i) ≤ 2 and let λi → ∞ such that

(λiMi, x
′
i)→ (X,x∞) and (λiMi, y

′
i)→ (Y, y∞) as i→∞. Then dim(X) = dim(Y ).

Proof. The proof consists of three steps: First, for arbitrary radius r > 0, construct a
bi-Lipschitz map between subsets of B̄X

r (x∞) and B̄Y
αr(y∞), cf. Figure 2.1. Next, observe

that these subsets have positive volume. In particular, they intersect the set of generic
points. Finally, repeating the argument for the limit spaces proves the claim.

Choose any α ∈ (1, 2). Without loss of generality, let i ∈ N be large enough such
that r < λi · r̂0 where r̂0 = r̂0(α) is the constant from Lemma 2.24. Furthermore, let
BMi

r/λi
(x′i)

′′ ⊆ BMi

r/λi
(x′i) and ϕ1

i : BMi

r/λi
(x′i)

′′ → BMi

αr/λi
(y′i) be as in Lemma 2.24. Since

ϕ1
i is α-bi-Lipschitz, it can be extended to a map ϕ1

i : BMi

r/λi
(x′i)

′′ → B̄Mi

αr/λi
(y′i) which is

α-bi-Lipschitz as well.
In order to regard ϕ1

i as a map λiMi → λiMi instead of a mapMi →Mi, let Gi denote
this closure BMi

r/λi
(x′i)

′′ regarded as a subset of B̄λiMi
r (x′i) ⊆ λiMi. Correspondingly, define

fi : Gi → BλiMi
αr (y′i) by fi(q) := ϕ1

i (q), cf. Figure 2.1. By definition, this map is α-bi-
Lipschitz and measure preserving.

By Lemma 1.12, there exists a compact set Sr ⊆ B̄X
r (x∞) which is the sublimit of the

Gi and an α-bi-Lipschitz homeomorphism fr : Sr → fr(Sr) such that fr(Sr) is a sublimit
of the fi(Gi), cf. again Figure 2.1.

Now find a point x0 ∈ Sr such that both x0 and fr(x0) are generic: By Proposition 1.18,

B̄Mi

r/λi
(x′i) ∼= B̄λiMi

r (x′i) B̄X
r (x∞)

BMi

r/λi
(x′i)

′′ ∼= Gi Sr

B̄Mi

αr/λi
(y′i) ∼= B̄λiMi

αr (y′i) B̄Y
αr(y∞)

⊆ ⊆ ⊆

i→∞

i→∞

i→∞

ϕ1
i

fi fr

Figure 2.1: Sets and maps used to construct fr : Sr → B̄αr(y∞).
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there exists a constant C > 0 such that

volY (fr(Sr ∩Xgen) ∩Ygen)

= volY (fr(Sr ∩Xgen))

= C · volX(Sr ∩Xgen)

= C · volX(Sr) > 0.

Hence, there exists x0 ∈ Sr ∩ Xgen with image fr(x0) ∈ Ygen. By similar arguments
as before, the α-bi-Lipschitz maps λfr : (λSr, x0) → (λfr(Sr), y0) which are defined by
λfr(x) := fr(x) (sub)converge to an α-bi-Lipschitz map f : S∞ → S′∞ as λ → ∞.
Since x0 and f(x0) are generic, one has S∞ ⊆ Rdim(X) and S′∞ ⊆ Rdim(Y ). Furthermore,
vol(S∞) > 0. This implies

dim(X) = dim(Y ).

2.4 Proof of the main proposition

Now Proposition 2.1 can be proven: The idea is to intersect the sets constructed in
Lemma 2.9 and Lemma 2.18. For fixed base points xi in the intersection and the λi
of Lemma 2.18, the (λiMi, xi) are both close to products (Rk×Ki, ·) and converging to
a product (Rk×Y, ·) where the Ki are compact with diameter 1 and Y is some metric
space. The following (technical) lemmata show that this space Y in fact is compact.
Subsequently, the main proposition can be proven.

A map f : (X, dX) → (Y, dY ) between two metric spaces is called ε-isometry, where
ε > 0, if |dY (f(p), f(q))− dX(p, q)| < ε for all p, q ∈ X.

Lemma 2.26. Let R > r ≥ 0, ε > 0, k ∈ N, f : SR := SRk
R (0) → B̄Rk

R (0) \ BRk
R−r(0) be

a continuous ε-isometry with ε < 2 · (R − r) and define pr : B̄Rk
R (0) \ BRk

R−r(0) → SR by
pr(p) := R

‖p‖ · p. Then pr ◦f : SR → SR is surjective.

Proof. Denote the distance function on Rk by d and distinguish the two cases of r = 0
and r > 0: First, let r = 0, i.e. f(SR) ⊆ SR and pr = id. Assume that there exists a point
p ∈ SR \ f(SR) and define j : SR \ {p} → Rk−1 as the stereographic projection. Then the
composition j ◦ f : SR → Rk−1 is continuous and, by the theorem of Borsuk-Ulam, there
exist ±q ∈ SR such that j ◦ f(q) = j ◦ f(−q). Since j is a homeomorphism, f(q) = f(−q),
and hence, ε > |d(f(q), f(−q))− d(q,−q)| = 2R. This is a contradiction. Therefore, f is
surjective.

Now let r > 0 be arbitrary. For any p, q ∈ B̄Rk
R (0) \BRk

R−r(0),

|d(pr ◦f(p),pr ◦f(q))− d(p, q)|
≤ |d(pr ◦f(p),pr ◦f(q))− d(f(p), f(q))|+ |d(f(p), f(q))− d(p, q)|
≤ d(pr ◦f(p), f(p)) + d(pr ◦f(q), f(q)) + ε

≤ 2r + ε .

Thus, pr ◦f is a continuous 2r + ε-isometry and, by the first part, surjective.
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The following lemma states that, if two products Rk×X and Rk×Y are sufficiently
close and X is compact, then Y is compact as well with similar diameter as X.

Lemma 2.27. Let (X, dX) and (Y, dY ) be complete length spaces, X be compact, x0 ∈ X,
y0 ∈ Y and define

radY (y0) := sup{dY (y, y0) | y ∈ Y }.

Let k ∈ N, R > diam(X) and ε > 0. Then the following is true:

a) If diam(X) + 4 ε ≤ 2R
3 and dGH(BRk ×X

R ((0, x0)), BRk ×Y
R ((0, y0))) < ε

2 , then

min{R, radY (y0)}2 ≤ diam(X)2 + 2 ε ·diam(X) + 4 ε(R+ ε).

b) If diam(X) = 0 and dGH(BRk ×X
R ((0, x0)), BRk ×Y

R ((0, y0))) < R
12 , then Y is compact

with diam(Y ) < 2R.

c) If diam(X) = 1, R ≥ 100 and dGH(BRk ×X
R ((0, x0)), BRk ×Y

R ((0, y0))) < 1
100R , then

Y is compact with c ≤ diam(Y ) ≤ 5c for some constant c > 0.

d) If 1000 · diam(X) ≤ R < 1
2 · diam(Y ), then

dGH(BRk ×X
R ((0, x0)), BRk ×Y

R ((0, y0))) ≥ 20 · diam(X).

Proof. a) The idea is to map both the set SR × {y0} and the point (0, y0) to Rk×X
via ε-approximations, to take the projection onto the Euclidean factor and to find
an upper and lower estimate for the distance of the obtained set and point. Finally,
comparison of this upper and lower bound gives the result.

As in Proposition 1.8, let (f, g) be ε-approximations between B̄Rk ×X
R ((0, x0)) and

B̄Rk ×Y
R ((0, y0)) with f((0, x0)) = (0, y0) and g((0, y0)) = (0, x0). Let

d := diam(X) and δ := min{R, radY (y0)}.

For each n ∈ N, n ≥ 1, choose yn ∈ Y such that δ − 1
n ≤ δn := dY (yn, y0) ≤ δ. (If

radY (y0) > R, choose yn ∈ ∂B̄R(0) which is nonempty since Y is a length space;
otherwise, by definition, there exists a sequence ȳn satisfying dY (ȳn, y0) > δ − 1

n .)
In particular, δn is convergent with limit δ.

Let SR := ∂B̄Rk
R (0) ⊆ Rk and S := g(SR × {y0}) ⊆ Rk×X, cf. Figure 2.2. Then√

R2 + δ2
n − ε

= dRk ×Y ((0, yn), SR × {y0})− ε
≤ dRk ×X(g(0, yn), S)

= min
{√

dRk(prRk(g(0, yn)), prRk(p))2 + dX(prX(g(0, yn)),prX(p))2 | p ∈ S
}

≤
√
dRk(prRk(g(0, yn)),prRk(S))2 + d2
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∂B̄Rk
R (0)× {y0} = SR × {y0}

⊆

BRk ×Y
R ((0, y0))

g(SR × {y0}) = S

⊆

BRk ×X
R ((0, x0))

g

g

Figure 2.2: Definition of S.

proves the lower bound

dRk(prRk(g(0, yn)), prRk(S)) ≥
√

(
√
R2 + δ2

n − ε)2 − d2.

In order to find the upper bound, choose a number m ∈ N, m ≥ 1, with 2
m ≤ ε

and let ∆ be a spherical triangulation of SR such that the set of vertices Γ̃ of ∆
is a finite 1

m -net in SR and each two vertices of a simplex have (spherical) distance
at most 1

m . (Notice that their Euclidean distance is at most 1
m as well.) Define

Γ := Γ̃ × {y0} and h := prRk ◦g : Γ → Rk and extend h to a continuous map
H : SR × {y0} → B̄Rk

R (0) \ BRk
R−(d+3 ε)(0) by mapping each (spherical) simplex of ∆

with vertices γi continuously to the corresponding (Euclidean) simplex in Rk with
vertices h(γi), cf. Figure 2.3. Since Γ is finite, H is continuous.

Then h(Γ) defines an ( 1
m + ε)-net in H(SR × {y0}): Since each two vertices of a

simplex in ∆ have (Euclidean) distance at most 1
m , their images have distance at

most 1
m + ε. Hence, each points x ∈ H(SR × {y0}) is contained in a Euclidean

simplex whose vertices have pairwise distance at most 1
m + ε. Recall that, since the

simplex is Euclidean, x has distance at most 1
m + ε to each of these vertices. Let

h(γ) denote one of those vertices. In particular, x ∈ B̄1/m+ε(h(γ)), and this proves
H(SR × {y0}) ⊆

⋃
{B̄1/m+ε(γ

′) | γ′ ∈ H(Γ)}.

Furthermore, H is a (5 ε+d)-isometry: Let p, q ∈ SR be arbitrary. Choose points
γp, γq ∈ Γ̃ such that dRk(p, γp) ≤ 1

m and dRk(q, γq) ≤ 1
m . By construction,

dRk(H(p, y0), h(γp, y0)) ≤ 1

m
+ ε,

and thus,

|dRk(H(p, y0), H(q, y0))− dRk ×Y ((p, y0), (q, y0))|
≤ |dRk(H(p, y0), H(q, y0))− dRk(h(γp, y0), h(γq, y0))|

+ |dRk(h(γp, y0), h(γq, y0))− dRk ×X(g(γp, y0), g(γq, y0))|
+ |dRk ×X(g(γp, y0), g(γq, y0))− dRk ×Y ((γp, y0), (γq, y0))|
+ |dRk(γp, γq)− dRk(p, q)|
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SR × {y0}

⊇

Γ = Γ̃× {y0}

⊆
∆(γ1, . . . , γm)

H(SR × {y0}) ⊆ Rk

⊇

h(Γ)

⊆

∆(h(γ1), . . . , h(γm))

h = prRk ◦g

H

Figure 2.3: Definition of H.

≤ dRk(H(p, y0), h(γp, y0)) + dRk(H(q, y0), h(γq, y0))

+
(
dRk(prRk ◦ g (γp, y0),prRk ◦ g (γq, y0))2

+ dX(prX ◦ g (γp, y0),prX ◦ g (γq, y0))2
)1/2

− dRk(prRk ◦ g (γp, y0),prRk ◦ g (γq, y0))

+ ε

+ dRk(p, γp) + dRk(q, γq)

≤ 2 ·
( 1

m
+ ε

)
+ dX(prX ◦ g (γp, y0),prX ◦ g (γq, y0)) + ε+2 · 1

m

≤ 4

m
+ 3 ε+d

≤ 5 ε+d.

Finally, verify H(SR × {y0}) ⊆ B̄R(0) \BR−(d+3 ε)(0): Let p ∈ SR be arbitrary and
choose γp ∈ Γ such that d(p, γp) ≤ 1

m . Then

dRk(h(γp, y0),prRk(0, x0))

= dRk(prRk(g(γp, y0)),prRk(g(0, y0)))

=
√
dRk ×X(g(γp, y0), g(0, y0))2 − dX(prX ◦ g (γp, y0),prX ◦ g (0, y0))2

≥
√

(dRk ×Y ((γp, y0), (0, y0))− ε)2 − d2

=
√

(R− ε)2 − d2,

and hence,

dRk(H(p, y0), 0)

≥ dRk(h(γp, y0),prRk(0, x0))− dRk(H(p, y0), h(γp, y0))

≥
√

(R− ε)2 − d2 −
( 2

m
+ ε

)
≥ ((R− ε)− d)− 2 ε

= R− (d+ 3 ε).
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0

prRk(g(0, yn))

p

q

∂B̄R(0)

H(SR × {y0})

σ

Figure 2.4: Points used to estimate dRk(prRk(g(0, yn)), prRk(S)).

Then the image of H intersects each segment σ from the origin to a point in ∂B̄R(0):
By Lemma 2.26, since 2(d+3 ε)+(5 ε+d) ≤ 3(d+4 ε) < 2R, the segment σ intersects
∂B̄R(0) in a point contained in pr ◦H(SR × {y0}) where pr is the radial projection
to the sphere defined as in Lemma 2.26. Since the projection is radial, σ intersects
H(SR × {y0}) as well.

Let p be this intersecting point for the segment through prRk (g(0, yn)), cf. Figure 2.4.
Since h(Γ×{y0}) is a ( 2

m + ε)-net in H(SR), there exists a point q ∈ h(Γ) such that
dRk(p, q) ≤ 2

m + ε. Thus, using prRk(S) = prRk ◦g(SR × {y0}) ⊇ h(Γ) 3 q and that
the segment from prRk(g(0, yn)) to p is part of a segment connecting the origin and
the boundary of the R-ball,

dRk(prRk(g(0, yn)),prRk(S)) ≤ dRk(prRk(g(0, yn)), q)

≤ dRk(prRk(g(0, yn)), p) + dRk(p, q)

≤ R+
( 2

m
+ ε

)
.

Now m→∞ proves√
(
√
R2 + δ2

n − ε)2 − d2 ≤ dRk(prRk(g(0, yn)),prRk(S)) ≤ R+ ε,

and thus,

δn ≤
√

(
√

(R+ ε)2 + d2 + ε)2 −R2

=

√
2Rε+d2 + 2 ε2 +2

√
(Rε+ ε2)2 + (ε d)2

≤
√
d2 + 2 ε d+ 4 ε(R+ ε).

Since this is true for all n and δn → δ as n→∞, this proves the claim.

b) Let ε := R
6 . Then diam(X) + 4 ε = 2R

3 , and by a),

min{R, radY (y0)}2 ≤ 4 ε ·(R+ ε) =
24

25
·R2 < R2.

Thus, radY (y0) < R, and this implies diam(Y ) ≤ 2 · radY (y0) < 2R.
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c) Let ε := 1
50R . Then diam(X) + 4 ε ≤ 1 + 2

25 < R · π3 and a) can be applied. Since
Rε = 1

50 = 2 · 10−2 and ε ≤ 2 · 10−4,

min{R, radY (y0)}2 ≤ diam(X)2 + 2 εdiam(X) + 4 ε(R+ ε)

≤ diam(X)2 + 4 · 10−4 · diam(X) + 8 · 10−2 + 4 · 10−8.

Using diam(X) = 1,

min{R, radY (y0)}2 ≤ 1 + 2 · 10−2 + 10−4 + 10−8

< 1.052

< R2.

In particular, diam(Y ) ≤ 2 · radY (y0) < 2 · 1.05 = 21
10 .

On the other hand, by permuting X and Y ,

1

4
=
(diam(X)

2

)2
≤ radX(x0)2

= min{R, radX(x0)}2

≤ diam(Y )2 + 4 · 10−4 · diam(Y ) + 8 · 10−2 + 16 · 10−8,

and this implies diam(Y ) ≥ 21
50 =: c.

d) Assume dGH(BRk ×X
R ((0, x0)), BRk ×Y

R ((0, y0))) < 20d for d := diam(X) and define
ε := 40d. By choice of R,

d ≤ R

1000
and ε ≤ R

25
.

In particular, diam(X) + 4 ε = 161 · d ≤ 161
1000 ·R < 2R

3 . Furthermore,

2 radY (y0) ≥ diam(Y ) > 2R.

By a),

R2 = min{R, radY (y0)}2

≤ d2 + 2 ε d+ 4 ε(R+ ε)

≤ R2

106
+

2R2

25 · 103
+

4R

25
· 26R

25
=

166481

106
·R2 < R2.

This is a contradiction.

Using these results, the main proposition of this chapter finally can be proven.
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Proposition 2.1. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n − 1) and converge to a limit (X, p) of dimension k < n. Given ε̂ ∈ (0, 1),
there exists δ̂ = δ̂(ε̂;n, k) > 0 such that for any 0 < r ≤ δ̂ and qi ∈Mi with

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂

there are a family of subsets of good points Gr(qi) ⊆ Br(qi) with

vol(Gr(qi)) ≥ (1− ε̂) · vol(Br(qi))

and a sequence λi →∞ such that the following holds:

a) For every choice of base points xi ∈ Gr(qi) and all sublimits (Y, ·) of (λiMi, xi) there
exists a compact metric space K of dimension l ≤ n−k satisfying 1

5 ≤ diam(K) ≤ 1
such that Y splits isometrically as a product

Y ∼= Rk×K.

b) If x1
i , x

2
i ∈ Gr(qi) are base points such that, after passing to a subsequence,

(λiMi, x
j
i )→ (Rk×Kj , ·)

for 1 ≤ j ≤ 2 as before, then dim(K1) = dim(K2).

Proof. Given ε̂ ∈ (0, 1), let

δ̂1 = δ̂1(ε̂;n, k) > 0 be the δ̂1

( ε̂
2

;n, k
)
of Lemma 2.9,

δ̂2 = δ̂2(ε̂;n, k) > 0 be the δ̂2

( ε̂
2

;n, k
)
of Lemma 2.18

and define

δ̂ = δ̂(ε̂;n, k) :=
1

16
·min{δ̂1, δ̂2} > 0.

Furthermore, let ε0 = ε0(n, k) ∈ (0, 1
100) be as in Lemma 2.17. Let 0 < r ≤ δ̂ and qi ∈Mi

with
dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂.

In particular, by Lemma 1.11 b),

dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂1 and dGH((r−1Mi, qi), (Rk, 0)) ≤ δ̂2.

The remaining proof splits into several steps: First, define the family of subsets
Gr(qi) ⊆ Br(qi) and the rescaling sequence λi → ∞ and verify the volume estimate.
Secondly, check that sublimits of the rescaled sequences split into a product of Rk and a
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compact factor with the claimed diameter bound. Finally, prove that each two sublimits
coming from the same subsequence have the same dimension.

By Lemma 2.9, there is a family of subsets

G1
r(qi) ⊆ Br(qi)

with vol(G1
r(qi)) ≥ (1 − ε̂

2) · Br(qi) such that for arbitrary µi → ∞ and xi ∈ G1
r(qi) each

sublimit of (µiMi, xi) splits off an Rk-factor. Furthermore, Lemma 2.18 gives a sequence
λi →∞ and a family of subsets

G2
r(qi) ⊆ Br(qi)

satisfying vol(G2
r(qi)) ≥ (1− ε̂

2)·vol(Br(qi)) such that for all xi ∈ G2
r(qi) there is a compact

metric space Ki with diam(Ki) = 1 and x̃i ∈ {0} ×Ki satisfying

dGH(BλiMi

1/ ε0
(xi), B

Rk ×Ki
1/ ε0

(x̃i)) ≤
ε0

200

and qi has the C(Mi, r,
9n·10n

2

λi
, ε̂2)-property.

Fix this λi →∞ and define Gr(qi) := G1
r(qi) ∩G2

r(qi) ⊆ Br(qi). Clearly,

vol(Gr(qi)) ≥ (1− ε̂) · vol(Br(qi)).

Let xi ∈ Gr(qi) and (Y, y) be a sublimit of (λiMi, xi). Using xi ∈ G1
r(qi), there are a

metric space Y ′ and y′ ∈ {0} × Y ′ such that (Y, y) ∼= (Rk×Y ′, y′). On the other hand,
since xi ∈ G2

r(qi),
dGH(BλiMi

1/ ε0
(xi), B

Rk ×Ki
1/ ε0

(x̃i)) ≤
ε0

200

for some compact metric space Ki with diameter 1 and x̃i ∈ {0} × Ki. Hence, by the
triangle inequality and for i large enough,

dGH(BRk ×Y ′
1/ ε0

(y′), BRk ×Ki
1/ ε0

(x̃i)) <
ε0

100
.

By Lemma 2.27 c), there exists a constant c > 0 such that Y ′ is compact as well with
c ≤ diam(Y ′) ≤ 5c, and after rescaling with 1

c this finishes the first part of the claim.
So let xi, yi ∈ Gr(qi) and K1 and K2 be compact metric spaces such that, after passing

to a subsequence,

(λiMi, xi)→ (Rk×K1, x∞) and (λiMi, yi)→ (Rk×K2, y∞).

Because of xi, yi ∈ G2
r(qi), there is a time-dependent, piecewise constant in time vector

field Xi with compact support and an integral curve ci such that the vector field Xt
i is

divergence free on B10r(ci(t)) for all 0 ≤ t ≤ 1,

d(xi, ci(0)) <
c(n)

λi
and d(yi, ci(1)) <

c(n)

λi
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for c(n) = 9n · 10n
2 and ∫ 1

0
(Mx2r(‖∇.Xt

i‖3/2)(ci(t)))
2/3 dt <

ε̂

2
.

Let x′i := ci(0) and y′i := ci(1). Since dλiMi
(xi, x

′
i) ≤ c(n) and dλiMi

(yi, y
′
i) ≤ c(n),

there exists x′∞ ∈ Rk×K1 (cf. Lemma 1.10 b)), such that, after passing to a subsequence

(λiMi, x
′
i)→ (Rk×K1, x

′
∞).

After passing to a further subsequence,

(λiMi, y
′
i)→ (Rk×K2, y

′
∞)

for some y′∞ ∈ Rk×K2. Then Lemma 2.25 implies

dim(K1) = dim(Rk×K1)− k = dim(Rk×K2)− k = dim(K2).



Chapter 3

Global construction

Based on the ‘local’ version (Proposition 2.1) established in the last chapter, the proof of
the following main result can now be given.

Theorem 3.1. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n. For ε ∈ (0, 1) there
exist a family of subsets of good points G1(pi) ⊆ B1(pi) satisfying

vol(G1(pi)) ≥ (1− ε) · vol(B1(pi)),

a sequence λi → ∞ and a constant D > 0 such that for every choice of base points
qi ∈ G1(pi) and every sublimit (Y, q) of (λiMi, qi) there is a compact metric space K of
dimension l ≤ n− k with 1

D ≤ diam(K) ≤ D such that Y splits isometrically as a product

Y ∼= Rk×K.

Moreover, for sequences q1
i , q

2
i ∈ G1(pi) such that, after passing to a subsequence,

(λiMi, q
j
i )→ (Rk×Kj , ·)

for 1 ≤ j ≤ 2 as before, dim(K1) = dim(K2).

The idea of the proof is to take (finitely many) sequences (qi)i∈N satisfying the hy-
pothesis of Proposition 2.1 for some r > 0 and to define G1(pi) as the union of the Gr(qi)
obtained from Proposition 2.1. Instantly, the following question occurs:

(1) Why do sequences (qi)i∈N satisfying the hypothesis of Proposition 2.1 exist?

It will turn out that sequences pxi → x, where x ∈ X is a generic point, are candidates
for these (qi)i∈N: If x ∈ X is generic, then (1

rX,x) is close to (Rk, 0) for sufficiently small
r > 0 and so is (1

rMi, p
x
i ) for sufficiently large i ∈ N. In fact, decreasing r only improves

the situation.

49
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Now assume that x, x′ are two such generic points, let r > 0 be small enough and
λi → ∞ and λ′i → ∞, respectively, be the sequences given by Proposition 2.1. These
sequences might be different, but Theorem 3.1 calls for one single rescaling sequence. This
gives rise to the following question:

(2) Does Proposition 2.1 still hold for (px
′
i )i∈N if λ′i →∞ is replaced by λi →∞?

In order to answer this question, first consider the special case of λi = 2λ′i: Obviously, if
qi ∈ Gr(px

′
i ) and (Rk×K, ·) is a sublimit of (λ′iMi, qi), then (Rk×2K, ·) is a sublimit of

(λiMi, qi) = (2λ′iMi, qi). Conversely, every sublimit of (λiMi, qi) has the form (Rk×2K, ·)
for a sublimit (Rk×K, ·) of (λ′iMi, qi). It turns out that such a correspondence holds
whenever the sequence

(λ′i
λi

)
i∈N is bounded. In this way, λ′i indeed can be replaced by λi

if one allows weaker diameter bounds for the compact factors of the sublimits. Therefore,
the question (2) can be reformulated in the following way:

(2’) Under which condition is the quotient
(λ′i
λi

)
i∈N of two such rescaling sequences

bounded?

In fact, one can prove the following: If the subsets Gr(pxi ) and Gr(px
′
i ) have non-empty

intersection, then
(λ′i
λi

)
i∈N is bounded. An obvious approach for comparing points where

these subsets do not intersect is to connect the points by a curve consisting of generic
points only and to cover this curve by balls Brj (yj) such that for every two subsequent
points yj and yj+1 (and sufficiently large i ∈ N) the subsets intersect. If this can be done
using only finitely many yj , an inductive argument proves the boundedness of

(λ′i
λi

)
i∈N.

Usually, such covers are constructed by using a compactness argument: Let ry denote the
minimal radius such that all r ≤ ry and pyi satisfy the hypothesis of Proposition 2.1. If
this ry is continuous in y, there exists r > 0 that can be used at each point of the (compact
image of the) curve. Unfortunately, there is no reason for this ry to depend continuously
on y. It will turn out that a similar approach to compare λi and λ′i can be performed
if x and x′ lie in the interior of a minimising geodesic such that all the points of this
geodesic lying between x and x′ are generic. The Hölder continuity result of Colding and
Naber [CN12, Theorem 1.2] then allows a cover similar to the one described above. The
subsequent question

(3) Does there exists a minimising geodesic such that x, x′ lie in its interior?

can be answered affirmatively for a set of full measure (in X × X) by applying further
results of [CN12].

This chapter is subdivided into several sections answering the above questions: First,
section 3.1 investigates generic points x ∈ X and answers question (1) by applying Propo-
sition 2.1 to the sequence pxi → x. Both questions (2) and (2’) are dealt with in section 3.2,
which discusses the comparison of the different λi. Afterwards, section 3.3 treats question
(3) by proving that the necessary conditions for performing the comparison are given on
a set of full measure. Finally, section 3.4 deals with the proof of Theorem 3.1.
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3.1 Application to generic points

A very important property of generic points is that, after rescaling, the manifolds with
base points converging to a generic point are in some sense close to the Euclidean space.

Lemma 3.2. Let (X, p) be the limit of a collapsing sequence of pointed complete con-
nected n-dimensional Riemannian manifolds which satisfy the uniform lower Ricci curva-
ture bound −(n− 1), k = dim(X) < n, x ∈ Xgen and pxi → x. For fixed R > 0 and ε > 0
there exists λ0 = λ0(x,R, ε) such that for all λ ≥ λ0,

dGH(BλX
R (x), BRk

R (0)) ≤ ε .

Proof. Since x is a generic point, all tangent cones at x equal Rk, i.e. (λX, x) → (Rk, 0)
for λ→∞. In particular, the R-balls converge and for sufficiently large λ the distance of
these balls is bounded from above by ε. This proves that there exists

λ0(x) := min{λ ≥ 1 | ∀µ ≥ λ : dGH(BµX
R (x), BRk

R (0)) ≤ ε} <∞.

Notation. From now on, for given k < n and ε̂ ∈ (0, 1), let δ̂ = δ̂(ε̂;n, k) be as in
Proposition 2.1. For r > 0, define

Xr(ε̂;n, k) :=
{
x ∈ Xgen | dGH(Br−1X

1/δ̂
(x), BRk

1/δ̂
(0)) ≤ δ̂

2

}
.

Lemma 3.3. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n and let ε̂ ∈ (0, 1).

a) For x ∈ Xgen there is 0 < rx = r(ε̂, x;n, k) ≤ δ̂ such that x ∈ Xr(ε̂;n, k) for any
0 < r ≤ rx.

b) For 0 < r ≤ δ̂, x ∈ Xr(ε̂;n, k) and pxi → x there is i0 ∈ N such that for i ≥ i0 there
are a subset of good points Gr(pxi ) ⊆ Br(pxi ) with

vol(Gr(p
x
i )) ≥ (1− ε̂) · vol(Br(p

x
i ))

and a sequence λi →∞ satisfying the following:

(i) For any choice of base points xi ∈ Gr(pxi ) and all sublimits (Y, ·) of (λiMi, xi)
there exists a compact metric space K of dimension l ≤ n − k and diameter
1
5 ≤ diam(K) ≤ 1 such that Y splits isometrically as a product

Y ∼= Rk×K.

(ii) If x1
i , x

2
i ∈ Gr(pxi ) are base points such that, after passing to a subsequence,

(λiMi, x
j
i )→ (Rk×Kj , ·)

for 1 ≤ j ≤ 2 as before, then dim(K1) = dim(K2).
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Moreover, if ω is a fixed ultrafilter on N, there exists l ∈ N such that the following
holds: Given qi ∈ Gr(pxi ), the ultralimit of (λiMi, qi) is a product Rk×K such that
K is compact with

1

5
≤ diam(K) ≤ 1 and dim(K) = l.

Proof. a) Let λ0 = λ0(ε̂;n, k) be the λ0(x, 1
δ̂
, δ̂2) appearing in Lemma 3.2 such that for

all λ ≥ λ0,

dGH(BλX
1/δ̂

(x), BRk
1/δ̂

(0)) ≤ δ̂

2
.

Then rx := r(ε̂, x;n, k) := min
{
δ̂, 1

λ0

}
> 0 proves the claim.

b) Let x ∈ Xr(ε̂;n, k) be arbitrary, i.e.

dGH(Br−1X
1/δ̂

(x), BRk
1/δ̂

(0)) ≤ δ̂

2
.

Since (1
rMi, p

x
i )→ (1

rX,x), there is i0 ∈ N such that for all i ≥ i0,

dGH(Br−1Mi

1/δ̂
(pxi ), Br−1X

1/δ̂
(x)) ≤ δ̂

2
.

In particular, by the triangle inequality,

dGH(Br−1Mi

1/δ̂
(pxi ), BRk

1/δ̂
(0))

≤ dGH(Br−1Mi

1/δ̂
(pxi ), Br−1X

1/δ̂
(x)) + dGH(Br−1X

1/δ̂
(x), BRk

1/δ̂
(0))

≤ δ̂

2
+
δ̂

2
= δ̂.

Now Proposition 2.1 and Lemma 1.15 imply the claim.

Notation. For 0 < r ≤ δ̂ and x ∈ Xr(ε̂;n, k), let λε̂,xi (r) and Gε̂r(pxi ) be as in Lemma 3.3,
i.e. for qi ∈ Gε̂r(pxi ) the sublimits of (λε̂,xi (r)Mi, qi) are isometric to products (Rk×K, ·)
where the K are compact metric spaces with diam(K) ∈

[
1
5 , 1
]
. Moreover, for x ∈ Xgen,

let rx(ε̂;n, k) be as in Lemma 3.3, i.e. x ∈ Xr(ε̂;n, k) for all 0 < r ≤ rx(ε̂;n, k).
Furthermore, for a non-principal ultrafilter ω on N, let lε̂,xω (r) be as in Lemma 3.3,

i.e. for qi ∈ Gε̂r(pxi ), limω(λε̂,xi (r)Mi, qi) = (Rk×K, ·) and dim(K) = lε̂,xω (r) for some K as
above.

All notations will be used throughout the remaining chapter without referring to
Lemma 3.3 explicitly. Occasionally, if they are fixed, the dependences on n, k and ε̂
will be suppressed.
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3.2 Comparison of rescaling sequences

Throughout this section, let k < n and ε̂ ∈ (0, 1
2) be fixed and use the notation introduced

in section 3.1.
Similar to chapter 2, investigate the set of all points such that all blow-ups split off

an Rk-factor. The following lemma states that for each two rescaling sequences whose
limit spaces are some products containing a compact set, the quotient of these rescaling
sequences is bounded. Especially, this holds in the situation of Lemma 3.3.

Lemma 3.4. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n. As in Lemma 2.9,
define

G̃i := {qi ∈Mi | for all λi →∞ and all sublimits (Y, ·) of (λiMi, qi)

there exists X such that Y ∼= Rk×X isometrically}.

a) Let qi ∈ G̃i be arbitrary. For 1 ≤ j ≤ 2, let λji → ∞ and Kj be compact with
(λjiMi, qi)→ (Rk×Kj , ·) as i→∞. Then the sequence

(λ2i
λ1i

)
i∈N is bounded.

b) For 1 ≤ j ≤ 2, let rj > 0, xj ∈ Xrj , p
j
i := p

xj
i and λji := λ

ε̂,xj
i (rj). Moreover, assume

Gr1(p1
i ) ∩Gr2(p2

i ) 6= ∅. Then the sequence
(λ2i
λ1i

)
i∈N is bounded.

Proof. a) The proof is done by contradiction: Without loss of generality, assume λji > 0

for 1 ≤ j ≤ 2 and all i ∈ N. Obviously, the sequence
(λ2i
λ1i

)
i∈N is bounded from below

by 0. Assume the sequence is not bounded from above, i.e. λ
2
i

λ1i
→ ∞ and, without

loss of generality, λ1
i < λ2

i for all i ∈ N.
There exists λi →∞ satisfying λ1

i < λi < λ2
i such that

(λiMi, qi)→ (Rk×N, y)

for some unbounded metric space N : Let µi → ∞ be as in Lemma 2.15 such that
(µ′iλ

1
iMi, qi) subconverges to a tangent cone of (Rk×K1, x1) for any µ′i → ∞ with

µ′i ≤ µi. Define

µ′i := min

{
µi,

√
λ2
i

λ1
i

}
→∞ and λi := µ′i · λ1

i →∞.

Without loss of generality, assume µi > 1. Thus, λ1
i < λi < λ2

i . Furthermore,
using qi ∈ G̃i, there exists a metric space N and a point q ∈ Rk×N such that
(λiMi, qi)→ (Rk×N, q) and this is a tangent cone of (Rk×K1, x1). Hence, for some
sequence αi →∞,

(Rk×αiK1, x1)→ (Rk×N, q).
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Assume this N is compact and let N ′ := 1
diam(N) ·N and βi := 1

diam(N) · αi. Then

(Rk×βiK1, x1)→ (Rk×N ′, q),

and, for sufficiently large i,

dGH(BRk ×βiK1
100 (x1), BRk ×N ′

100 (q)) ≤ 10−4.

By Lemma 2.27 c), the sequence (diam(βiK1))i∈N is bounded. This is a contradiction
to βi →∞. Hence, N is unbounded.

Now let D := diam(K2) and fix R > 1000D. Since N is unbounded, 2R < diam(N)

and, by Lemma 2.27 d), dGH(BRk ×N
R (q), BRk ×K2

R (x2)) ≥ 20D. Thus, for i large
enough,

dGH(BλiMi
R (qi), B

λ2iMi

R (qi)) ≥ dGH(BRk ×N
R (q), BRk ×K2

R (x2))

− dGH(BλiMi
R (qi), B

Rk ×N
R (q))

− dGH(B
λ2iMi

R (qi), B
Rk ×K2
R (x2))

≥ 10D.

Since the maps hi : (0,∞)→ (0,∞) defined by

hi(µi) := dGH(BµiMi

R (qi), B
λ2iMi

R (qi))

are continuous with hi(λ2
i ) = 0 and hi(λi) ≥ 10D, by the intermediate value theorem,

there is a maximal λ1
i < λ′i ≤ λi < λ2

i such that hi(λ′i) = 5D. Since qi ∈ G̃i, after
passing to a subsequence,

(λ′iMi, qi)→ (Rk×Y, y)

for some metric space Y . In particular,

dGH(B
λ′iMi

R (qi), B
λ2iMi

R (qi))→ dGH(BRk ×Y
R (y), BRk ×K2

R (x2))

as i→∞. Hence, dGH(BRk ×Y
R (y), BRk ×K2

R (x2)) = 5D. By Lemma 1.11 a),

dGH(BRk ×K2
R (x2), BRk

R (0)) ≤ diam(K2) = D.

Thus,

dGH(BRk ×Y
R (y), BRk

R (0))

≤ dGH(BRk ×Y
R (y), BRk ×K2

R (x2)) + dGH(BRk ×K2
R (x2), BRk

R (0))

≤ 6D <
R

12
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and

dGH(BRk ×Y
R (y), BRk

R (0))

≥ dGH(BRk ×Y
R (y), BRk ×K2

R (x2))− dGH(BRk ×K2
R (x2), BRk

R (0))

≥ 4D.

By Lemma 2.27 b), Y is compact. Moreover,

diam(Y ) ≥ dGH(BRk ×Y
R (y), BRk

R (0)) ≥ 4D > D,

in particular, Y is not a point.

Next, prove λ2i
λ′i
→ ∞: Assume the quotient is bounded. Hence, after passing to a

subsequence, λ
2
i
λ′i
→ α and α ≥ 1 due to λ′i ≤ λ2

i . Then, applying Lemma 1.10,

(λ2
iMi, qi) =

(λ2
i

λ′i
· λ′iMi, qi

)
→ (Rk×αY, y) ∼= (Rk×K2, x2).

In particular, diam(Y ) ≤ α · diam(Y ) = diam(K2) = D, and this is a contradiction.

Thus, λ2i
λ′i
→ ∞. Analogously to the previous argumentation, there exists some

maximal λ′i < λ̃i < λ2
i such that hi(λ̃i) = 5D. This is a contradiction to the

maximal choice of λ′i.

b) By construction, Grj (p
j
i ) ⊆ G̃i. Let qi ∈ Gr1(p1

i ) ∩Gr2(p2
i ) ⊆ G̃i and αi :=

λ2i
λ1i
.

Assume αi → ∞ and choose a subsequence (ij)j∈N such that αij > j for all j ∈ N.
After passing to a further subsequence, there are compact metric spaces K1 and K2

such that (λmijMijl
, qij )→ (Rk×Km, ·) for 1 ≤ m ≤ 2. By a), the sequence (αij )j∈N

is bounded. This is a contradiction to αij →∞.

The following lemma gives a statement about the limit of such a bounded sequence of
quotients.

Lemma 3.5. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and let λi, µi > 0 such that

(
λi
µi

)
i∈N is bounded. If

(λiMi, pi)→ (Rk×L, pL) and (µiMi, pi)→ (Rk×M,pM )

for some bounded metric spaces L and M , then

λi
µi
→ diam(L)

diam(M)
as i→∞ and dim(L) = dim(M).
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Proof. Let a be any accumulation point of
(
λi
µi

)
i∈N and

(λij
µij

)
j∈N be the corresponding

converging subsequence. By Lemma 1.10 c),

(λijMij , pij ) =
(λij
µij
· µijMij , pij

)
→ (a (Rk×M), pM ) = (Rk× (aM), pM ) as j →∞.

Since this sequence converges to (Rk×L, pL) as well, there is an isometry

(Rk× (aM), pM ) ∼= (Rk×L, pL).

Thus, dim(L) = dim(M) and diam(L) = a · diam(M). Hence, all accumulation points of
the bounded sequence (λiµi )i∈N equal diam(L)

diam(M) , in particular,
(
λi
µi

)
i∈N is convergent.

Next, the question will be answered under which condition the quotient of rescaling
sequences belonging to two points in Xr is bounded. The first approach in order to prove
this is the special case of their good subsets to intersect. In the general case, the idea is to
connect the points by a curve which itself is contained in Xr and can be covered by finitely
many balls such that subsequent subsets of good points intersect. In fact, this cannot be
expected to be possible for the same r > 0. However, it turns out that the quotient of
the rescaling sequences is bounded if the points are connected by a minimising geodesic
contained in some Xr′ of a possibly different r′. Making all of this precise is the subject
of the following lemma.

Lemma 3.6. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete connected n-
dimensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n.

a) Let rm > 0, xm ∈ Xrm and pxmi → xm for 1 ≤ m ≤ 2. If Gr1(px1i ) ∩ Gr2(px2i ) 6= ∅
for all i ∈ N, then

1

5
≤
λx1i (r1)

λx2i (r2)
≤ 5

for almost all i ∈ N and lx1ω (r1) = lx2ω (r2).

b) Let x ∈ Xgen, pxi → x and rx ≥ R > r > 0. Then there is m = m(n, ε̂, r, R) ∈ N
such that

5−m ≤ λxi (r)

λxi (R)
≤ 5m

for almost all i ∈ N and lxω(r) = lxω(R).

c) Let γ : [0, l]→ X be a minimising geodesic with im(γ) ⊆ Xr for some 0 < r ≤ δ̂. Let
x = γ(0) and y = γ(l). Then there is m = m(n, ε̂, l, r) ∈ N such that

5−m ≤ λxi (r)

λyi (r)
≤ 5m

for almost all i ∈ N and lxω(r) = lyω(r).
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d) Let x, y ∈ Xr and γ : [0, l]→ X be a minimising geodesic with im(γ) ⊆ Xr′ for some
r′ ≤ r ≤ δ̂, x = γ(0) and y = γ(l). Then there is m = m(n, ε̂, l, r, r′) ∈ N such that

5−m ≤ λxi (r)

λyi (r)
≤ 5m

for almost all i ∈ N and lxω(r) = lyω(r).

Proof. The proof of the first part will be straightforward. The second part will be proven
by applying the first part to a sequence of radii rj such that the subsets Grj (p

j
i ) and

Grj+1(pj+1
i ) intersect. Similarly, the third part will be proven by subdividing the geodesics

by points yj such that the distance of two successive points is small enough to enforce
that Gr(p

yj
i ) and Gr(p

yj+1

i ) intersect. The fourth part will turn out to be an immediate
consequence of the other ones.

a) Without loss of generality, all λxmi (rm) are positive, where 1 ≤ m ≤ 2. Define

ai :=
λx1i (r1)

λx2i (r2)
> 0

and let qi ∈ Gr1(px1i ) ∩Gr2(px2i ) be arbitrary.

By Lemma 3.4, (ai)i∈N is bounded. Let a be an arbitrary accumulation point and
(aij )j∈N be the subsequence converging to a. Since qij ∈ Gr1(px1ij ), after passing to
a subsequence,

(λx1ij (r1)Mij , qij )→ (Rk×K1, ·) as j →∞

for some compact metric space K1 with 1
5 ≤ diam(K1) ≤ 1. As qij ∈ Gr2(px2ij ) as

well, after passing to a further subsequence,

(λx2ij (r2)Mij , qij )→ (Rk×K2, ·) as j →∞

and K2 satisfies 1
5 ≤ diam(K2) ≤ 1. By Lemma 3.5,

a = lim
j→∞

λx1ij (r1)

λx2ij (r2)
=

diam(K1)

diam(K2)
∈
[1

5
, 5
]

and lx1ω (r1) = lx2ω (r2).

Since (ai)i∈N is a bounded sequence and all accumulation points are contained in
[1
5 , 5], only finitely many ai are not contained in [1

5 , 5].

b) Since CBG(n,−1, βR,R) is monotonically increasing for decreasing β < 1, there
exists β = β(n, ε̂, R) < 1 with CBG(n,−1, βR,R) < 1

ε̂ − 1. Fix this β.

Since CBG(n,−1, βρ, ρ) is monotonically increasing for increasing ρ, all ρ ≤ R satisfy
CBG(n,−1, βρ, ρ) < 1

ε̂ − 1 as well.
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Let m = m(n, ε̂, r, R) ∈ N be maximal with r ≤ βm · R and define rj := βj · R for
0 ≤ j < m and rm := r. In particular,

rm = r ≤ βm ·R = β · rm−1.

Then both

CBG(n,−1, rj+1, rj) = CBG(n,−1, β · rj , rj) <
1

ε̂
− 1

for 0 ≤ j < m and

CBG(n,−1, rm, rm−1) ≤ CBG(n,−1, β · rm−1, rm−1) <
1

ε̂
− 1.

Moreover, x ∈ Xrj for all 0 ≤ j ≤ m due to rj ≤ R ≤ rx,
Assume Grj (pxi ) ∩Grj+1(pxi ) = ∅ for some 0 ≤ k < m and i ∈ N. This implies

Grj (p
x
i ) ⊆ Brj+1(pxi ) \Grj+1(pxi ),

in particular,

(1− ε̂) · vol(Brj (p
x
i )) ≤ vol(Grj (p

x
i ))

≤ vol(Brj+1(pxi ) \Grj+1(pxi ))

≤ ε̂ · vol(Brj+1(pxi ))

≤ ε̂ · CBG(n,−1, rj+1, rj) · vol(Brj (p
x
i )).

Hence, 1− ε̂ ≤ ε̂ · CBG(n,−1, rj+1, rj) < 1− ε̂, and this is a contradiction.

Thus, Grj (pxi ) ∩Grj+1(pxi ) 6= ∅ for all 0 ≤ j < m and i ∈ N. By a),

1

5
≤ λxi (rj)

λxi (rj+1)
≤ 5

for almost all i and lxω(rj) = lxω(rj+1). Inductively,

lxω(r) = lxω(rm) = lxω(r0) = lxω(R).

Then
λxi (R)

λxi (r)
=

λxi (r0)

λxi (rm)
=

m−1∏
j=0

λxi (rj)

λxi (rj+1)

proves the claim.

c) Let d0 = d0(n, ε̂, r) be as in Lemma 2.21 and m0 = m0(n, ε̂, l, r) ∈ N be the minimal
natural number with

l ≤ m0 · d0.
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For 0 ≤ j ≤ m0 − 1, let tj := j · d0 and tm0 := l > (m0 − 1) · d0 = tm0−1. In
particular, for 0 ≤ j < m0 − 1,

tj+1 − tj = d0

and

tm0 − tm0−1 = l − (m0 − 1) · d0 ≤ m0 · d0 − (m0 − 1) · d0 = d0.

Hence, these tj define a sequence 0 = t0 < t1 < · · · < tm0 = l with pairwise
tj+1 − tj ≤ d0.

For 0 ≤ j ≤ m0, define yj := γ(tj) ∈ Xr. Now fix 0 ≤ j < m0. By Lemma 2.21 and
Lemma 2.19,

Gr(p
yj
i ) ∩Gr(p

yj+1

i ) 6= ∅.

Then a) implies λ
yj
i (r)

λ
yj+1
i (r)

∈ [1
5 , 5] for almost all i ∈ N and l

yj
ω (r) = l

yj+1
ω (r). In

particular, lxω(r) = ly0ω (r) = l
ym0
ω (r) = lyω(r) and

λxi (r)

λyi (r)
=

m0−1∏
j=0

λ
yj
i (r)

λ
yj+1

i (r)
∈ [5−m0 , 5m0 ]

for almost all i ∈ N.

d) Let mx := my := m(n, ε̂, r′, r) be as in b) and m0 = m0(n, ε̂, l, r′) as in c). Then

λxi (r)

λxi (r′)
∈ [5−mx , 5mx ],

λyi (r
′)

λyi (r)
∈ [5−my , 5my ] and

λxi (r′)

λyi (r
′)
∈ [5−m0 , 5m0 ]

for almost all i and lxω(r) = lxω(r′) = lyω(r′) = lyω(r). Finally, taking the product
m = m(n, ε̂, l, r, r′) := mx ·m0 ·my proves the claim.

3.3 Generic points and geodesics

Throughout this section, fix a collapsing sequence (Mi, pi)i∈N of pointed complete con-
nected n-dimensional Riemannian manifolds which satisfy the uniform lower Ricci curva-
ture bound RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n and use
the notation introduced in section 3.1. Moreover, minimising geodesics are assumed to be
parametrised by arc length.

By Lemma 3.6, rescaling sequences corresponding to two different points can be com-
pared if those points are connected by a geodesic lying in some Xr. It remains to check
for which points this is the case. It will turn out that, if the strict interior of a minimising
geodesic (i.e. the interior bounded away from the endpoints) is generic, then it is already
contained in Xr for sufficiently small r > 0. In fact, nearly all pairs of points lie in the
interior of such a geodesic such that the part of the geodesic connecting these points is
generic.
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Notation. Define

G := {(x, y) ∈ Xgen×Xgen | ∃ minimising geod. γ : [0, l]→ X, 0 < tx < ty < l :

:= {(x, y) ∈ Xgen×Xgen |}x = γ(tx), y = γ(ty), im(γ|[tx,ty ]) ⊆ Xgen},

and for x ∈ Xgen denote the image under the projection to the second factor by

Gx := {y ∈ Xgen | (x, y) ∈ G}.

Finally, define

G′ := {x ∈ Xgen | Gx has full measure in X}.

Lemma 3.7. The set G′ has full measure in X.

Proof. First, prove that G has full measure in X ×X. Let

S1 := {(x, y) ∈ Xgen×Xgen | ∃ minimising geodesic c : [0, d]→ X :

:= {(x, y) ∈ Xgen×Xgen |}x = c(0), y = c(d), im(c) ⊆ Xgen}
S2 := {(x, y) ∈ X ×X | ∃ minimising geodesic γ : [0, l]→ X, 0 < tx < ty < l :

:= {(x, y) ∈ X ×X |}x = γ(tx), y = γ(ty)}

and define S := S1 ∩ S2. By [CN12, Theorem 1.20 (1)],

volX × volX(X ×X \ S1) = 0,

and by [CN12, Theorem A.4 (3)],

volX × volX(Xgen×Xgen \S2) = 0.

In particular, using that volX(X \Xgen) = 0, cf. Theorem 1.19, this proves

volX × volX(X ×X \ S) = 0.

Next, prove S ⊆ G: Let (x, y) ∈ S, c : [0, d] → Xgen and γ : [0, l] → X be geodesics
and 0 < tx < ty < l with x = c(0) = γ(tx) and y = c(d) = γ(ty). In particular,
d = d(x, y) = ty − tx ≤ l.

Define γ̃ : [0, l]→ X by

γ̃(τ) :=

{
γ(τ) if τ ∈ [0, tx] ∪ [ty, l],

c(τ − tx) if τ ∈ [tx, ty],

cf. Figure 3.1.
Obviously, this γ̃ is continuous. Moreover, it is a minimising geodesic: For arbitrary

0 ≤ τ1 < τ2 ≤ l, dX(γ̃(τ1), γ̃(τ2)) = τ2 − τ1 needs to be proven:
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γ(tx) = c(0) = x y = c(d) = γ(ty)

γ̃(τ1) = γ(τ1)

γ(τ2)

γ̃(τ2) = c(τ2 − tx)

Figure 3.1: Construction of γ̃.

If τ1, τ2 are both contained in [0, tx] ∪ [ty, l] or both contained in [tx, ty], this is true
since γ and c are minimising. So let 0 ≤ τ1 < tx < τ2 ≤ ty. Then

dX(γ̃(τ1), γ̃(τ2)) ≤ dX(γ(τ1), γ(tx)) + dX(c(0), c(τ2 − tx))

≤ tx − τ1 + τ2 − tx = τ2 − τ1.

Assume dX(γ̃(τ1), γ̃(τ2)) < τ2 − τ1. In particular,

ty − τ1 = dX(γ(τ1), γ(ty))

≤ dX(γ(τ1), γ̃(τ2)) + dX(γ̃(τ2), γ(ty))

= dX(γ̃(τ1), γ̃(τ2)) + dX(c(τ2 − tx), c(ty − tx))

< τ2 − τ1 + (ty − tx − (τ2 − tx))

= ty − τ1,

and this is a contradiction. The case tx ≤ τ1 < ty < τ2 ≤ l can be done analogously. Then
γ̃ verifies (x, y) ∈ G, and this proves

volX × volX(X ×X \ G) = 0.

Using X ×X \ G =
⋃
x∈X{x} × (X \ Gx),

0 = volX×X(X ×X \ G) =

∫
X

volX(X \ Gx) dV(x) =

∫
X\G′

volX(X \ Gx) dV(x).

Since volX(X \ Gx) > 0 for all x ∈ X \ G′, this proves that X \ G′ has measure 0.

So far it was seen that almost all points can be connected by a geodesic lying in Xgen

which can be extended at both ends. By applying the following theorem of Colding and
Naber, which describes the Hölder continuity of the geometry of small balls with the same
radius, to this situation, one obtains that the interior of the regarded geodesics not only
lies in Xgen, but in Xr for some r > 0.

Theorem 3.8 ([CN12, Theorem 1.1, Theorem 1.2]). For n ∈ N there are α(n), C(n)
and r0(n) such that the following holds: Let M be a complete n-dimensional Riemannian
manifold with RicM ≥ −(n − 1) or the limit space of a sequence of such manifolds, let
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γ : [0, l] → M a minimising geodesic (parametrised by arc-length) and fix β ∈ (0, 1). For
0 < r < r0βl and βl < s < t < (1− β)l,

dGH(BM
r (γ(s)), BM

r (γ(t))) <
C

βl
· r · |s− t|α(n).

Lemma 3.9. Let ε̂ ∈ (0, 1
2), γ : [0, l] → X be a minimising geodesic and 0 < s < t < l

such that γ|[s,t] is contained in Xgen. Then there is 0 < r′ = r′(ε̂, l, s, t;n, k) ≤ δ̂ such that
for all 0 < r ≤ r′,

im(γ|[s,t]) ⊆ Xr.

Proof. Define β = β(l, s, t) := 1
2l ·min{s, l − t} > 0. Then t, s ∈ (βl, (1− β)l) due to

βl ≤ s

2
< s < t = l − (l − t) ≤ (1− 2β)l < (1− β)l.

Furthermore, let α(n), C(n), r0(n) be as in Theorem 3.8 and define

d = d(ε̂, l, s, t;n, k) :=
α(n)

√
βl · δ̂2

2C(n)
.

Let m = m(s, t) be the natural number such that (m− 1)d ≤ t− s < md and define

τj := s+ jd

for 0 ≤ j ≤ m. By definition, τ0 = s and τm = s+md > t. Hence,

[s, t] ⊆
m⋃
j=0

(τj − d, τj + d).

For every 0 ≤ j ≤ m, choose λj = λj(ε̂, l, s, t;n, k) > 1 as in Lemma 3.2 such that

dGH(BλX
1/δ̂

(γ(τj)), B
Rk
1/δ̂

(0)) ≤ δ̂

2

for all λ ≥ λj and define r′ = r′(ε̂, l, s, t;n, k) := min{δ̂, 1
λ0
, . . . , 1

λm
, δ̂ · r0(n) · βl}. Let

0 < r ≤ r′ and τ ∈ [s, t] be arbitrary. Choose 0 ≤ j ≤ m with |τ − τj | < d. Recall that by
definition of d,

|τ − τj |α(n) < dα(n) =
βl · δ̂2

2C(n)
,

and so, using Theorem 3.8,

dGH(Br−1X
1/δ̂

(γ(τ)), BRk
1/δ̂

(0))

≤ 1

r
· dGH(BX

r/δ̂
(γ(τ)), BX

r/δ̂
(γ(τj))) + dGH(Br−1X

1/δ̂
(γ(τj)), B

Rk
1/δ̂

(0))

≤ 1

r
· C(n)

βl
· r
δ̂
· |τj − τ |α(n) +

δ̂

2

< δ̂.
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3.4 Proof of the main theorem

In order to prove Theorem 3.1, the following technical result is needed which gives an
estimate for the number of balls a point can be contained in if the base points of these
balls form an ε-net.

Lemma 3.10. Let X be an n-dimensional Riemannian manifold with lower Ricci curva-
ture bound Ric ≥ (n−1) ·κ or the (pointed) Gromov-Hausdorff limit of a sequence of such
manifolds. Then each point is contained in maximal CBG(n, κ, r, r + 2R) balls with radii
R whose base points have pairwise distance at least 2r.

Proof. This result is an immediate consequence of the Bishop-Gromov Theorem: Let
p1, . . . , pm ∈ X be points with pairwise distance at least 2r and q ∈

⋂m
i=1BR(pi).

On the one hand, since d(pi, pj) ≥ 2r, one has

Br(pi) ∩Br(pj) = ∅

for any i 6= j. On the other hand, for q̃ ∈ Br(pi),

d(q̃, q) ≤ d(q̃, pi) + d(pi, q) < r +R,

and so Br(pi) ⊆ Br+R(q). Hence,

m∐
i=1

Br(pi) ⊆ Br+R(q).

Furthermore, for any 1 ≤ i ≤ m,

Br+R(q) ⊆ Br+R+d(q,pi)(pi) ⊆ Br+2R(pi).

Together, using the Bishop-Gromov Theorem,

1 ≥
vol(

∐m
i=1Br(pi))

vol(Br+R(q))
=

m∑
i=1

vol(Br(pi))

vol(Br+R(q))

≥
m∑
i=1

vol(Br(pi))

vol(Br+2R(pi))

≥
m∑
i=1

vol(Br(pi))

CBG(n, κ, r, r + 2R) · vol(Br(pi))

=
m

CBG(n, κ, r, r + 2R)
.

Thus, m ≤ CBG(n, κ, r, r + 2R).

It remains to prove the main theorem. Again, the notation introduced in section 3.1
and section 3.3 is used.
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Proof of Theorem 3.1. The idea of the proof is the following: First, fix a bound ε̂ ∈ (0, 1
2)

and choose a radius R such that XR(ε̂;n, k) has sufficiently large volume. Inside of this
set of points, choose a point x0 and a finite R-net of points xj such that (x0, xj) ∈ G and
take the union of the subsets GR(p

xj
i ). This has the required properties.

Let ε ∈ (0, 1) be arbitrary and define

ε̂ = ε̂(n, ε) :=
ε

2 · CBG
(
n,−1, 1

8 ,
17
8

) ∈ (0,
1

2

)
.

For arbitrary r > 0, define

X ′(r) := {x ∈ B1−r(p) ∩Xgen | rx ≥ r}.

For r1 ≤ r2, obviously X ′(r2) ⊆ X ′(r1). Furthermore,⋃
r>0

X ′(r) = B1(p) ∩Xgen.

Thus, there exists a radius 0 < R = R(ε,X, p;n) ≤ 1 such that

volX(X ′(r)) ≥
(

1− ε

4

)
· volX(B1(p) ∩Xgen) = 1− ε

4

for all r ≤ R. Fix this 0 < R ≤ 1.
By Lemma 3.7,

volX(X ′(R) ∩ G′) = volX(X ′(R)) ≥ 1− ε

4
,

so X ′(R)∩G′ is non-empty. Fix an arbitrary point x0 ∈ X ′(R)∩G′, let X ′ = X ′(R)∩Gx0
and choose a maximal number of points x1, . . . , xl ∈ X ′ with pairwise distance at least R.
By the maximality of the choice,

X ′ ⊆
l⋃

j=1

BR(xj).

Since, by definition of G′, Gx0 has full measure,

volX
( l⋃
j=1

BR(xj)
)
≥ volX(X ′) = volX(X ′(R)) ≥ 1− ε

4
.

On the other hand, by choice, BR(xj) ⊆ BR+d(xj ,p)(p) ⊆ B1(p). Thus,

volX(B1(p) \
l⋃

j=1

BR(xj)) ≤
ε

4
.



3.4 Proof of the main theorem 65

Let pxji → xj and i0 ∈ N be large enough such that for all i ≥ i0 and 1 ≤ j < j′ ≤ l,

d(p
xj
i , p

xj′
i ) ≥ 1

2
· d(xj , xj′) ≥

R

2

and

volMi(B1(pi) \
⋃l
j=1BR(p

xj
i ))

volMi(B1(pi))
≤ 2 ·

volX(B1(p) \
⋃l
j=1BR(xj))

volX(B1(p))
.

For the existence of this i0, cf. Proposition 1.17 b). Fix i ≥ i0. Then

volMi(B1(pi) \
l⋃

j=1

BR(p
xj
i )) ≤ 2 ·

volX(B1(p) \
⋃l
j=1BR(xj))

volX(B1(p))
· volMi(B1(pi))

≤ ε

2
· volMi(B1(pi)).

By Lemma 3.10, every point of
⋃l
j=1BR(p

xj
i ) is contained in at most M different BR(p

xj
i )

where

M = M(ε;n, k) := CBG

(
n,−1,

R

8
,
17R

8

)
≤ CBG

(
n,−1,

1

8
,
17

8

)
=

ε

2ε̂
.

Therefore,

l∑
j=1

volMi(BR(p
xj
i ) ≤M · volMi

( l⋃
j=1

BR(p
xj
i )
)
≤ ε

2ε̂
· volMi(B1(pi)).

Thus,

volMi

( l⋃
j=1

BR(p
xj
i ) \

l⋃
j=1

GR(p
xj
i )
)
≤ volMi

( l⋃
j=1

(BR(p
xj
i ) \GR(p

xj
i ))

)
≤

l∑
j=1

volMi(BR(p
xj
i ) \GR(p

xj
i ))

≤
l∑

j=1

ε̂ · volMi(BR(p
xj
i ))

≤ ε

2
· volMi(B1(pi)).

Hence,

volMi(B1(pi) \
l⋃

j=1

GR(p
xj
i )) ≤

(ε
2

+
ε

2

)
· volMi(B1(pi)) = ε · volMi(B1(pi)).
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Now define

G1(pi) :=
l⋃

j=1

GR(p
xj
i ) and λi := λx0i (R).

By construction,
volMi(G1(pi)) ≥ (1− ε) · volMi(B1(pi)).

From now on, let λxji denote λxji (R).
Fix 1 ≤ j ≤ l. By construction, (x0, xj) ∈ G and x0, xj ∈ XR. Thus, there exists a

minimising geodesic γj : [0, lj ] → X and 0 < sj < tj < lj such that γj |[sj ,tj ] is contained
in Xgen, γj(sj) = x0 and γj(tj) = xj . By Lemma 3.9, there is r′j > 0 such that for all
0 < r ≤ r′j , γj |[sj ,tj ] is contained in Xr. Let rj := min{r′j , R}. By Lemma 3.6 d), there is
mj := m(n, ε̂, dX(x0, xj), rj , R) satisfying

5−mj ≤
λx0i
λ
xj
i

≤ 5mj

for almost all i ∈ N and lx0ω (R) = l
xj
ω (R). From now on, let i ∈ N be large enough such

that the above estimate holds for all 1 ≤ j ≤ l.
Given qi ∈ G1(pi), let (Y, q) be an arbitrary sublimit of (λiMi, qi), i.e. for a subsequence

(is)s∈N,
(λisMis , qis)→ (Y, q) as s→∞.

For a further subsequence (ist)t∈N there is some 1 ≤ j ≤ l with qist ∈ GR(p
xj
ist

) for all
t and

(λ
xj
ist
Mist

, qist )→ (Rk×K̃, ·) as t→∞

for a compact metric space K̃ satisfying diam(K̃) ∈ [1
5 , 1].

On the other hand,(
λist
λ
xj
ist

· λxjistMist
, qist

)
=
(
λistMist

, qist
)
→ (Y, q) as t→∞,

and by Lemma 1.10 c),
λist
λ
xj
ist

converges to some α and Y is isometric to the product

Rk×K for K := αK̃. In particular, 5−mj ≤ α ≤ 5mj . Thus, for D := 5max{mj |1≤j≤l}+1,
diam(K) ∈ [ 1

D , D]. Moreover, for any non-principal ultrafilter ω,

dim(K) = dim(K̃) = l
xj
ω (R) = lx0ω (R).

In particular, for any two sublimits (Rk×K1, ·) and (Rk×K2, ·) coming from the same
subsequence of indices, let ω be a non-principal ultrafilter as in Lemma 1.15 such that
these sublimits are ultralimits with respect to ω. Then dim(K1) = dim(K2).



Appendix A

Gromov-Hausdorff convergence

Gromov-Hausdorff distance is an often used tool for measuring how far two compact
metric spaces are from being isometric. This distance, which was introduced by Gromov
in [Gro81], leads to the notion of Gromov-Hausdorff convergence which can be extended
to non-compact metric spaces and allows to draw conclusions about the properties of the
spaces ‘near’ to the limit space, if the limit space is well understood.

Many textbooks such as [BBI01, sections 7.3-7.5], [Pet06, section 10.1] and [BH99,
p. 70ff.] give a (more or less) detailed introduction to the distance of compact metric
spaces. Some even more detailed proofs can be found in [Ron10]. Since the literature on
convergence of non-compact metric spaces usually is less comprehensive, this chapter treats
the latter in detail. For the sake of completeness, it also contains a detailed introduction
to the compact case, which is built on the literature cited above.

The first section deals with Gromov-Hausdorff distance of compact metric spaces.
In addition, so called Gromov-Hausdorff approximations are introduced and the relation
between those two terms is described. For both terms, a pointed and a non-pointed
version is introduced, and it will be proven that these terms result in the same notion of
convergence.

The second section deals with convergence of non-compact metric spaces, the major
part of this chapter, and consists of four parts: First, for compact length spaces it will be
proven that this notion of convergence coincides with the one for compact spaces. Secondly,
several properties of pointed Gromov-Hausdorff convergence will be verified. After that,
a convergence notion for points will be introduced and studied. Finally, convergence of
(Lipschitz) maps will be investigated.

The third section deals with ultralimits, a more general tool to create ‘limit spaces’, and
states some properties of those. In particular, a strong correspondence between ultralimits
and subsequences converging in the pointed Gromov-Hausdorff sense will be established.

The fourth and final section reminds of the definition of measured Gromov-Hausdorff
convergence as explained in [CC97].

67
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A.1 The compact case

Given a metric space, an interesting question is whether it is possible to assign each two
subsets a distance such that this distance in turn defines a metric. In [Hau65, Chapter VIII
§6], Hausdorff answered this question by describing what nowadays is called the Hausdorff
distance: For two subsets of a metric space, this is the minimal radius such that each
subset is contained in the ball (with this radius) of the other subset. This was extended
by Gromov in [Gro81, section 6] to describe how far two compact metric spaces are from
being isometric by mapping two such spaces isometrically into a third one and measuring
the Hausdorff distance of the images. This is the so called Gromov-Hausdorff distance.

Definition A.1. For bounded subsets A and B of a metric space (X, d), the Hausdorff
distance of A and B is defined as

ddH(A,B) := inf{ε > 0 | A ⊆ BX
ε (B) and B ⊆ BX

ε (A)}

where BX
ε (B) := {x ∈ X | ∃b ∈ B : d(x, b) < ε}. For two compact metric spaces (X, dX)

and (Y, dY ), the Gromov-Hausdorff distance of X and Y is defined as

dGH(X,Y ) := inf{ddH(X,Y ) | d admissible metric on X q Y },

where a metric d on the disjoint union X q Y is called admissible if d|X×X = dX and
d|Y×Y = dY .

On the space of (non-empty) compact subspaces of X, this dH defines a metric, while
dGH defines a metric on the set of isometry classes of (non-empty) compact metric spaces.
This will be proven below. From now on, all metric spaces are assumed to be non-empty.
In order to compare two metric spaces with respect to some fixed base points, the pointed
Gromov-Hausdorff distance is used.

Definition A.2. Let (X, d) be a metric space, A,B ⊆ X bounded subsets and a ∈ A,
b ∈ B base points. The pointed Hausdorff distance of (A, a) and (B, b) is given by

ddH((A, a), (B, b)) := ddH(A,B) + d(a, b)

and the pointed Gromov-Hausdorff distance between two pointed compact metric spaces
(X,x0) and (Y, y0) is defined as

dGH((X,x0), (Y, y0)) := inf{ddH((X,x0), (Y, y0)) | d admissible metric on X q Y }.

As in the non-pointed case, the pointed Gromov-Hausdorff distance defines a metric
on the set of isometry classes of (non-empty) pointed compact metric spaces. In order to
prove this, a notion strongly related to the one of Gromov-Hausdorff distance is used.
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Definition A.3. Let (X, dX), (Y, dY ) be metric spaces, p ∈ X, q ∈ Y and ε > 0. A pair
of (not necessarily continuous) maps f : X → Y and g : Y → X is called (ε-)Gromov-
Hausdorff approximations or ε-approximations if for all x, x1, x2 ∈ X and y, y1, y2 ∈ Y ,

|dX(x1, x2)− dY (f(x1), f(x2))| < ε, dX(g ◦ f(x), x) < ε,

|dY (y1, y2)− dX(g(y1), g(y2))| < ε, dY (f ◦ g(y), y) < ε .

The set of all such pairs is denoted by Apprε(X,Y ). In the pointed case, one restricts to
pointed maps:

Apprε((X, p), (Y, q)) := {(f, g) ∈ Apprε(X,Y ) | f(p) = q and g(q) = p}.

Remark. In the literature, Gromov-Hausdorff approximations often are not defined as
pairs of maps but as one map f : X → Y where f has distortion less than ε and
Bε(f(X)) = Y . Observe that (f, g) ∈ Apprε(X,Y ) already implies that f has these
properties (for the same ε).

In the following it will be seen that Gromov-Hausdorff distance less than ε corresponds
to ε-approximations (up to a factor). The next proposition shows that (up to another
factor) the definition of Gromov-Hausdorff approximations used here can be replaced by
the one described above.

Proposition A.4. Let ε > 0 and f : (X, dX) → (Y, dY ) be a map between metric spaces
such that

|dY (f(x1), f(x2))− dX(x1, x2)| < ε

for all x1, x2 ∈ X. Then there exists g : f(X) → X such that (f, g) ∈ Apprε(X, f(X)).
Moreover, if Y = Bε(f(X)), then there is h : Y → X such that (f, h) ∈ Appr3 ε(X,Y ).

Proof. For each y ∈ f(X) choose some g(y) ∈ f−1(y). In particular, f ◦ g = id|f(X). For
y1, y2 ∈ f(X),

|dX(g(y1), g(y2))− dY (y1, y2)| = |dX(g(y1), g(y2))− dY (f(g(y1)), f(g(y2)))| < ε,

and for x ∈ X,

d(x, g ◦ f(x)) = |d(x, g(f(x)))− d(f(x), f(g ◦ f(x)))| < ε .

Thus, (f, g) ∈ Apprε(X, f(X)).
Now assume Y = Bε(f(X)). For y ∈ f(X), define h(y) := g(y), otherwise, choose

y′ ∈ f(X) with dY (y, y′) < ε and define h(y) := y′. By construction, h ◦ f = g ◦ f , i.e. for
all x ∈ X,

dX(h ◦ f(x), x) < ε .

For arbitrary y ∈ Y , using f ◦ g = id|f(X), f ◦ h(y) = f ◦ g(y′) = y′ for y′ ∈ f(X) ∩Bε(y)
as in the definition of h. Hence,

dY (f ◦ h(y), y) = dY (y′, y) < ε .
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Finally, for arbitrary y1, y2 ∈ Y ,

|dX(h(y1), h(y2))− dY (y1, y2)|
≤ |dX(h(y1), h(y2))− dY (f(h(y1)), f(h(y2)))|+ |dY (f(h(y1)), f(h(y2)))− dY (y1, y2)|
< ε+dY (f ◦ h(y1), y1) + dY (f ◦ h(y2), y2)

< 3 ε .

Next, a strong connection between existence of Gromov-Hausdorff approximations and
the Gromov-Hausdorff distance will be proven.

Proposition A.5. Let X and Y be compact metric spaces with base points p ∈ X and
q ∈ Y , respectively, and ε > 0.

a) If dGH(X,Y ) < ε, then Appr2ε(X,Y ) 6= ∅.

b) If Apprε(X,Y ) 6= ∅, then dGH(X,Y ) ≤ 2 ε.

c) If dGH((X, p), (Y, q)) < ε, then Appr2ε((X, p), (Y, q)) 6= ∅.

d) If Apprε((X, p), (Y, q)) 6= ∅, then dGH((X, p), (Y, q)) ≤ 2 ε.

Proof. As the proofs of a) and b), respectively, are very similar to, but slightly easier than
those of c) and d), respectively, only the latter two are proven here.

c) Let 0 < δ < ε−dGH((X, p), (Y, q)) and choose an admissible metric d with

ddH((X, p), (Y, q)) < dGH((X, p), (Y, q)) + δ < ε .

Then d(p, q) < ε on the one hand and ddH(X,Y ) < ε on the other, i.e. for all x ∈ X
there exists yx ∈ Y that satisfies d(x, yx) < ε. Analogously, for each y ∈ Y there is
xy ∈ X satisfying d(y, xy) < ε. Define f : X → Y and g : Y → X by

f(x) :=

{
q if x = p,

yx otherwise,
g(y) :=

{
p if y = q,

xy otherwise.

As seen above, d(f(x), x) < ε for all x ∈ X. Thus, for all x, x′ ∈ X,

|dY (f(x), f(x′))− dX(x, x′)| ≤ d(f(x), x)) + d(f(x′), x′) < 2 ε .

Analogously, |dX(g(y), g(y′))−dY (y, y′)| < 2 ε for all y, y′ ∈ Y . Similarly, for x ∈ X,

dX(g ◦ f(x), x) = d(g ◦ f(x), x)

≤ d(g(f(x)), f(x)) + d(f(x), x)

< 2 ε,

as well as dY (f ◦ g(y), y) < 2 ε for all y ∈ Y . Thus,

(f, g) ∈ Appr2ε((X, p), (Y, q)).
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d) Fix an arbitrary pair (f, g) ∈ Apprε((X, p), (Y, q)). The definition of an admissible
metric d : (X q Y ) × (X q Y ) → R requires d|X×X := dX , d|Y×Y := dY and
d(y, x) := d(x, y) for x ∈ X and y ∈ Y . Hence, it suffices to define d(x, y) for x ∈ X
and y ∈ Y . Then d is positive definite and symmetric by definition. Thus, in order
to prove that d is a metric, it remains to check the triangle inequality. If done so,
then d is in fact an admissible metric.

Define d : (X q Y )× (X q Y )→ R via

d(x, y) :=
ε

2
+ inf{dX(x, x′) + dY (f(x′), y) | x′ ∈ X}

for x ∈ X and y ∈ Y . It remains to check the triangle inequality. For x1, x2 ∈ X
and y ∈ Y ,

d(x1, x2) + d(x2, y)

= dX(x1, x2) +
ε

2
+ inf{dX(x2, x

′) + dY (f(x′), y) | x′ ∈ X}

=
ε

2
+ inf{dX(x1, x2) + dX(x2, x

′) + dY (f(x′), y) | x′ ∈ X}

≥ ε

2
+ inf{dX(x1, x

′) + dY (f(x′), y) | x′ ∈ X}

= d(x1, y)

and

d(x1, y) + d(y, x2)

= ε+ inf{dX(x1, x
′) + dY (f(x′), y) + dX(x2, x

′′) + dY (f(x′′), y) | x′, x′′ ∈ X}
≥ ε+ inf{dX(x1, x

′) + dY (f(x′), f(x′′)) + dX(x2, x
′′) | x′, x′′ ∈ X}

≥ ε+ inf{dX(x1, x
′) + (dX(x′, x′′)− ε) + dX(x2, x

′′) | x′, x′′ ∈ X}
≥ inf{dX(x1, x2) | x′, x′′ ∈ X}
= d(x1, x2).

For x ∈ X and y1, y2 ∈ Y , the triangle inequalities d(x, y1)+d(y1, y2) ≥ d(x, y2) and
d(y1, x) + d(x, y2) ≥ d(y1, y2) can be proven analogously.

Using this metric d,

d(p, q) =
ε

2
+ inf{dX(p, x′) + dY (f(x′), q) | x′ ∈ X} =

ε

2

due to 0 ≤ inf{dX(p, x′) + dY (f(x′), q) | x′ ∈ X} ≤ dX(p, p) + dY (f(p), q) = 0.
Furthermore, for x ∈ X,

d(x, f(x)) =
ε

2
+ inf{dX(x, x′) + dY (f(x′), f(x)) | x′ ∈ X} =

ε

2
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using x′ = x. For y ∈ Y , this implies

d(y, g(y)) ≤ d(y, f ◦ g(y)) + d(f ◦ g(y), g(y)) < ε+
ε

2
=

3 ε

2
.

Thus, X ⊆ Bd
ε/2(f(X)) ⊆ Bd

3 ε/2(Y ) and Y ⊆ Bd
3 ε/2(X), i.e. ddH(X,Y ) ≤ 3 ε

2 and

dGH((X, p), (Y, q)) ≤ ddH((X, p), (Y, q)) = ddH(X,Y ) + d(p, q) ≤ 2 ε .

Using these approximations, one can prove that the pointed Gromov-Hausdorff dis-
tance defines a metric. Two pointed metric spaces (X, p) and (Y, q) are called isometric if
there exists an isometry f : X → Y with f(p) = q.

Proposition A.6. On the space of isometry classes of (pointed) compact metric spaces,
dGH defines a metric.

Proof. In order to prove that the Gromov-Hausdorff distance indeed defines a metric,
one needs that the Hausdorff distance defines a metric. Therefore, this proof splits into
several steps: First, the Hausdorff distance will be investigated. Then it will be proven
that the Gromov-Hausdorff distance defines a pseudo-metric on the class of (pointed)
compact metric spaces, i.e. it is not definite, but satisfies all the other properties of a
metric. Finally, it will be proven that this already defines a metric up to isometry.

a) Let (X, d) be a metric space and A,B,C ⊆ X be compact. First, prove that dH is
a metric in the non-pointed case:

By definition, ddH(B,A) = ddH(A,B), ddH(A,B) ≥ 0 and ddH(A,A) = 0. In order to
prove the triangle inequality, let r1 := ddH(A,B) ≥ 0, r2 := ddH(B,C) ≥ 0 and ε > 0
be arbitrary. For a ∈ A there exists b ∈ B with d(a, b) < r1 + ε. Furthermore,
there is c ∈ C with d(b, c) < r2 + ε. Hence, d(a, c) < r1 + r2 + 2 ε and this
proves A ⊆ Br1+r2+2 ε(C). An analogous argumentation proves C ⊆ Br1+r2+2 ε(A),
and therefore, ddH(A,C) ≤ r1 + r2 + 2 ε. Since ε > 0 was arbitrary, this proves
ddH(A,C) ≤ r1 + r2 = ddH(A,B) + ddH(B,C).

Assume that A 6= B and ddH(A,B) = 0. Without loss of generality, assume there
exists a ∈ A with a /∈ B. In particular, d(a, b) > 0 for all b ∈ B. Since B is compact,
this proves 0 < inf{d(a, b) | b ∈ B} ≤ ddH(A,B), and this is a contradiction.

Now fix a ∈ A, b ∈ B and c ∈ C. Since dH is a metric in the non-pointed case,

ddH((A, a), (B, b)) = ddH(A,B) + d(a, b) ≥ 0

and equality holds if and only if A = B and a = b. Obviously, dH is symmetric and

ddH((A, a), (B, b)) + ddH((B, b), (C, c))

= ddH(A,B) + ddH(B,C) + d(a, b) + d(b, c)

≥ ddH(A,C) + d(a, c)

= ddH((A, a), (C, c)).

Thus, dH defines a metric.
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b) From now on, the proof restricts to the case of pointed metric spaces since the
other one can be done completely analogously. Obviously, dGH is non-negative and
symmetric. It remains to prove the triangle inequality. Let (X,x0), (Y, y0) and
(Z, z0) be pointed compact metric spaces. For arbitrary ε > 0, choose admissible
metrics dXY on X q Y and dY Z on Y q Z such that

ddXYH ((X,x0), (Y, y0)) < dGH((X,x0), (Y, y0)) + ε and

ddY ZH ((Y, y0), (Z, z0)) < dGH((Y, y0), (Z, z0)) + ε .

Define an admissible metric dXZ on X q Z by

dXZ(x, z) = inf{dXY (x, y) + dY Z(y, z) | y ∈ Y }.

This actually defines a metric: Since everything else is obvious, only the triangle
inequality needs to be checked. If all regarded points are contained in X or all in Z,
there is nothing to prove. For x1, x2 ∈ X and z ∈ Z,

dXZ(x1, x2) + dXZ(x2, z)

= dX(x1, x2) + inf{dXY (x2, y
′) + dY Z(y′, z) | y′ ∈ Y }

= inf{dXY (x1, x2) + dXY (x2, y
′) + dY Z(y′, z) | y′ ∈ Y }

≥ inf{dXY (x1, y
′) + dY Z(y′, z) | y′ ∈ Y }

= dXZ(x1, z)

and

dXZ(x1, z) + dXZ(z, x2)

= inf{dXY (x1, y
′) + dY Z(y′, z) + dY Z(z, y′′) + dXY (y′′, x2) | y′, y′′ ∈ Y }

≥ inf{dXY (x1, y
′) + dY (y′, y′′) + dXY (y′′, x2) | y′, y′′ ∈ Y }

≥ inf{dXY (x1, y
′) + dXY (y′, x2) | y′ ∈ Y }

≥ dX(x1, x2)

= dXZ(x1, x2).

For x ∈ X and z1, z2 ∈ Z, the inequalities dXZ(z1, z2) + dXZ(z2, x) ≥ dXZ(z1, x)
and d(z1, x) + dXZ(x, z2) ≥ dXZ(z1, z2) can be proven analogously. With similar
arguments, one can prove that dXY Z defines an admissible metric on X q Y q Z
where

dXY Z(x, y) :=


dXY (x, y) if x, y ∈ X q Y,
dXZ(x, y) if x, y ∈ X q Z,
dY Z(x, y) if x, y ∈ Y q Z.
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With those admissible metrics,

dGH((X,x0), (Z, z0))

≤ ddXY ZH (X,Z) + dXY Z(x0, z0)

≤ ddXY ZH (X,Y ) + ddXY ZH (Y, Z) + dXY Z(x0, y0) + dXY Z(y0, z0)

≤ ddXYH (X,Y ) + ddY ZH (Y, Z) + dXY (x0, y0) + dY Z(y0, z0)

< dGH((X,x0), (Y, y0)) + dGH((Y, y0), (Z, z0)) + 2 ε,

where in the second last inequality the fact is used that the inclusion X ⊆ BdXY
r (Y )

implies the inclusion X ⊆ BdXY Z
r (Y ), where r > 0 is arbitrary. Now letting ε → 0

proves the triangle inequality for dGH.

c) It is easy to see that the distance of isometric pointed compact spaces vanishes: Let
(X, p) and (Y, q) be isometric via isometries f and g. For arbitrary ε > 0, then
(f, g) ∈ Apprε /2((X, p), (Y, q)). By Proposition A.5, dGH((X, p), (Y, q)) ≤ ε. Hence,
dGH((X, p), (Y, q)) = 0.

Conversely, let (X, p) and (Y, q) be two pointed compact metric spaces satisfying
dGH((X, p), (Y, q)) = 0. By definition, for each n ≥ 1 there is an admissible metric
dn on XqY with ddnH (X,Y )+dn(p, q) < 1

n . Since X is compact and thus separable,
there exists a countable dense subset X ′ = {xi | i ∈ N} ⊆ X with x0 = p.

Define y0
n := q. The constant sequence (y0

n)n∈N converges to q, and for each n,
dn(x0, y

0
n) = dn(p, q) < 1

n .

Because of ddnH (X,Y ) < 1
n , there exists some y1

n ∈ Y such that dn(x1, y
1
n) < 1

n . Since
Y is compact, (y1

n)n has a convergent subsequence (y1
ni)i∈N with some limit y1 ∈ Y .

Then
dni(x1, y1) ≤ dni(x1, y

1
ni) + dni(y

1
ni , y1)→ 0 as i→∞.

The same argument for x2 gives a subsequence dnij of dni and some y2 ∈ Y with
dnij (x2, y2)→ 0 as j →∞. By a diagonal argument, there is a subsequence dl of dn
and a sequence (yi)i∈N with y0 = q such that dl(xi, yi)→ 0 as l→∞ for all i.

Define f : X ′ → Y by f(xi) := yi. Since the dl are admissible metrics, for each l,

dY (f(xi), f(xj)) = dl(f(xi), f(xj)) = dl(yi, yj) and dX(xi, xj) = dl(xi, xj).

Therefore,

|dY (f(xi), f(xj))− dX(xi, xj)| = |dl(yi, yj)− dl(xi, xj)|
≤ dl(yi, xi) + dl(xj , yj))

→ 0 as l→∞.

Hence, f is an isometry. Since X ′ is dense, f can be extended uniquely to an
isometric embedding f : X → Y with f(p) = q. With a similar construction and
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using a subsequence of dl, there is an isometric embedding g : Y → X with g(q) = p.
After passing to this subsequence, for each x,

dl(g ◦ f(x), x) ≤ dl(g(f(x)), f(x)) + dl(f(x), x)→ 0 as l→∞.

Thus, f is an isometry with f(p) = q, i.e. (X, p) and (Y, q) are isometric.

The definitions of pointed and non-pointed Gromov-Hausdorff distance essentially give
the same notion of convergence. This will be proven next.

Proposition A.7. Let X and Y be compact metric spaces.

a) For each x ∈ X and y ∈ Y , dGH(X,Y ) ≤ dGH((X,x), (Y, y)).

b) For any x ∈ X there exists y ∈ Y such that dGH((X,x), (Y, y)) ≤ 2dGH(X,Y ).

Proof. Both statements follow easily from the definitions:

a) Let x ∈ X and y ∈ Y be arbitrary. Then

dGH(X,Y ) = inf{ddH(X,Y ) | d admissible metric on X q Y }
≤ inf{ddH(X,Y ) + d(x, y) | d admissible metric on X q Y }
= inf{ddH((X,x), (Y, y)) | d admissible metric on X q Y }
= dGH((X,x), (Y, y)).

b) Let r := dGH(X,Y ) ≥ 0. For arbitrary n ∈ N, let dn be an admissible metric on
X q Y satisfying

ddnH (X,Y ) < dGH(X,Y ) +
1

n
= r +

1

n
.

Thus, X ⊆ B̄dn
r+1/n(Y ), i.e. there exists yn ∈ Y such that dn(x, yn) ≤ r+ 1

n . Since Y
is compact, there exists a convergent subsequence (ynm)m∈N of (yn)n∈N with limit
y ∈ Y . Then

d
dnm
H ((X,x), (Y, y)) = d

dnm
H (X,Y ) + dnm(x, y)

≤ r +
1

nm
+ dnm(x, ynm) + dnm(ynm , y)

≤ 2r +
2

nm
+ dY (ynm , y)

and

dGH((X,x), (Y, y)) = inf{ddH((X,x), (Y, y)) | d admissible metric on X q Y }

≤ inf{ddnmH ((X,x), (Y, y)) | m ∈ N}

≤ inf{2r +
2

nm
+ dY (ynm , y) | m ∈ N}

= 2r.
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It is easy to give an example where the inequality in Proposition A.7 a) is strict.

Example A.8. Equip the interval I := [−1, 1] with the induced metric from R and fix
the points 0, 1 ∈ I. Then

dGH((I, 0), (I, 1)) ≥ 1

2
> 0 = dGH(I, I).

In order to see the first inequality, assume dGH((I, 0), (I, 1)) < 1
2 . By Proposition A.5,

there exists (f, g) ∈ Appr1((I, 0), (I, 1)). In particular,

1 > |dR(g(1), g(−1))− dR(1,−1)| = ||g(−1)| − 2| ≥ 1

due to 0 ≤ |g(−1)| ≤ 1. This is a contradiction.

Definition A.9. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed compact metric spaces.

a) If dGH(Xi, X)→ 0 as i→∞, then Xi converges to X.

b) If dGH((Xi, pi), (X, p))→ 0 as i→∞, then (Xi, pi) converges to (X, p).

If Xi converges to X, this is denoted by Xi → X. If (Xi, pi) converges to (X, p), this is
denoted by (Xi, pi)→ (X, p).

Corollary A.10. Let (X, dX) and (Xi, dXi), i ∈ N, be compact metric spaces.

a) If (Xi, xi)→ (X,x) for some xi ∈ Xi and x ∈ X, then Xi → X as well.

b) If Xi → X and x ∈ X, then there exist xi ∈ Xi such that (Xi, xi)→ (X,x).

Recall that a metric space (X, dX) is called length space if

d(x, y) = inf{L(c) | c continuous curve from x to y}

for any x, y ∈ X, where L(c) denotes the length of c.

Proposition A.11 ([BBI01, Theorem 7.5.1]). A complete compact Gromov-Hausdorff
limit of compact length spaces is a length space.

In general, the Gromov-Hausdorff distance of two subsets of the same metric space,
equipped with the induced metric, can be estimated by their Hausdorff distance. If this
metric space is a length space and the subsets are balls, this estimate can be expressed
by using the radii and the distance of the base points. This uses the property of length
spaces that r-ball around a ball of radius s coincides with the r+ s ball (around the same
base point).

Lemma A.12. Let (X, d) be a length space, p ∈ X and r, s > 0. Then

Br(Bs(p)) = Br+s(p).



A.1 The compact case 77

Proof. Let q ∈ Br(Bs(p)), i.e. there exists x ∈ Bs(p) with d(x, q) < r. Then

d(q, p) ≤ d(q, x) + d(x, p) < r + s

proves Br(Bs(p)) ⊆ Br+s(p). In fact, this inclusion holds in every metric space.
Conversely, let q ∈ Br+s(p). Since Bs(p) ⊆ Br(Bs(p)), assume q ∈ Br+s(p) \ Bs(p).

Let l := d(p, q) denote the distance of p and q. In particular, s ≤ l < r+ s. Fix a shortest
geodesic γ : [0, l] → X with γ(0) = p and γ(l) = q. Define ε := 1

2 ·min{s, r + s − l} > 0
and t := s− ε ∈ (0, s) ⊆ [0, l]. Then

d(γ(t), p) = t < s and d(γ(t), q) = l − t = l − s+ ε < l − s+ r + s− l = r.

Hence, γ(t) ∈ Bs(p) and q ∈ Br(γ(t)), and this verifies Br+s(p) ⊆ Br(Bs(p)).

Lemma A.13. Let (X, d) be a length space, p, q ∈ X, r, s > 0. Then

ddH(B̄r(p), B̄s(q)) ≤ d(p, q) + |r − s|.

Proof. Let ε := d(p, q) + |r − s|. If ε = 0, the claim holds due to p = q and r = s. Hence,
assume ε > 0. Then, applying Lemma A.12,

Br(p) ⊆ Bd(p,q)+r(q) ⊆ Bd(p,q)+|r−s|+s(q) = Bε+s(q) = Bε(Bs(q)).

Analogously, Bs(q) ⊆ Bε(Br(p)). Therefore,

ddH(B̄r(p), B̄s(q)) = ddH(Br(p), Bs(q)) ≤ ε .

Corollary A.14. Let (X, d) be a length space, p, q ∈ X, r, s > 0. Then

a) dGH((B̄X
r (p), p), (B̄X

s (p), p)) ≤ |r − s|,

b) dGH((B̄X
r (p), p), (B̄X

r (q), q)) ≤ 2d(p, q).

The diameters of metric spaces with small Gromov-Hausdorff distance are almost the
same. In particular, for a convergent sequence of metric spaces, their diameters converge
to the diameter of the limit space.

Proposition A.15. For compact metric spaces (X, dX) and (Y, dY ),

|diam(X)− diam(Y )| ≤ 2dGH(X,Y ).

In particular, if Xi → X for compact metric spaces (Xi, dXi), i ∈ N, then

diam(Xi)→ diam(X).



78 A Gromov-Hausdorff convergence

Proof. Let ε := dGH(X,Y ), δ > 0 and d be an admissible metric on X q Y such that

ddH(X,Y ) < dGH(X,Y ) + δ = ε+δ.

This implies Y ⊆ Bd
ε+δ(X). Therefore, for any y1, y2 ∈ Y there are x1, x2 ∈ X with

d(xi, yi) < ε+δ for 1 ≤ i ≤ 2. Hence,

dY (y1, y2) ≤ d(y1, x1) + dX(x1, x2) + d(x2, y2) < 2 ε+2δ + diam(X).

Thus,
diam(Y ) = sup{dY (y1, y2) | y1, y2 ∈ Y } ≤ diam(X) + 2 ε+2δ.

Since δ > 0 was arbitrary, diam(Y ) ≤ diam(X) + 2 ε. The other inequality can be proven
analogously.

Corollary A.16. If (X, d) is a compact metric space and {pt} the space consisting of
only one point, then dGH(X, {pt}) = 1

2 · diam(X).

Proof. By Proposition A.15, diam(X) ≤ 2 ·dGH(X, {pt}). Thus, only the other inequality
has to be proven.

Let δ = 1
2 · diam(X) and define an admissible metric d on the disjoint union X q {pt}

by d(x, pt) := δ. As usually, only the triangle inequality needs to be checked. For arbitrary
x1, x2 ∈ X,

d(x1, x2) + d(x2, pt) = d(x1, x2) + δ ≥ δ = d(x1,pt) and
d(x1, pt) + d(pt, x2) = 2δ = diam(X) ≥ d(x1, x2).

Using this metric,
dGH(X, {pt}) ≤ ddH(X, {pt}) = δ.

For a metric space (X, dX), let λX denote the metric space (λX, dλX) := (X,λdX).
Rescaling of compact metric spaces behaves nicely under Gromov-Hausdorff distance. Ob-
serve BX

r (p) = {q ∈ X | dX(q, p) < r} = {q ∈ X | λdX(q, p) < λr} = BλX
λr (p) for any

p ∈ X and r > 0.

Lemma A.17. Let (X, dX) and (Y, dY ) be compact metric spaces.

a) For the Hausdorff-distance, dλXH = λ · dXH (both in the standard and in the pointed
case).

b) For the Gromov-Hausdorff-distance, both dGH(λX, λY ) = λ · dGH(X,Y ) and, for all
x ∈ X and y ∈ Y , dGH((λX, x), (λY, y)) = λ · dGH((X,x), (Y, y)).

Proof. a) Let A,B ⊆ X. Then

dλXH (A,B) = inf{ε > 0 | A ⊆ BλX
ε (B) and B ⊆ BλX

ε (A)}
= inf{λε̃ > 0 | A ⊆ BX

ε̃ (B) and B ⊆ BX
ε̃ (A)}

= λ · inf{ε̃ > 0 | A ⊆ BX
ε̃ (B) and B ⊆ BX

ε̃ (A)}
= λ · dXH (A,B).
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Furthermore, for a ∈ A and b ∈ B,

dλXH ((A, a), (B, b)) = dλXH (A,B) + dλX(a, b)

= λ · dXH (A,B) + λ · dX(a, b)

= λ · dXH ((A, a), (B, b)).

b) By definition, an admissible metric d̃ on λX q λY is a metric on X q Y satisfying
d̃|X×X = dλX = λ · dX and d̃|Y×Y = dλY = λ · dY . Furthermore, d := 1

λ · d̃ is
a metric if and only if d̃ is a metric. In addition, d|X×X = 1

λ · d̃|X×X = dX and
d|Y×Y = dY . Thus, d is an admissible metric on X q Y . On the other hand, using
similar arguments, if d is an admissible metric on X q Y , then d̃ := λ · d is an
admissible metric on λX q λY .

Hence,

dGH(λX, λY ) = inf{dd̃H(λX, λY ) | d̃ admissible metric on λX q λY }
= inf{dλdH (λX, λY ) | λ · d admissible metric on λX q λY }
= inf{λ · ddH(λX, λY ) | d admissible metric on X q Y }
= λ · dGH(X,Y ).

Analogously, dGH((λX, x), (λY, y)) = λ · dGH((X,x), (Y, y)).

A.2 The non-compact case

For non-compact metric spaces, the above way of defining a metric (up to isometry) does
not work: Using the Hausdorff distance as before on unbounded sets may give distance
infinity. Thus, instead of defining a notion of distance for non-compact metric spaces,
convergence is defined by using compact subspaces of these spaces only. On these, the
previous definitions can be applied.

A metric space is called proper if all closed balls are compact. Throughout the remain-
ing section, all metric spaces will assumed to be proper. Notice that proper metric spaces
are complete.

For a metric space (X, dX), p ∈ X and r > 0, let B̄r(p) := {q ∈ X | dX(p, q) ≤ r}
denote the closed ball of radius r around p.

Definition A.18. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed proper metric spaces.
If

dGH((B̄Xi
r (pi), pi), (B̄

X
r (p), p))→ 0 as i→∞

for all r > 0, where the balls are equipped with the restricted metric, then (Xi, pi) con-
verges to (X, p) (in the pointed Gromov-Hausdorff sense). If (Xi, pi) converges to (X, p),
this is denoted by (Xi, pi) → (X, p) and (X, p) is called the (pointed Gromov-Hausdorff)
limit of (Xi, pi).
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Frequently, a sequence (Xi, pi) does not converge itself but has a converging subse-
quence. The limit of such a subsequence is called sublimit of (Xi, pi), and (Xi, pi) is said
to subconverge to this limit.

Naturally, the question arises under which conditions a given sequence of metric spaces
converges in the pointed Gromov-Hausdorff sense. For manifolds, the following theorem
by Gromov states that in some cases at least a (Gromov-Hausdorff) sublimit exists. In
section A.3, another, more general concept of creating and guaranteeing ‘limits’ will be
introduced. It will turn out that these limits in fact are Gromov-Hausdorff sublimits as
well.

Theorem A.19 (Gromov’s Pre-compactness Theorem, [Pet06, Cor. 1.11]). For n ≥ 2,
κ ∈ R and D > 0, the following classes are pre-compact, i.e. every sequence in the class
has a convergent subsequence whose limit lies in the closure of this class:

a) The collection of closed Riemannian manifolds with Ric ≥ (n−1) ·κ and diam ≤ D.

b) The collection of pointed complete Riemannian manifolds with Ric ≥ (n− 1) · κ.

The section is structured as follows: In subsection A.2.1, the compability of the def-
inition of pointed Gromov-Hausdorff convergence in Definition A.1 with the notion of
convergence induced by the Gromov-Hausdorff distance of compact metric (length) spaces
is verified. Subsequently, subsection A.2.2 deals with stating and verifying several proper-
ties of pointed Gromov-Hausdorff convergence. In this context, convergence of points and
convergence of maps, respectively, are introduced in subsection A.2.3 and subsection A.2.4,
respectively.

A.2.1 Comparison with the compact case

Applied to compact length spaces, the convergence in the pointed Gromov-Hausdorff sense
coincides with the convergence of compact metric spaces in the pointed sense defined in
the previous section. Conversely, given (non-pointed) convergence as defined for compact
metric spaces and a fixed base point in the limit space, there exist base points such that
the spaces converge in the pointed Gromov-Hausdorff sense.

In order to prove this, one uses the fact that approximations can be restricted to
smaller balls. This is shown in the following lemma. Another statement of the lemma is
that base points can be changed in a certain way. This will be useful later on as well.

Lemma A.20. a) Let (X, dX) and (Y, dY ) be length spaces, p, p′ ∈ X, q, q′ ∈ Y and
R ≥ r > 0 such that B̄X

r (p′) ⊆ B̄X
R (p) and B̄Y

r (q′) ⊆ B̄Y
R (q). Moreover, let ε > 0,

(f, g) ∈ Apprε((B̄
X
R (p), p), (B̄Y

R (q), q))

and δ := max{d(f(p′), q′), d(p′, g(q′))} ≥ 0. Then

Appr4 ε+δ((B̄
X
r (p′), p′), (B̄Y

r (q′), q′)) 6= ∅
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and
dGH((B̄X

r (p′), p′), (B̄Y
r (q′), q′)) ≤ 8 ε+2δ.

b) For pointed length spaces (X, dX , p) and (Y, dY , q) and R ≥ r > 0,

dGH((B̄X
r (p), p), (B̄Y

r (q), q)) ≤ 16 · dGH((B̄X
R (p), p), (B̄Y

R (q), q)).

Proof. a) For simplicity, let δf := d(f(p′), q′), δg := d(p′, g(q′)), i.e. δ = max{δf , δg},
and ε̃ := 4 ε+δ. As B̄X

r (p′) ⊆ B̄X
R (p), one can restrict f to B̄X

r (p′). For x ∈ B̄X
r (p′),

dY (f(x), q′) ≤ dY (f(x), f(p′)) + dY (f(p′), q′)

≤ (dX(x, p′) + ε) + δf

< r + ε+δf .

Hence, f(B̄X
r (p′)) ⊆ B̄Y

r+ε+δf
(q′). Analogously, g(B̄Y

r (q′)) ⊆ B̄X
r+ε+δg

(p′). Now
modify f and g in order to obtain maps f̃ and g̃, respectively, whose images are
contained in B̄Y

r (q′) and B̄X
r (p′), respectively, such that (f̃ , g̃) are ε̃-approximations:

For y ∈ B̄Y
r+ε+δf

(q′) \ B̄Y
r (q′) choose a shortest geodesic c : [0, l]→ Y with c(0) = q′

and c(1) = y where r < l := dY (y, q′) ≤ r + ε+δf . Then dY (c(r), q′) = r, in
particular, c(r) ∈ B̄Y

r (q′), and for ŷ := c(r),

d(y, ŷ) = dY (y, q′)− dY (ŷ, q′)

< (r + ε+δf )− r
= ε+δf .

Using this, define f̃ : B̄X
r (p′)→ B̄Y

r (q′) by

f̃(x) :=


q′ if x = p′,

f(x) if x 6= p′ and f(x) ∈ B̄Y
r (q′),

f̂(x) if x 6= p′ and f(x) /∈ B̄Y
r (q′).

Since dY (f̃(p′), f(p′)) = dY (q′, f(p′)) = δf < ε+δf and by construction,

dY (f̃(x), f(x)) < ε+δf

for all x ∈ B̄X
r (p′). Similarly, define g̃ : B̄Y

r (q′) → B̄X
r (p′). Using analogous argu-

ments proves
dX(g̃(y), g(y)) < ε+δg

for all y ∈ B̄Y
r (q′).
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By definition, f̃(p′) = q′ and g̃(q′) = p′, so it remains to prove that (f̃ , g̃) are
ε̃-approximations. By construction,

|dX(x1, x2)− dY (f̃(x1), f̃(x2))|
≤ |dX(x1, x2)− dY (f(x1), f(x2))|+ |dY (f(x1), f(x2))− dY (f̃(x1), f̃(x2))|
< ε+(dY (f(x1), f̃(x1)) + dY (f(x2), f̃(x2)))

< ε+2(ε+δf )

< ε̃,

where x1, x2 ∈ B̄X
r (p′). Analogously, |dY (y1, y2)−dX(g̃(y1), g̃(y2))| < ε̃ for arbitrary

y1, y2 ∈ B̄Y
r (q′). Furthermore, for x ∈ B̄X

r (p′),

dX(x, g̃ ◦ f̃(x))

≤ dX(x, g ◦ f(x)) + dX(g ◦ f(x), g ◦ f̃(x)) + dX(g ◦ f̃(x), g̃ ◦ f̃(x))

< ε+(ε+dY (f(x), f̃(x))) + (ε+δg)

< 4 ε+δf + δg

= ε̃.

Analogously, dY (y, f̃ ◦ g̃(y)) < ε̃ for all y ∈ B̄Y
r (q′). Hence,

(f̃ , g̃) ∈ Apprε̃((B̄
X
r (p′), p′), (B̄Y

r (q′), q′)),

and by Proposition A.5,

dGH((B̄X
r (p′), p′), (B̄Y

r (q′), q′)) ≤ 2ε̃.

b) Let δ > 0 be arbitrary and ε := dGH((B̄X
R (p), p), (B̄Y

R (q), q)) + δ > 0. By Proposi-
tion A.5,

Appr2 ε((B̄
X
R (p), p), (B̄Y

R (q), q)) 6= ∅,

and by a),

dGH((B̄X
r (p), p), (B̄Y

r (q), q)) ≤ 16 ε = 16 · dGH((B̄X
R (p), p), (B̄Y

R (q), q)) + 16 δ.

Since δ > 0 was arbitrary, this implies the claim.

To avoid confusion, for the next two statements, let Xi
GH→ X and (Xi, pi)

GH→ (X, p),
respectively, denote the convergence of compact metric spaces in the sense of Definition A.1
and Definition A.2, respectively. Further, denote by (Xi, pi)

pGH→ (X, p) the convergence in
the pointed Gromov-Hausdorff sense of Definition A.18.

Proposition A.21. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed compact length
spaces with (Xi, pi)

pGH→ (X, p). Then Xi
GH→ X, in particular, diam(Xi)→ diam(X).
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Proof. Assume diam(Xi) is not bounded. Let r > diam(X). Without loss of generality,
assume diam(Xi) > r for all i ∈ N.

Let 0 < ε < r − diam(X) and choose xi, yi ∈ BXi
r (pi) such that dXi(xi, yi) ≥ r − ε

2 .
For εi := 2 · dGH((Xi, pi), (X, p)) and (fi, gi) ∈ Apprεi((Xi, pi), (X, p)),

diam(X) ≥ dX(fi(xi), fi(yi)) ≥ r −
ε

2
− εi .

Since this holds for all i ∈ N,

diam(X) ≥ r − ε

2
> diam(X) +

ε

2
.

This is a contradiction. Thus, there is an R > diam(X) such that diam(Xi) < R for all
i ∈ N. Then

dGH(Xi, X) = dGH(B̄Xi
R (pi), B̄

X
R (p)) ≤ dGH((B̄Xi

R (pi), pi), (B̄
X
R (p), p))→ 0 as i→∞.

Hence, Xi → X. Proposition A.15 implies the second part of the claim.

Corollary A.22. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed compact length spaces.
Then (Xi, pi)

GH→ (X, p) if and only if (Xi, pi)
pGH→ (X, p).

Proof. The proof is done by proving both implications separately.

a) First, assume (Xi, pi)
GH→ (X, p) and let r > 0 be arbitrary.

By Proposition A.15, diam(Xi) → diam(X), i.e. without loss of generality, assume
a strict diameter bound D on all spaces Xi and X. In particular, for all r ≥ D,
(B̄Xi

r (pi), pi) = (Xi, pi) converges to (X, p) = (B̄X
r (p), p).

For 0 < r < D,

dGH((B̄Xi
r (pi), pi), (B̄

X
r (p), p)) ≤ 16 · dGH((B̄Xi

D (pi), pi), (B̄
X
D (p), p))

= 16 · dGH((Xi, pi), (X, p))

→ 0

by Lemma A.20. Hence, (Xi, pi)
pGH→ (X, p).

b) Now let (Xi, pi)
pGH→ (X, p). By Proposition A.21, diam(Xi) → diam(X). Without

loss of generality, assume diam(Xi) ≤ 2 diam(X) =: r. Thus,

dGH((Xi, pi), (X, p)) = dGH((B̄Xi
r (pi), pi), (B̄

X
r (p), p))→ 0.

In particular, if Xi, X are compact and p ∈ X, then, by Corollary A.10, there exist
pi ∈ Xi such that (Xi, pi)

GH→ (X, p), and therefore, (Xi, pi)
pGH→ (X, p).

From now on, let (Xi, pi) → (X, p) denote convergence in the pointed Gromov-
Hausdorff sense.
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A.2.2 Properties as in the compact case

This subsection deals with several properties which are familiar from the compact case.
First of all, the Gromov-Hausdorff distance defines a metric on the set of the isometry
classes of compact metric spaces. In general, if a sequence of pointed length spaces con-
verges to a pointed space, it converges to its completion as well. Thus, those limit spaces
can always be assumed to be complete. Under this assumption, the (complete) limit of
pointed Gromov-Hausdorff convergence is unique up to isometry.

Proposition A.23. Let (X, dX , p), (Y, dY , q) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Assume X and Y to be complete, (Xi, pi) → (X, p) and (Xi, pi) → (Y, q). Then
(X, p) and (Y, q) are isometric.

Proof. For every r > 0, both B̄X
r (p) and B̄Y

r (q) are limits of B̄Xi
r (pi), and thus, there

exists a (bijective) isometry fr : B̄X
r (p) → B̄Y

r (q) with fr(p) = q. Choose a countable
dense subset X ′ := {x0, x1, x2, . . . } of X with x0 = p and let yni := fn(xi) for n ∈ N.

For all i ∈ N,
dY (yni , q) = dY (fn(xi), fn(p)) = dX(xi, p),

i.e. (yni )n∈N is a sequence in the compact subset B̄Y
dX(xi,p)

(q). By a diagonal argument,
there exists a subsequence (nm)m∈N of the natural numbers such that for every i ∈ N the
sequence (ynmi )m∈N has a limit yi ∈ B̄Y

dX(xi,p)
(q). In particular, yn0 = fn(p) = q for all

n ∈ N implies y0 = q. For i, j ∈ N, by construction,

dY (yi, yj) = lim
m→∞

dY (ynmi , ynmj ) = lim
m→∞

dY (fnm(xi), fnm(xj)) = dX(xi, xj),

i.e. the map f̃ : X ′ → Y defined by f̃(xi) := yi is an isometry with f̃(p) = q.
As Y is complete, there exists an extension of f̃ to an isometry f : X → Y with

f(p) = q: Let x ∈ X be arbitrary. Since X ′ was chosen to be dense, there exists a
sequence (xij )j∈N in X ′ converging to x. This is a Cauchy sequence, hence, (f̃(xij ))j∈N is
a Cauchy sequence as well and has a limit y =: f(x).

This defines indeed an isometry f : X → Y : Let x, x′ ∈ X be arbitrary and xij and
xil , respectively, be sequences in X ′ converging to x and x′, respectively. Then

dY (f(x), f(x′)) = lim
j,l→∞

dY (f̃(xij ), f̃(xil)) = lim
j,l→∞

dX(xij , xil) = dX(x, x′).

Thus, f is an isometry. It remains to prove that f is bijective:
Using a further subsequence nma and the inverse maps f−1

nma
, an isometry g : Y → X

can be constructed analogously. For arbitrary x ∈ X, let (ykl)l∈N be the sequence in the
dense subset Y ′ ⊆ Y used in the construction of g converging to f(x) ∈ Y . Then

dX(g ◦ f(x), x) = lim
a→∞

lim
l,j→∞

dX(f−1
nma

(ykl), xij )

= lim
a→∞

lim
l,j→∞

dY (ykl , fnma (xij ))

= dY (f(x), f(x)) = 0.

Analogously, f ◦ g = id. Thus, f is bijective.
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As in the compact case, Gromov-Hausdorff convergence preserves being a length space.

Proposition A.24. Let (Xi, dXi , pi), i ∈ N, be pointed length spaces and (X, dX , p) be a
pointed complete metric space. If (Xi, pi)→ (X, p), then X is a length space.

Proof. By [BBI01, Corollary 2.4.17], it suffices to prove that for arbitrary x, y ∈ X and
ε > 0 there are points x = x0, x1, . . . , xm, xm+1 = y in X with

dX(xk, xk+1) ≤ ε and
m∑
k=0

dX(xk, xk+1) < dX(x, y) + ε .

Let ε > 0, x, y ∈ X be arbitrary and choose r > 0 such that x, y ∈ BX
r (p). Since

B̄Xi
r (pi) → B̄X

r (p), there exist εi → 0 and (fi, gi) ∈ Apprεi((B̄
Xi
r (pi), pi), (B̄

X
r (p), p)),

cf. Proposition A.5. Choose a shortest geodesic ci : [0, li] → Xi with ci(0) = gi(x) and
ci(li) = gi(y) where li = dXi(gi(x), gi(y)).

Let m ∈ N such that mε < li ≤ (m + 1) ε. After passing to a subsequence, for all
1 ≤ k ≤ m, the sequences

fi(ci(k ε)) ∈ B̄X
r (p)

converge to points xk that have the required properties:
First of all, by construction, dX(fi(ci(0)), x) = dX(fi ◦ gi(x), x) < εi → 0 as i → ∞.

Hence, fi(ci(0))→ x. Analogously, fi(ci(li))→ y. Define x0 := x and xm+1 := y.
As the fi(ci(ε)) are contained in the compact set B̄X

r (p), after passing to a subse-
quence, fi(ci(ε)) converges to some x1 ∈ B̄X

r (p). After passing to a further subsequence,
fi(ci(2 ε)) converges to a point x2 ∈ B̄X

r (p). Iterating this, there is a subsequence such
that fi(ci(0)) → x0, fi(ci(k ε)) → xk for all 1 ≤ k ≤ m and fi(ci(li)) → xm+1. Pass to
this subsequence.

Since the ci are shortest geodesics,

dXi(ci(k ε), ci((k + 1) ε)) = L(ci|[k ε,(k+1) ε]) = ε

for all 0 ≤ k < m and

dXi(ci(mε), gi(y)) = L(ci|[mε,li]) ≤ ε .

Thus, the limits of these satisfy dX(xk, xk+1) ≤ ε. Furthermore, using εi → 0,

m∑
k=0

dX(xk, xk+1) = lim
i→∞

m−1∑
k=0

L(ci|[k ε,(k+1) ε]) + L(ci|[mε,li])

= lim
i→∞

L(ci)

= lim
i→∞

dXi(gi(x), gi(y))

= d(x, y)

< d(x, y) + ε .
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As in the compact case, in the non-compact case there is a correspondence between
(pointed) Gromov-Hausdorff convergence and approximations. In order to prove this, the
following lemma is needed.

Lemma A.25. For all r > 0, let (εrn)n∈N be a monotonically decreasing null sequence and
h : R>0 → R>0 a function with limx→0 h(x) = 0. Then there exists a sequence (rn)n∈N
with limn→∞ rn =∞ and εrnn ≤ h

(
1
rn

)
for almost all n ∈ N.

Proof. Let A := {n ∈ N | ∀r > 0 : εrn > h
(

1
r

)
} denote the set of all natural numbers n

for which no such ‘rn’ can exist. This set is finite: Fix r > 0. Then εrn > h
(

1
r

)
for all

n ∈ A, but, since (εrn)n∈N is a null sequence, this inequality only holds for finitely many
n. Hence, A is finite.

Without loss of generality, assume that for each n there is at least one r > 0 such that
εrn ≤ h

(
1
r

)
.

Let Rn := {r > 0 | εrn ≤ h
(

1
r

)
} 6= ∅ denote the set of all radii which are possible

candidates for ‘rn’. Then (Rn)n∈N is an increasing sequence: Fix r ∈ Rn. Since (εrn)n∈N
is monotonically decreasing, εrn+1 ≤ εrn ≤ h

(
1
r

)
. Thus, r ∈ Rn+1.

Suppose that these sets are uniformly bounded, i.e. there exists C > 0 such that⋃
n∈NRn ⊆ [0, C]. Then εrn > h

(
1
r

)
for all n and all r > C. Consequently, for all r > C

the sequence (εrn)n∈N is bounded below by h
(

1
r

)
. This is a contradiction to (εrn)n∈N being

a null sequence.
Therefore,

⋃
n∈NRn is unbounded, i.e. for all C > 0 there exists some N ∈ N such

that Rj 6⊆ [0, C] for all j ≥ N . In particular, for all k ∈ N there is a minimal Nk ∈ N such
that for all j ≥ Nk there is some rkj ∈ Rj with rkj > k. There are two cases:

1. Let Nk →∞. For every n ∈ N, n ≥ N0, there is some k ∈ N with Nk ≤ n < Nk+1.
Fix this k and define rn := rkn for some rkn ∈ Rn satisfying rkn > k. Then, for
arbitrary k ∈ N and all n ≥ Nk, rn > k. Thus, rn → ∞. Furthermore, by choice,
εrnn ≤ h

(
1
rn

)
.

2. Let k0 ∈ N such that Nk = Nk0 for all k ≥ k0. For n < Nk0 , define rn as in the first
case. For n = N +m ≥ Nk0 = Nk0+m, choose any rn := rk0+m

n ∈ Rn ∩ (k0 +m,∞).
Then rn →∞ and εrnn ≤ h

(
1
rn

)
.

Proposition A.26. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be length spaces. Then the
following statements are equivalent.

a) (Xi, pi)→ (X, p).

b) For all functions g : R>0 → R>0 with limx→0 g(x) = 0 there exists ri → ∞ with
dGH((B̄Xi

ri (pi), pi), (B̄
X
ri (p), p)) ≤ g

(
1
ri

)
.

c) There exist ri →∞ and εi → 0 with dGH((B̄Xi
ri (pi), pi), (B̄

X
ri (p), p)) ≤ εi.
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Proof. The proof is done by proving the implications a)⇒ b), b)⇒ c) and c)⇒ a). First,
let (Xi, pi) → (X, p) and g : R>0 → R>0 with limx→0 g(x) = 0 be arbitrary. For fixed
r > 0, define

ε̃ri := dGH((B̄Xi
r (pi), pi), (B̄

X
r (p), p))→ 0 as i→∞

and

εri := sup{ε̃rj | j ≥ i} → 0 as i→∞.

This sequence (εri )i∈N is monotonically decreasing and satisfies εri ≥ ε̃ri . By Lemma A.25,
there exists ri →∞ such that εrii ≤ g

(
1
ri

)
for all i ∈ N. In particular,

dGH((B̄Xi
ri (pi), pi), (B̄

X
ri (p), p)) = ε̃rii ≤ ε

ri
i ≤ g

( 1

ri

)
,

and this proves b). Obviously, b) implies c) via choosing g := id and εi := 1
ri
.

Let dGH((B̄Xi
ri (pi), pi), (B̄

X
ri (p), p)) ≤ εi for some ri → ∞ and εi → 0. Fix r > 0. Let

i ∈ N be large enough such that r < ri. By Lemma A.20,

dGH((B̄Xi
r (pi), pi), (B̄

X
r (p), p)) ≤ 16 εi,

and this implies the claim.

Corollary A.27. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. Then
the following statements are equivalent.

a) (Xi, pi)→ (X, p).

b) There is εi → 0 such that Apprεi((B̄
Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) 6= ∅ for all i.

c) There is εi → 0 such that dGH((B̄Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) ≤ εi for all i.

Proof. This is a direct consequence of Proposition A.5 and Proposition A.26.

Similarly to the compact case, the Gromov-Hausdorff distance and convergence, re-
spectively, is related to the diameters of the spaces: On the one hand, the distance of
balls in X and X × Y are bounded from above by the diameter of Y . On the other hand,
in the compact case it was proven that convergence of spaces implies convergence of the
diameters. For length spaces, an analogous statement will be established.

Proposition A.28. Let (X, dX , x0) and (Y, dY , y0) be pointed proper metric spaces. If Y
is compact, then dGH((B̄X

r (x0), x0), (B̄X×Y
r ((x0, y0)), (x0, y0))) ≤ diam(Y ) for all r > 0.
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Proof. It suffices to define an admissible metric and to estimate the Hausdorff distance
with respect to this metric.

Let δ > 0 be arbitrary. Define an admissible metric d on (X × Y )qX by

d((x, y), x′) :=
√
dX(x, x′)2 + dY (y, y0)2 + δ2.

As usual, the only tricky part is to prove the triangle inequality: By the Minkowski
inequality, for x1, x

′
1, x2, x

′
2 ∈ X and y1, y2 ∈ Y ,

d((x1, y1), x′1) + d(x′1, x
′
2)

=
√
dX(x1, x′1)2 + dY (y1, y0)2 + δ2 + dX(x′1, x

′
2)

≥
√

(dX(x1, x′1) + dX(x′1, x
′
2)2 + dY (y1, y0)2 + δ2)

≥
√

(dX(x1, x′2)2 + dY (y1, y0)2 + δ2)

= d((x1, y1), x′2).

With completely analogous argumentation, one can prove the remaining inequalities

d(x′1, (x1, y1)) + d((x1, y1), x′2) ≥ d(x′1, x
′
2),

d((x1, y1), (x2, y2)) + d((x2, y2), x′2) ≥ d((x1, y1), x′2) and
d((x1, y1), x′1) + d(x′1, (x2, y2)) ≥ d((x1, y1), (x2, y2)).

Fix r > 0. Let (x, y) ∈ B̄X×Y
r ((x0, y0)) be arbitrary, in particular, x ∈ B̄X

r (x0). Thus,

d((x, y), B̄X
r (x0)) ≤ d((x, y), x) =

√
dY (y, y0)2 + δ2 ≤

√
diam(Y )2 + δ2.

Hence,
B̄X×Y
r ((x0, y0)) ⊆ B̄d√

diam(Y )2+δ2
(B̄X

r (x0)).

For arbitrary x ∈ B̄X
r (x0), one has d((x, y0), (x0, y0)) = dX(x, x0) < r, and therefore,

(x, y0) ∈ B̄X×Y
r ((x0, y0)). Thus,

d(x, B̄X×Y
r (x0, y0)) ≤ d(x, (x, y0)) = δ

and
B̄X
r (x0) ⊆ B̄d

δ (B̄X×Y
r (x0, y0)).

Hence,

dGH((B̄X
r (x0), x0), (B̄X×Y

r ((x0, y0)), (x0, y0)))

≤ ddH(B̄X
r (x0), B̄X×Y

r (x0, y0))

≤ max{
√

diam(Y )2 + δ2, δ}

=
√

diam(Y )2 + δ2.

Since δ was arbitrary, this proves the claim.
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In order to prove the convergence of diameters, one needs the following property of
length spaces of infinite diameter: Any ball of radius r has diameter at least r. Though it
is easy to see this, for the sake of completeness, the proof is given first.

Lemma A.29. Let (X, d, p) be a pointed length space and 0 < r < 1
2 · diam(X). Then

diam(B̄X
r (p)) ≥ r.

Proof. Assume that d(q, p) ≤ r for all q ∈ X. Hence, B̄r(p) = X, and this implies
diam(X) ≤ 2r < diam(X), which is a contradiction.

Hence, there is qr ∈ X such that lr := d(qr, p) > r. Fix a minimising geodesic
γ : [0, lr]→ X with γ(0) = p and γ(lr) = qr. Then d(p, γ(r)) = r, hence, γ(r) ∈ B̄r(p). In
particular, diam(B̄r(p)) ≥ d(p, γ(r)) = r.

Proposition A.30. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. If
(Xi, pi) → (X, p), then diam(Xi) → diam(X). (Here, both diam(Xi) tending to infinity
as well as the notion ∞→∞ are allowed.)

Proof. Let εi → 0 be as in Corollary A.27 with

dGH((B̄Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) ≤ εi .

By Proposition A.15, |diam(B̄Xi
1/ εi

(pi))−diam(B̄X
1/ εi

(p))| ≤ 2 εi → 0. Distinguish the two
cases of X being bounded and unbounded, respectively.

1. Let diam(X) <∞. Without loss of generality, assume diam(X) < 1
2 εi

for all i ∈ N.
Then X = BX

1/ εi
(p) and

| diam(B̄Xi
1/ εi

(pi))− diam(X)| = | diam(B̄Xi
1/ εi

(pi))− diam(B̄X
1/ εi

(p))| → 0,

in particular, diam(B̄Xi
1/ εi

(pi)) → diam(X) as i → ∞. Without loss of generality,

assume diam(B̄Xi
1/ εi

(pi)) ≤ 2 · diam(X) for all i ∈ N.

Let ri := min
{

1
εi
, 1

3 · diam(Xi)
}
< 1

2 · diam(Xi). By Lemma A.29,

ri ≤ diam(BXi
ri (pi)) ≤ diam(BXi

1/ εi
(pi)) ≤ 2 · diam(X) <

1

εi
.

Hence, diam(Xi) = 3ri ≤ 6 · diam(X), the Xi are compact and Proposition A.15
implies the claim.

2. Let diam(X) = ∞. Assume there is a subsequence (ij)j∈N and C > 0 such that
diam(Xij ) < C for all j ∈ N. After passing to a further subsequence, C < 1

εi

for all i ∈ N. Then Xi = BXi
1/ εi

(pi) and diam(B̄Xi
1/ εi

(pi)) = diam(Xi) < C. By
Lemma A.29, diam(B̄X

1/ εi
(p)) ≥ 1

εi
and

|diam(B̄Xi
1/ εi

(pi))− diam(B̄X
1/ εi

(p))| ≥ 1

εi
− C →∞.

This is a contradiction. Hence, diam(Xi)→∞.
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Gromov-Hausdorff convergence is compatible with rescaling: Given a converging se-
quence of length spaces and a converging sequence of rescaling factors, the rescaled se-
quence converges and the limit space is the original one rescaled by the limit of the rescaling
sequence. More generally, given a converging sequence of metric spaces and some bounded
sequence of rescaling factors, the sublimits of the rescaled sequence correspond exactly to
the sublimits of the rescaling sequence.

For a metric space (X, d), recall that αX denotes the rescaled metric space (X,α d).

Proposition A.31. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces and
ri, r, αi, α > 0.

a) If (Xi, pi)→ (X, p) and ri → r, then (B̄Xi
ri (pi), pi)→ (B̄X

r (p), p).

b) If αi → α, then (αiX, p)→ (αX, p).

c) If (Xi, pi)→ (X, p) and αi → α, then (αiXi, pi)→ (αX, p).

d) If (Xi, pi)→ (X, p) and (αiXi, pi)→ (Y, q), then αi → α and (Y, q) ∼= (αX, p).

Proof. a) By Corollary A.14,

dGH((B̄Xi
ri (pi), pi), (B̄

Xi
r (pi), pi)) ≤ |r − ri| → 0,

and triangle inequality implies

dGH(B̄Xi
ri (pi), B̄

X
r (p)) ≤ dGH(B̄Xi

ri (pi), B̄
Xi
r (pi)) + dGH(B̄Xi

r (pi), B̄
X
r (p))→ 0.

b) Without loss of generality, let α = 1. There are two cases:

(i) Let X be compact. Define fi : X → αiX and gi : αiX → X by fi(x) := x and
gi(x) := x for all x ∈ X and let 0 < εi := 2 · |αi − 1| · diam(X) → 0. For any
x, x′ ∈ X,

|dαiX(fi(x), fi(x
′))− dX(x, x′)| = |αi − 1| · dX(x, x′) < εi .

Analogously,

|dαiX(x, x′)− dX(gi(x), gi(x
′))| < εi .

Furthermore, dX(x, gi ◦ fi(x)) = 0 < εi and dX(fi ◦ gi(x), x) = 0 < εi. Thus,
(fi, gi) ∈ Apprεi((αiX, p), (X, p)) and (αiX, p)→ (X, p).

(ii) Let X be non-compact and r > 0. Then, using a) and the compact case,

dGH((B̄αiX
r (p), p), (B̄X

r (p), p))

≤ dGH((B̄αiX
r (p), p), (B̄αiX

αir (p), p)) + dGH((B̄αiX
αir (p), p), (B̄X

r (p), p))

= αi · dGH((B̄X
r/αi

(p), p), (B̄X
r (p), p)) + dGH((αiB̄

X
r (p), p), (B̄X

r (p), p))

→ 0.
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c) By the triangle inequality, for fixed r > 0,

dGH((B̄αiXi
r (pi), pi), (B̄

αX
r (p), p))

≤ dGH((B̄αiXi
r (pi), pi), (B̄

αiX
αir/α

(p), p))

+ dGH((B̄αiX
αir/α

(p), p), (B̄αiX
r (p), p))

+ dGH((B̄αiX
r (p), p), (B̄αX

r (p), p)).

By a),

dGH((B̄αiXi
r (pi), pi), (B̄

αiX
αir/α

(p), p)) = αi · dGH((B̄Xi
r/αi

(pi), pi), (B̄
X
r/α(p), p))→ 0,

by Corollary A.14,

dGH((B̄αiX
αir/α

(p), p), (B̄αiX
r (p), p)) ≤ |r − αi

α
· r| → 0,

and by b),
dGH((B̄αiX

r (p), p), (B̄αX
r (p), p))→ 0.

Hence, (B̄αiXi
r (pi), pi)→ (B̄αX

r (p), p) for every r > 0.

d) Let α be an arbitrary accumulation point of (αi)i∈N. Hence, for a subsequence
(ij)j∈N, both αij → α, and by c), (αijXij , pij ) → (αX, p) as j → ∞. On the
other hand, (αijXij , pij )→ (Y, q) as j →∞. Thus, (Y, q) and (αX, p) are isometric
(cf. Proposition A.23).

Corollary A.32. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces and
(αi)i∈N be a bounded sequence. If (Xi, pi)→ (X, p), then the sublimits of (αiXi, pi) corre-
spond to the (αX, p) for exactly the accumulation points α of (αi)i∈N.

Proof. Let α be an accumulation point of (αi)i∈N and (αij )j∈N be the subsequence con-
verging to α. Then (Xij , pij )→ (X, p), and by Proposition A.31,

(αijXij , pij )→ (αX, p).

Now let (Y, y) be a sublimit of (αiXi, pi), i.e. (αijXij , pij ) → (Y, y) for some subse-
quence (ij)j∈N. Since (αij )j∈N is a bounded sequence, there exists a convergent subse-
quence (αijl )l∈N with limit α. Thus, (αijlXijl

, pijl ) → (Y, y), and the first part implies
(αijlXijl

, pijl )→ (αX, p). Hence, (Y, y) is isometric to (αX, p) for an accumulation point
α of (αi)i∈N.

A.2.3 Convergence of points

In the previous section, convergent sequences of pointed metric (length) spaces were stud-
ied. Given such a sequence and using the corresponding approximations, a notion for
convergence of points can be introduced.
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Definition A.33. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. As-
sume (Xi, pi) → (X, p) and let εi → 0 and (fi, gi) ∈ Apprεi((B̄

Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p))

as in Corollary A.27. Let qi ∈ B̄Xi
1/ εi

(pi) and q ∈ X. Then qi converges to q, denoted by
qi → q, if fi(qi) converges to q (in X).

For (Xi, pi)→ (X, p) as in the definition, pi → p due to fi(pi) = p. Moreover, for each
x ∈ X there exists such a sequence xi satisfying xi → x, e.g. xi := gi(x).

Convergence qi → q depends on the choice of the underlying Gromov-Hausdorff ap-
proximations: Convergence with respect to one pair of approximations does not necessarily
imply convergence for another, as the following example shows.

Example A.34. For i ∈ N, let Xi = X = S2 be the 2-dimensional sphere, pi = p = N
the north pole and qi = q some fixed point on the equator. Let ϕ denote the rotation of
S2 by π

2 fixing p and define fi = gi = f ′2i = g′2i = idS2 , f ′2i+1 = ϕ and g′2i+1 = ϕ−1.
Then both (fi, gi) and (f ′i , g

′
i) are pointed isometries between (Xi, pi) and (X, p) sat-

isfying fi(qi) = q, but f ′2i(q2i) = q 6= ϕ(q) = f ′2i+1(q2i+1). Hence, fi(qi)′ is not convergent
at all, but subconvergent with limits q and ϕ(q).

In this example, after replacing the approximations, two sublimits occur: One sublimit
is the limit corresponding to the original approximations, the other one is its image under
an isometry of the limit space. Since Gromov-Hausdorff convergence distinguishes spaces
only up to isometry, concretely (X, p) ∼= (h(X), h(p)) = (X,h(p)) for any isometry h, this
can be interpreted as follows: If q is a sublimit of qi with respect to one Gromov-Hausdorff
approximation, then it is a sublimit for all Gromov-Hausdorff approximations.

This is a general fact as the subsequent lemma shows. In order to prove this, the
separability of a connected proper metric space is needed. Though it is easy to see that
such a space is separable, for completeness, the proof is given first.

Lemma A.35. A connected proper metric space is separable.

Proof. Let (X, p) be a connected proper metric space and let p ∈ X be arbitrary. Then

X =
⋃

q∈Q∩(0,∞)

B̄q(p).

As a compact set, every B̄q(p) is separable where q ∈ Q is positive. Therefore, there exists
a countable dense subset Aq ⊆ B̄q(p). Let A :=

⋃
q∈Q∩(0,∞)Aq. This A is countable,

and for arbitrary x ∈ X there is a positive q ∈ Q such that x ∈ B̄q(p), i.e. there exists a
sequence xn ∈ Aq ⊆ A converging to x. Thus, A is dense in X, hence, X is separable.

Lemma A.36. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. Assume
(Xi, pi)→ (X, p) and let εi, ε′i → 0, ri, r′i →∞ and

(fi, gi) ∈ Apprεi((B̄
Xi
ri (pi), pi), (B̄

X
ri (p), p)),

(f ′i , g
′
i) ∈ Apprε′i((B̄

Xi
r′i

(pi), pi), (B̄
X
r′i

(p), p)).
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Let qi ∈ B̄Xi
min{ri,r′i}

(pi) and q ∈ X. If fi(qi)→ q and q′ is an accumulation point of f ′i(qi),
then there exists an isometry h : X → X such that h(q) = q′.

Proof. Without loss of generality, let ri = r′i: Otherwise, let Ri := min{ri, r′i} and, by
Lemma A.20 and the construction in its proof, there are

(f̃i, g̃i) ∈ Apprεi((B̄
Xi
Ri

(pi), pi), (B̄
X
Ri(p), p))

(f̃ ′i , g̃
′
i) ∈ Apprε′i((B̄

Xi
Ri

(pi), pi), (B̄
X
Ri(p), p))

with

f̃i(qi)→ q if and only if fi(qi)→ q,

f̃ ′i(qi)→ q if and only if f ′i(qi)→ q.

Define hi, h̄i : B̄X
ri (p)→ B̄X

ri (p) by

hi := f ′i ◦ gi and h̄i := fi ◦ g′i.

In particular, hi(p) = h̄i(p) = p. For any x, x′ ∈ B̄X
ri (p),

|dX(hi(x), hi(x
′))− dX(x, x′)|

≤ |dX(f ′i(gi(x)), f ′i(gi(x
′)))− dXi(gi(x), gi(x

′))|
+ |dXi(gi(x), gi(x

′))− dX(x, x′)|
≤ ε′i + εi → 0.

Analogously, |dX(h̄i(x), h̄i(x
′))− dX(x, x′)| → 0. Moreover,

dX(h̄i ◦ hi(x), x)

= dX(fi ◦ g′i ◦ f ′i ◦ gi(x), x)

≤ dXi(gi ◦ fi ◦ g′i ◦ f ′i ◦ gi(x), gi(x)) + εi

≤ dXi(g′i ◦ f ′i ◦ gi(x), gi(x)) + 2 εi

≤ dXi(gi(x), gi(x)) + 2 εi + ε′i → 0,

and analogously, dX(hi ◦ h̄i(x), x) → 0. Hence, if the hi and h̄i (sub)converge (in some
sense), their corresponding (sub)limits are isometries fixing p with h̄ = h−1.

The idea for proving subconvergence is to choose a countable dense subset A ⊆ X, to
define the sublimit of all hi(a) where a ∈ A and to extend this limit to a continuous map
on X. Doing the same simultaneously for h̄i gives another sublimit that turns out to be
the inverse of the first. In the end, identifying X with itself using this isometry proves the
claim.

Choose a countable dense subset A = {an | n ∈ N} ⊆ X (cf. Lemma A.35) and, for i
large enough such that dX(an, p) ≤ ri, define zin := hi(an) and z̄in := h̄i(an). Since

dX(zin, p) = dX(hi(an), hi(p))→ dX(an, p),
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the sequence (d(zin, p))i∈N is bounded from above by some R > 0. Hence, zin is contained
in B̄X

R (p), and therefore, has a convergent subsequence. An analogous argument proves
subconvergence for (z̄in)i∈N. Thus, using a diagonal argument, there is a subsequence
(ij)j∈N such that for any n ∈ N the sequences (z

ij
n )j∈N and (z̄

ij
n )j∈N, respectively, converge

to some zn ∈ X and z̄n ∈ X, respectively.
Define h(an) := zn and h̄(an) := z̄n. In particular,

dX(h(an), h(am)) = dX(an, am) = dX(h̄(an), h̄(am))

for all n,m ∈ N. For arbitrary x ∈ X, choose a Cauchy sequence (ank)k∈N in A converging
to x and let

h(x) := lim
k→∞

h(ank) and h̄(x) := lim
k→∞

h̄(ank).

In fact, for any k ∈ N,

dX(hij (x), h(x)) ≤ dX(hij (x), hij (ank)) + dX(hij (ank), h(ank)) + dX(h(ank), h(x))

≤ dX(x, ank) + εij + ε′ij +dX(hij (ank), h(ank)) + dX(h(ank), h(x))

→ dX(x, ank) + dX(h(ank), h(x)) as j →∞.

Since this holds for every k ∈ N and dX(x, ank) + dX(h(ank), h(x))→ 0 as k →∞,

hij (x)→ h(x) as j →∞.

Analogously, h̄ij (x) → h̄(x) as j →∞. In particular, h̄ij ◦ hij → h̄ ◦ h and vice versa.
Thus, h is an isometry on X with inverse h̄.

Now let fi(qi)→ q. Then

dX(f ′ij (qij ), h(q)) ≤ dXi(g′ij ◦ f
′
ij (qij ), g

′
ij ◦ h(q)) + ε′ij

≤ dXi(qij , g′ij ◦ h(q)) + 2 ε′ij

≤ dX(fij (qij ), fij ◦ g′ij ◦ h(q)) + 2 ε′ij + εij

≤ dX(fij (qij ), q) + dX(q, h̄′ij ◦ h(q)) + 2 ε′ij + εij

→ 0 as j →∞.

This proves f ′ij (qij )→ h(q) as j →∞.

The following statements allow to change the base points of a given convergent se-
quence.

Proposition A.37. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces, and
let qi ∈ Xi and q ∈ X. If (Xi, pi)→ (X, p) and qi → q, then (Xi, qi)→ (X, q).

Proof. The proof is an immediate consequence of Lemma A.20 and Proposition A.26:
Choose εi → 0 and (fi, gi) ∈ Apprεi((B̄

Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) as in Definition A.33
with fi(qi)→ q. In particular,

dXi(qi, gi(q)) ≤ εi +dX(fi(qi), fi(gi(q))) ≤ 2 εi +dX(fi(qi), q)→ 0.
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Hence, δi := max{dX(fi(qi), q), dXi(qi, gi(q))} → 0.
Since fi(pi) = p,

dXi(pi, qi) ≤ εi +dX(p, q) + dX(q, fi(qi))→ dX(p, q).

Let r > 0 be arbitrary. Fix i large enough such that 2(r + dX(p, q)) ≤ 1
εi

and such that
dXi(pi, qi) ≤ 2dX(p, q) or dXi(pi, qi) ≤ r, respectively, if p 6= q or p = q, respectively.

In particular,

B̄Xi
r (qi) ⊆ B̄Xi

r+dXi (pi,qi)
(pi) ⊆ B̄Xi

1/ εi
(pi), B̄X

r (q) ⊆ B̄X
r+dX(p,q)(p) ⊆ B̄

X
1/ εi

(p)

and Appr4 εi +δi((B̄
Xi
r (qi), qi), (B̄

X
r (q), q)) 6= ∅ by Lemma A.20. By Proposition A.5,

dGH((B̄Xi
r (qi), qi), (B̄

X
r (q), q)) ≤ 8 εi +2δi → 0,

and Proposition A.26 implies the claim.

Corollary A.38. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. Let
qi ∈ Xi with dXi(pi, qi)→ 0. If (Xi, pi)→ (X, p), then (Xi, qi)→ (X, p).

Proof. Choose εi → 0 and (fi, gi) ∈ Apprεi((B̄
Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) as in Corol-
lary A.27. Then

dX(fi(qi), p) = dX(fi(qi), fi(p)) ≤ dXi(qi, pi) + εi → 0.

Hence, qi → p, and Proposition A.37 implies the claim.

Corollary A.39. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. Let
qi ∈ Xi with dXi(pi, qi) ≤ C for some C > 0. If (Xi, pi)→ (X, p), then there exists q ∈ X
such that (Xi, qi) subconverges to (X, q).

Proof. Let εi → 0 and (fi, gi) ∈ Apprεi((B̄
Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) be as in Corol-
lary A.27. For R > C there is i0 > 0 such that C + εi ≤ R. Therefore, fi(qi) ∈ B̄R(p)
for all i ≥ i0. Since this ball is compact, there exists a convergent subsequence with limit
q ∈ B̄R(p). After passing to this subsequence, qi → q, and Proposition A.37 implies the
claim.

A.2.4 Convergence of maps

So far, statements about the convergence of metric spaces and points were made. But
even statements about maps between those convergent space are possible: In fact, Lip-
schitz maps (sub)converge (in some sense) to Lipschitz maps. The proof of this seems
to be rather technical, but in fact essentially only uses the same methods one can use to
prove convergence of compact subsets (without bothering Gromov’s Pre-compactness The-
orem). Therefore, a proof of the latter is given in advance after establishing the following
(technical) lemma.
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Lemma A.40. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. Assume
(Xi, pi) → (X, p) and let εi → 0 and (fi, gi) ∈ Apprεi((B̄

Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) be as

in Corollary A.27. Moreover, let Ai ⊆ BXi
1/ εi

(pi) and A ⊆ X be compact and f ′i : Ai → A,
g′i : A→ Ai and δi → 0 satisfy

dX(f ′i(xi), fi(xi)) ≤ δi and dXi(g
′
i(x), gi(x)) ≤ δi

for all xi ∈ Ai and x ∈ A. Then Ai → A.

Proof. Prove (f ′i , g
′
i) ∈ Appr2(εi +δi)(Ai, A): For x1

i , x
2
i ∈ Ai,

|dX(f ′i(x
1
i ), f

′
i(x

2
i ))− dXi(x1

i , x
2
i )|

≤ |dX(f ′i(x
1
i ), f

′
i(x

2
i ))− dX(fi(x

1
i ), fi(x

2
i ))|+ |dX(fi(x

1
i ), fi(x

2
i ))− dXi(x1

i , x
2
i )|

< dX(f ′i(x
1
i ), fi(x

1
i )) + dX(f ′i(x

2
i ), fi(x

2
i )) + εi

≤ εi +2δi.

Analogously, |dXi(g′i(x1), g′i(x
2))− dX(x1, x2)| < εi +2δi for all x1, x2 ∈ A. Moreover, for

xi ∈ Ai,

dXi(g
′
i ◦ f ′i(xi), xi))

≤ dXi(g′i ◦ f ′i(xi), gi ◦ f ′i(xi)) + dXi(gi ◦ f ′i(xi), gi ◦ fi(xi)) + dXi(gi ◦ fi(xi), xi)
< δi + (dXi(f

′
i(xi), fi(xi)) + εi) + εi

≤ 2(εi +δi),

and analogously, dX(f ′i ◦ g′i(x), x)) < 2(εi +δi) for all x ∈ A.

Proposition A.41. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be length spaces such that
(Xi, pi)→ (X, p) and let εi → 0 and

(fi, gi) ∈ Apprεi((B̄
Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p))

be as in Corollary A.27. Let Ki ∈ Xi are compact with Ki ⊆ B̄Xi
R (pi) for some R > 0.

After passing to a subsequence, there exists K ⊆ B̄r(p) such that Ki subconverges to K.

Proof. Without loss of generality, assume R ≤ 1
εi

and εi ≤ 1 for all i ∈ N.
Let xi ∈ Ki ⊆ B̄Xi

R (pi) be arbitrary. Then fi(xi) ∈ BX
R+εi

(p) ⊆ B̄X
R+1(p). Hence, the

sequence (fi(xi))i∈N) is contained in a compact set, and therefore has a convergent sub-
sequent. Unfortunately, for different choices of xi different subsequences might converge.
Therefore, a diagonal argument on countable dense subsets of the Ki will be used.

Let Ai = {ani | n ∈ N} ⊆ Ki be a countable dense subset. As seen above, the
sequence (fi(a

n
i ))i∈N, where n ∈ N, has a convergent subsequence with limit yn ∈ B̄X

R+1(p).
Moreover, this subsequence can be chosen such that, after passing to this subsequence,
dX(fi(a

n
i ), yn) < εi

4 . By a diagonal argument, there exists a common subsequence such
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that for every n ∈ N there is yn ∈ B̄R+1(p) with dX(fi(a
n
i ), yn) < εi

4 for all i ∈ N. Pass to
this subsequence.

Define A := {yn | n ∈ N} as the set of all these limits and let K := Ā denote its
closure. In particular, K is compact.

Define maps f ′i : Ki → K and g′i : K → Ki in the following way: For xi ∈ Ai,
i.e. xi = ani for some n ∈ N, define f ′i(xi) := yn ∈ A ⊆ K. If xi ∈ Ki \Ai, choose ani ∈ Ai
with dXi(xi, ani ) < εi

4 and define f ′i(xi) := yn ∈ A ⊆ K. In particular,

dX(f ′i(xi), fi(xi)) ≤ dX(yn, fi(a
n
i )) + dX(fi(a

n
i ), fi(xi))

<
εi
4

+ (εi +dXi(a
n
i , xi))

<
εi
4

+
(
εi +

εi
4

)
=

3

2
εi .

For x ∈ A, i.e. x = yn for some n ∈ N, let g′i(yn) := ani ∈ Ai ⊆ Ki. For x ∈ X \A, choose
yn ∈ A with dX(x, yn) < εi

4 and define g′i(x) := ani ∈ Ai ⊆ Ki. Then

dXi(g
′
i(x), gi(x)) = dXi(a

n
i , gi(x)) < 2 εi +dX(fi(a

n
i ), x)

≤ 2 εi +dX(fi(a
n
i ), yn) + dX(yn, x)

<
5

2
εi .

Now Lemma A.40 implies the claim.

Lemma A.42. Let (X, dX), (Y, dY ), (Xi, dXi) and (Yi, dYi), i ∈ N, be compact length
spaces such that Xi → X and Yi → Y . Moreover, let α > 0, Ki ⊆ Xi be compact subsets
and fi : Ki → Yi be α-bi-Lipschitz. After passing to a subsequence, the following holds:

a) There exist compact subsets K ⊆ X and K ′ ⊆ Y which are Gromov-Hausdorff
limits of Ki and fi(Ki), respectively, and an α-bi-Lipschitz map f : K → K ′ with
f(K) = K ′.

b) For any compact subset L ⊆ K ⊆ X there exist compact subsets Li ⊆ Ki such that
Li → L and fi(Li)→ f(L) in the Gromov-Hausdorff sense.

Proof. a) Pass to the subsequence of Proposition A.41. Then there are compact sets
K ⊆ X and K ′ ⊆ Y such that Ki → K and fi(Ki) → K ′. For these, fix εi → 0,
(fXi , g

X
i ) ∈ Apprεi(Ki,K) and (fYi , g

Y
i ) ∈ Apprεi(fi(Ki),K

′), cf. Figure A.1.

The idea is to define f as a limit of hi := fYi ◦ fi ◦ gXi : K → K ′: For x, x′ ∈ K,

dY (hi(x), hi(x
′)) = dY (fYi ◦ fi ◦ gXi (x), fYi ◦ fi ◦ gXi (x′))

≤ εi +dYi(fi ◦ gXi (x), fi ◦ gXi (x′))

≤ εi +(α · dXi(gXi (x), gXi (x′)))

≤ εi +(α · (εi +dX(x, x′)))

= α · dX(x, x′) + (α+ 1) · εi .
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Xi

⊆

Ki

fi(Ki)

⊇

Yi

X

⊆

K

K ′

⊇

Y

fi f hi = fYi ◦ fi ◦ gXi

fXi

gXi

fYi

gYi

Figure A.1: Sets and maps used to construct f : K → K ′.

As in the proof of Proposition A.41, the hi(x) do not have to converge. Therefore,
a diagonal argument on a dense subset of X will be used to construct a limit map
which can be extended using the completeness of the limit space.

Let A = {xj | j ∈ N} be a countable dense subset of K. Since hi(xj) ∈ K ′ for
all i, j ∈ N and K ′ is compact, by a diagonal argument, there is a subsequence
(in)n∈N such that (hin(xj))n∈N converges for every j ∈ N. Define f : A → K ′ by
f(xj) = limn→∞ hin(xj). This map is α-bi-Lipschitz: For arbitrary j, l ∈ N, with
the above estimate,

dY (f(xj), f(xl)) = lim
n→∞

dY (hin(xj), hin(xl))

≤ lim
n→∞

(α+ 1) · εin +α · dX(xj , xl)

= α · dX(xj , xl).

Analogously, dY (f(xj), f(xl)) ≥ 1
α · dX(xj , xl).

Since A is a countable dense subset of K, f can be extended to an α-bi-Lipschitz
map f : K → K ′ (cf. Lemma A.43) where f(x) = liml→∞ f(xjl) for x ∈ K and
xjl ∈ A with xjl → x. In particular, for n ∈ N and l ∈ N,

dY (f(x), hin(x))

≤ dY (f(x), f(xjl)) + dY (f(xjl), hin(xjl)) + dY (hin(xjl), hin(x))

≤ dY (f(x), f(xjl)) + dY (f(xjl), hin(xjl)) + α · dX(xjl , x) + (α+ 1) · εin
→ dY (f(x), f(xjl)) + α · dX(xjl , x) as n→∞
→ 0 as l→∞.

Hence, f(x) = limn→∞ hin(x).
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Moreover, observe the following: Since fi is α-bi-Lipschitz, it is injective. Therefore,
the inverse f−1

i of fi exists on fi(Ki) ⊇ im(gXi ) and is α-bi-Lipschitz as well. Hence,
for x ∈ K and y ∈ K ′,

dY (hi(x), y) = dY (fYi ◦ fi ◦ gXi (x), y)

≤ 2 εi +dYi(fi ◦ gXi (x), gYi (y))

≤ 2 εi +α · dXi(gXi (x), f−1
i ◦ g

Y
i (y))

≤ 2 εi +α · (2 εi +dXi(x, f
X
i ◦ f−1

i ◦ g
Y
i (y)))

= 2(α+ 1) εi +α · dXi(x, h′i(y))

where h′i := fXi ◦ f
−1
i ◦ gYi . With analogous arguments and using a further subse-

quence (inm)m∈N of (in)n∈N, there exists an α-bi-Lipschitz map g : K ′ → K with
g(y) = limm→∞ h

′
inm

(y) for all y ∈ K ′. In particular, for all y ∈ K ′,

dY (f ◦ g(y), y) = lim
m→∞

dY (hinm (g(y)), y)

≤ lim
m→∞

2(α+ 1) εinm +α · dX(g(y), h′inm (y))

= 0.

Thus, f ◦ g = idK′ . Hence, K ′ ⊆ im(f) which proves K ′ = f(K). In fact, with
analogous argumentation, one can prove g ◦ f = idK , i.e. g is the inverse of f .

b) This proof is based on the first part and is done with very similar methods.

Let (fXi , g
X
i ) ∈ Apprεi(Ki,K) and (fYi , g

Y
i ) ∈ Apprεi(fi(Ki),K

′) be as before. Then
Li := gXi (L) ⊆ Ki is a compact subset of Ki. The proof of the subconvergences will
be done in two steps. First, prove Li → L, then fi(Li) → f(L). For the maps
defined below, cf. Figure A.2.

(i) First, define (f̃Xi , g̃
X
i ) ∈ Appr2 εi(Li, L) as follows: For xi ∈ gXi (L), choose

a point y ∈ L with xi = gXi (y); for xi ∈ Li \ gXi (L), choose y ∈ L with
dXi(xi, g

X
i (y)) < εi

2 . Then define f̃Xi (xi) := y. Finally, define g̃Xi := gXi . By
definition,

dXi(g̃
X
i ◦ f̃Xi (xi), xi) = dXi(g

X
i ◦ f̃Xi (xi), xi) <

εi
2

for all xi ∈ Li. Conversely, for x ∈ L and by applying this inequality,

dX(f̃Xi ◦ g̃Xi (x), x) = dX(f̃Xi ◦ gXi (x), x)

≤ dXi(gXi ◦ f̃Xi (gXi (x))), gXi (x)) + εi

≤ 3

2
· εi .
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⊆
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⊇
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⊇

Yi

X

⊆
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⊆

L

f(L)

⊇
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⊇
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fi|Li fL
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Figure A.2: Sets and maps used to construct Li → L.

Now let xi, x′i ∈ Li be arbitrary. Then

|dX(f̃Xi (xi), f̃
X
i (x′i))− dXi(xi, x′i)|

≤ |dX(f̃Xi (xi), f̃
X
i (x′i))− dXi(gXi (f̃Xi (xi)), g

X
i (f̃Xi (x′i)))|

+ |dXi(gXi (f̃Xi (xi)), g
X
i (f̃Xi (x′i)))− dXi(xi, x′i)|

< εi +dXi(g
X
i ◦ f̃Xi (xi), xi) + dXi(g

X
i ◦ f̃Xi (x′i), x

′
i)

< 2 εi .

For x, x′ ∈ L,

|dXi(g̃Xi (x), g̃Xi (x′))− dX(x, x′)| < εi < 2 εi

by definition. This proves (f̃Xi , g̃
X
i ) ∈ Appr2 εi(Li, L).

(ii) Observe that the compactness of Li and L, respectively, and the continuity of
fi and f , respectively, prove the compactness of fi(Li) and f(L), respectively.
In order to prove the subconvergence of fi(Li) to f(L), let

δi(x) := dY (hi(x), f(x))

for x ∈ L and
δi := sup

x∈L
δi(x).
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For the subsequence (in)n∈N of the first part, δin(x) converges to 0. Then δin
converges to 0 as well: Assume this is not the case, i.e. there is ε > 0 such that
for all l ∈ N there exists inl ∈ N and xnl ∈ X with δinl (xnl) ≥ ε. After passing
to a subsequence, there is x ∈ X such that xnl → x as l→∞. Then

ε ≤ δinl (xnl)
= dY (hinl (xnl), f(xnl))

≤ dY (hinl (xnl), hinl (x)) + dY (hinl (x), f(x)) + dY (f(x), f(xnl))

≤ (α · dX(xnl , x) + (α+ 1) · εinl ) + δinl (x) + α · dX(x, xnl)

→ 0 as l→∞.

This is a contradiction.
Construct (f̃Yi , g̃

Y
i ) ∈ Apprε̃i(fi(Li), f(L)) for ε̃i := (4α+ 1) εi +2δi as follows:

Define f̃Yi := f ◦ f̃Xi ◦ f
−1
i and g̃Yi := fi ◦ gXi ◦ f−1 (recall that f−1

i exists on
fi(Li) ⊆ fi(Ki) and that f : K → K ′ is bijective).
First, let yi ∈ Li and y ∈ L be arbitrary. Then

dYi(g̃
Y
i ◦ f̃Yi (yi), yi) = dYi(fi ◦ gXi ◦ f̃Xi ◦ f

−1
i (yi), yi)

≤ α · dXi(gXi ◦ f̃Xi (f−1
i (yi)), f

−1
i (yi))

< α · 2 εi ≤ ε̃i,

and completely analogously,

dY (f̃Yi ◦ g̃Yi (y), y) = dY (f ◦ f̃Xi ◦ gXi ◦ f−1(y), y) < 2α εi ≤ ε̃i.

For y, y′ ∈ L,

|dYi(g̃Yi (y), g̃Yi (y′))− dY (y, y′)|
≤ |dYi(g̃Yi (y), g̃Yi (y′))− dY (fYi ◦ g̃Yi (y), fYi ◦ g̃Yi (y′))|

+ |dY (fYi ◦ fi ◦ gXi ◦ f−1(y), fYi ◦ fi ◦ gXi ◦ f−1(y′))− dY (y, y′)|
< εi +dY (hi ◦ f−1(y), f ◦ f−1(y)) + dY (hi ◦ f−1(y′), f ◦ f−1(y′))

≤ εi +2δi ≤ ε̃i.

Finally, let yi, y′i ∈ Yi. Using the above estimates,

|dY (f̃Yi (yi), f̃
Y
i (y′i))− dYi(yi, y′i)|

≤ |dY (f̃Yi (yi), f̃
Y
i (y′i))− dYi(g̃Yi (f̃Yi (yi)), g̃

Y
i (f̃Yi (y′i)))|

+ |dYi(g̃Yi (f̃Yi (yi)), g̃
Y
i (f̃Yi (y′i)))− dYi(yi, y′i)|

< εi +2δi + dYi(g̃
Y
i (f̃Yi (yi)), yi) + dYi(g̃

Y
i (f̃Yi (y′i)), y

′
i)

≤ εi +2δi + 2 · 2α εi = ε̃i.

Thus, (f̃Yi , g̃
Y
i ) ∈ Apprε̃i(fi(Li), f(L)). Since ε̃in → 0 as n→∞, this proves

fin(Lin)→ f(L) as n→∞.
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Lemma A.43. Let (X, dX) and (Y, dY ) be metric spaces where Y is complete, let A ⊆ X
and f : A → Y be α-(bi)-Lipschitz for some α > 0. Then f can be extended to an
α-(bi)-Lipschitz map f̂ : Ā→ Y .

Proof. Let a ∈ Ā \ A be arbitrary. Then there exists a (Cauchy) sequence (an)n∈N in A
converging to a. By Lipschitz continuity of f , (f(an))n∈N is a Cauchy sequence, and thus
has a limit â in the complete metric space Y . If (ãn)n∈N is another sequence with limit
a, dY (f(an), f(ãn)) ≤ α · dX(an, ãn) → 0, i.e. the limit â is independent of the choice of
(an)n∈N. Now define f̂(a) := â for a ∈ Ā \ A and f̂(a) := f(a) for a ∈ A. For arbitrary
a, b ∈ A and sequences an → a, bn → b in A,

dY (f̂(a), f̂(b)) = lim
n→∞

dY (f(an), f(bn)) ≤ lim
n→∞

α · dX(an, bn) = α · d(a, b).

Hence, f̂ is α-Lipschitz. Analogously, if f is α-bi-Lipschitz, f̂ is α-bi-Lipschitz.

A.3 Ultralimits

Since sequences of proper spaces do not necessarily converge in the pointed Gromov-
Hausdorff sense, a tool to enforce convergence can be useful. Such a tool are the so called
ultralimits since they always exist and are sublimits in the pointed Gromov-Hausdorff
sense. A basic reference from which the following definitions are taken is [BH99, section
I.5]. Another, more set theoretical, reference is [Jec06, chapter 7]. In the following,
ultralimits will be introduced and some properties will be investigated.

Definition A.44 ([BH99, Definition I.5.47]). A non-principal ultrafilter on N is a finitely
additive probability measure ω on N such that all subsets S ⊆ N are ω-measurable with
ω(S) ∈ {0, 1} and ω(S) = 0 if S is finite.

Remark. If two sets have ω-measure 1, their intersection has ω-measure 1 as well: Let
ω(A) = ω(B) = 1. Then ω(N \(A ∩ B)) = ω(N \A ∪ N \B) ≤ ω(N \A) + ω(N \B) = 0,
hence, ω(A ∩B) = 1.

Using Zorn’s Lemma, the existence of such a non-principal ultrafilter can be proven.
But even more is true: Given any infinite set, there exists a non-principal ultrafilter such
that the set has measure 1 with respect to this ultrafilter.

Lemma A.45. Let A ⊆ N be an infinite set. Then there exists a non-principal ultrafilter
ω on N such that ω(A) = 1.

Proof. Let
G := {B ⊆ N | B ⊇ A or N \B is finite}.

For any B1, B2 ∈ G, the intersection B1 ∩ B2 is non-empty: This is obviously correct if
both Bj ⊇ A or both N \Bj are finite. Thus, let B1 ⊇ A and N \B2 be finite: Then A\B2

is finite as well, hence, B1 ∩B2 ⊇ A ∩B2 = A \ (A \B2) is infinite since A is infinite. In
particular, the intersection is non-empty.
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Using that G contains all sets with finite complement, it follows from [Jec06, Lemma
7.2 (iii)], [Jec06, Theorem 7.5] and the subsequent remark therein that there exists a
non-principal ultrafilter ω such that ω(X) = 1 for all X ∈ G. In particular, ω(A) = 1.

Given a bounded sequence of real numbers, a non-principal ultrafilter provides a kind
of ‘limit’. In fact, these ‘limits’ are accumulation points and non-principal ultrafilters pick
out convergent subsequences.

Lemma A.46 ([BH99, Lemma I.5.49]). Let ω be a non-principal ultrafilter on N. For
every bounded sequence of real numbers (ai)i∈N there exists a unique real number l ∈ R
such that

ω({i ∈ N | |ai − l| < ε}) = 1

for every ε > 0. Denote this l by limω ai.

Lemma A.47. If ω is a non-principal ultrafilter on N and (ai)i∈N a bounded sequence of
real numbers, then limω ai is an accumulation point of (ai)i∈N. Moreover, there exists a
subsequence (aij )j∈N converging to limω ai such that ω({ij | j ∈ N}) = 1.

Conversely, if (ai)i∈N is a bounded sequence of real numbers and a ∈ R any accumula-
tion point, then there exists a non-principal ultrafilter ω on N such that a = limω ai.

Proof. Let (ai)i∈N be any bounded sequence of real numbers.
First, fix a non-principal ultrafilter ω, let a := limω ai and

Aε := {i ∈ N | |ai − a| < ε}

for ε > 0. By definition, ω(Aε) = 1; in particular, Aε has infinitely many elements. Thus,
a is an accumulation point.

Next, prove that there exists I ⊆ N with ω(I) = 1 such that the subsequence (ai)i∈I
converges to a. Assume this is not the case, i.e. every I ⊆ N satisfies ω(I) = 0 or (ai)i∈I
does not converge to a. Since ω(N) = 1, (ai)i∈N does not converge to a. Hence, there
exists ε > 0 such that Aε = {i ∈ N | |ai − a| < ε} is finite. In particular, ω(Aε) = 0 and
this is a contradiction.

Now let J ⊆ N be a set of indices such that ω(J) = 1 and the subsequence (aj)j∈J
converges to a. By Lemma A.45, there exists a non-principal ultrafilter ω such that
ω(J) = 1. By the first part, there exists a subsequence of indices I ⊆ N with ω(I) = 1 and
aj → limω ai as j → ∞ for j ∈ I. Now ω(I ∩ J) = 1 and both aj → a and aj → limω ai
as j →∞ for j ∈ I ∩ J . This proves a = limω ai.

An immediate consequence of the above lemma is the following: Given two bounded
sequences of real numbers, investigating sublimits coming from a common subsequence and
investigating the ‘limits’ with respect to the same non-principal ultrafilter is the same.

Lemma A.48. Let (ai)i∈N and (bi)i∈N be bounded sequences of real numbers.

a) If ω is a non-principal ultrafilter on N, then there exists a subsequence (ij)j∈N such
that both aij → limω ai and bij → limω bi as j →∞.
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b) If there are a, b ∈ R and a subsequence (ij)j∈N such that both aij → a and bij → b
as j →∞, then there exists a non-principal ultrafilter ω on N such that a = limω ai
and b = limω bi.

Proof. a) By Lemma A.47, there are subsequences of indices I, J ⊆ N with measures
ω(I) = ω(J) = 1 and

aj → limω ai as j →∞ for j ∈ I and bj → limω bi as j →∞ for j ∈ J.

In particular, I ∩ J has ω-measure 1. Hence, it is infinite and provides a common
subsequence which satisfies the claim.

b) This follows directly from the second part of Lemma A.47 since the non-principal
ultrafilter constructed there depends only on the indices of the convergent subse-
quence.

Corollary A.49. Let (ai)i∈N and (bi)i∈N be bounded sequences of real numbers.

a) If ai ≤ bi for all i ∈ N, then limω ai ≤ limω bi.

b) limω(ai + bi) = limω ai + limω bi.

Proof. Observe that Lemma A.48 holds not only for two but finitely many sequences for
real numbers. Applying this and the corresponding statements for limits of sequences of
real numbers implies the claim.

An ultralimit is a ‘limit space’ assigned to a (pointed) sequence of metric spaces by
using a non-principal ultrafilter. The construction of this ultralimit is related to Gromov-
Hausdorff convergence in the sense that such a limit space is a sublimit in the pointed
Gromov-Hausdorff sense. On the other hand, given any sublimit in the pointed Gromov-
Hausdorff sense, there exists a non-principal ultrafilter such that the corresponding ul-
tralimit is exactly this sublimit. This fact can be extended to a similar statement about
finitely many different sequences and corresponding sublimits coming from a common
subsequence.

Definition A.50 ([BH99, Definition I.5.50]). Let ω be a non-principal ultrafilter on N,
(Xi, di, pi), i ∈ N, be pointed metric spaces and

Xω := {[(xi)i∈N] | xi ∈ Xi and supi∈N di(xi, pi) <∞}

where
(xi)i∈N ∼ (yi)i∈N if and only if limω di(xi, yi) = 0.

Furthermore, let dω([(xi)i∈N], [(yi)i∈N]) := limω di(xi, yi). Then (Xω, dω) is a metric space,
called ultralimit of (Xi, di, pi) and denoted by limω(Xi, di, pi).
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Remark. Let ω be a non-principal ultrafilter on N, (Xi, di, pi), i ∈ N, be pointed metric
spaces and Yi ⊆ Xi. Then the limit (Yω, dYω) := limω(Yi, di, pi) is canonically a subset of
(Xω, dXω) := limω(Xi, di, pi): Obviously,

{(yi)i∈N | yi ∈ Yi and supi di(xi, pi) <∞}
⊆ {(xi)i∈N | xi ∈ Xi and supi di(xi, pi) <∞}.

Since the metric is the same on both Xi and Yi and since the equivalence classes are only
defined by using the ultrafilter and the metric, Yω ⊆ Xω. With the same argumentation,
the metric coincides: For yi, y′i ∈ Yi,

dYω([(yi)i∈N]Yω , [(y
′
i)i∈N]Yω) = limω di(yi, y

′
i) = dXω([(yi)i∈N]Xω , [(y

′
i)i∈N]Xω).

Lemma A.51 ([BH99, Lemma I.5.53]). The ultralimit of a sequence of metric spaces is
complete.

In order to prove the correspondence of sublimits and ultralimits, first, compact metric
spaces are investigated.

Proposition A.52. Let ω be a non-principal ultrafilter on N, (Xi, di, pi), i ∈ N, be pointed
compact metric spaces with compact ultralimit (Xω, dω) and pω := [(pi)i∈N] ∈ Xω. Then
limω dGH((Xi, pi), (Xω, pω)) = 0.

Proof. The statement will be proven by using ε-nets: First, finite ε-nets in Xi will be
fixed and it will be proven that their ultralimit is a finite ε-net in Xω. Then the Gromov-
Hausdorff distance of these nets will be estimated. Finally, using the triangle inequality
and ε→ 0 prove the claim.

Fix ε > 0. For every i ∈ N, fix a finite ε-net Aεi = {a1
i , . . . , a

ni
i } in the compact space

Xi with a1
i = pi, i.e. d(aki , a

l
i) ≥ ε for all k 6= l and Xi =

⋃ni
j=1Bε(a

j
i ). Let Aεω be the

ultralimit of these Aεi , i.e.

Aεω = {[(ai)i∈N] | ∀i ∈ N ∃1 ≤ ji ≤ ni : ai = ajii } ⊆ Xω,

and let pω := [(pi)i∈N] ∈ Aεω. Then Aεω is again a finite ε-net in Xω:
Let [(akii )i∈N], [(alii )i∈N] ∈ Aεω. By definition,

[(akii )i∈N] = [(alii )i∈N] if and only if limω di(a
ki
i , a

li
i ) = 0.

Since di(akii , a
li
i ) = 0 exactly for those i with ki = li and di(a

ki
i , a

li
i ) ≥ ε otherwise, this

implies
[(akii )i∈N] = [(alii )i∈N] if and only if ω({i ∈ N | ki = li}) = 1.

In particular, for [(akii )i∈N] 6= [(alii )i∈N], dXω([(akii )i∈N], [(alii )i∈N]) = limω di(a
ki
i , a

li
i ) ≥ ε.

Furthermore, for arbitrary [(xi)i∈N] there are ajii such that xi ∈ Bε(ajii ). Thus,

dω([(xi)i∈N], [(ajii )i∈N]) = limω di(xi, a
ji
i ) < ε .
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This proves that Aεω is an ε-net in Xω. It remains to prove that Aεω is finite: Assume
it is not. Then

⋃
p∈Aεω Bε(p) is an open cover of Xω, and thus, has a finite subcover

Xω =
⋃k
j=1Bε(qj) with qj ∈ Aεω. Hence, for any q ∈ Aεω \ {q1, . . . , qk} there exists qj such

that q ∈ Bε(qj). This is a contradiction to dω(q, qj) ≥ ε.
Let nω <∞ denote the cardinality of Aεω and I := {i ∈ N | ni = nω} be those indices

such that Aεi and A
ε
ω have the same cardinality. Then ω(I) = 1:

Let Aεω = {z1, . . . , znω} and zk = [(a
jki
i )i∈N] with 1 ≤ jki ≤ ni for 1 ≤ k ≤ nω. For

k 6= l, one has 1 = ω({i ∈ N | jki 6= jli}). Thus,

1 = ω
(⋂

1≤k<l≤nω
{i ∈ N | jki 6= jli}

)
= ω({i ∈ N | ∀1 ≤ k < l ≤ nω : jki 6= jli})
≥ ω({i ∈ N | nω ≤ ni})
= ω(I ∪ J)

where J := {i ∈ N | ni > nω}. Assume ω(J) = 1. For all 1 ≤ j ≤ nω + 1, let

qji :=

{
aji i ∈ J,
pi i /∈ J

and z̃j := [(qji )i∈N] ∈ Aεω. By definition, qji = qli if and only if k 6= l or i ∈ I. Hence,
if k 6= l, then ω({i ∈ N | qki = qli}) = ω(N \J) = 1 − ω(J) = 0. Thus, z̃k 6= z̃l and
{z̃1, . . . , z̃nω+1} ⊆ Aεω, hence, nω + 1 ≤ nω. This is a contradiction. Therefore, ω(J) = 0
and ω(I) = ω(I ∪ J) = 1.

Similarly, for all 1 ≤ j ≤ nω, let

pji :=

{
aji i ∈ I,
pi i /∈ I

and yj := [(qji )i∈N] ∈ Aεω. Analogously, yl = yk if and only if l = k. This implies
Aεω = {y1, . . . , ynω}. In particular, y1 = pω.

For 1 ≤ k < l ≤ nω, define

Iklδ :={i ∈ I | |dω(yk, yl)− di(aki , ali)| < δ}
={i ∈ I | |dω(yk, yl)− di(pki , pli)| < δ}.

Since dω(yk, yl) = limω di(p
k
i , p

l
i) by definition, ω(Iklδ ) = 1 for any δ > 0. Therefore,

limω δ
kl
i = 0 for δkli := |dω(yk, yl)− di(aki , ali)|. Thus, for εi := max{δkli | 1 ≤ k < l ≤ nω},

limω εi = 0 as well.
Let i ∈ I be fixed and define fi : Aεi → Aεω and gi : Aεω → Aεi by

fi(a
j
i ) := yj and gi(yj) = aji



A.3 Ultralimits 107

for 1 ≤ j ≤ nω. In particular, fi(pi) = fi(a
1
i ) = y1 = pω and gi(pω) = gi(y1) = a1

i = pi.
Obviously, fi ◦ gi = idAεω and gi ◦ fi = idAεi . Furthermore, for 1 ≤ k < l ≤ nω,

|dω(fi(a
k
i ), fi(a

l
i))− di(aki , ali)| = |dω(yk, yl)− di(aki , ali)| = δkli ≤ εi,

and analogously,

|di(gi(yk), gi(yl))− dω(yk, yl)| ≤ εi,

i.e. (fi, gi) ∈ Apprεi((A
ε
i , pi), (A

ε
ω, pω)). Therefore, dGH((Aεi , pi), (A

ε
ω, pω)) ≤ 2 εi for any

i ∈ I.
For any compact metric space (Z, dZ) and ε-net A ⊆ Z,

ddZH (Z,A) = inf{r > 0 | Br(A) ⊇ Z = Bε(A)} ≤ ε .

Hence, for any p ∈ A, dGH((A, p), (Z, p)) ≤ dH(Z,A) + dZ(p, p) ≤ ε.
Applying this general statement, for fixed i ∈ I and ε > 0,

dGH((Xi, pi), (Xω, pω))

≤ dGH((Xi, pi), (A
ε
i , pi)) + dGH((Aεi , pi), (A

ε
ω, pω)) + dGH((Aεω, pω), (Xω, pω))

≤ 2 ε+2 εi .

In particular, limω dGH((Xi, pi), (Xω, pω)) ≤ 2 ε. Since this holds for all ε > 0,

limω dGH((Xi, pi), (Xω, pω)) = 0.

Corollary A.53. Let ω be a non-principal ultrafilter on N. If the ultralimit of compact
metric spaces is compact, it is a sublimit in the pointed Gromov-Hausdorff sense which
comes from a subsequence with index set of ω-measure 1.

Proof. Let (Xi, di, pi), i ∈ N, be pointed compact metric spaces, (Xω, dω) their compact
ultralimit and pω = [(pi)i∈N]. By the previous proposition,

limω dGH((Xi, pi), (Xω, pω)) = 0,

and by Lemma A.47, there exists a subsequence (ij)j∈N of natural numbers satisfying
ω({ij | j ∈ N}) = 1 such that

dGH((Xij , pij ), (Xω, pω))→ 0 as j →∞.

This result now gives a corresponding result for non-compact spaces.

Proposition A.54. a) Let ω be a non-principal ultrafilter on N. The ultralimit of a se-
quence of pointed proper length spaces is a sublimit in the pointed Gromov-Hausdorff
sense (which comes from a subsequence with index set of ω-measure 1).
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b) The sublimit of a sequence of pointed proper length spaces in the pointed Gromov-
Hausdorff sense is the ultralimit with respect to a non-principal ultrafilter.

Proof. a) Let (Xi, di, pi), i ∈ N, be pointed proper length spaces, (Xω, dω) the corre-
sponding ultralimit and pω := [(pi)i∈N] ∈ Xω. First it will be shown that an r-ball in
the ultralimit is the ultralimit of r-balls. Then applying the corresponding statement
for compact sets proves the claim.

(i) For r > 0, let Xr
ω ⊆ Xω denote the ultralimit of (B̄Xi

r (pi), di, pi). This is a
closed subset of Xω: First, observe

Xr
ω = {[(qi)i∈N] | qi ∈ Xi and di(qi, pi) ≤ r}.

Let (zn)n∈N be a sequence in Xr
ω which converges to a limit z ∈ Xω. Denote

zn = [(qni )i∈N] and z = [(qi)i∈N] where qni , qi ∈ Xi with di(q
n
i , pi) ≤ r for all

i, n ∈ N and supi∈N di(qi, pi) < ∞. Moreover, dω(zn, z) = limω di(q
n
i , qi) → 0

as n→∞. For all n ∈ N, dω(zn, pω) = limω di(q
n
i , pi) ≤ r. Hence,

dω(z, pω) ≤ lim
n→∞

dω(z, zn) + dω(zn, pω) ≤ r

and z ∈ Xr
ω. This proves that Xr

ω is closed.
In fact, Xr

ω = B̄Xω
r (pω): First, let [(qi)i∈N] ∈ Xr

ω ⊆ Xω be arbitrary. Since

dω([(qi)i∈N], [(pi)i∈N]) = limω di(pi, qi) ≤ r,

[(qi)i∈N] ∈ B̄Xω
r (pω).

Now let [(qi)i∈N] ∈ BXω
r (pω) and I := {i ∈ N | di(pi, qi) < r}. Define

q̃i :=

{
qi i ∈ I,
pi i /∈ I.

By definition, [(q̃i)i∈N] ∈ Xr
ω. Furthermore, [(qi)i∈N] = [(q̃i)i∈N] ∈ Xr

ω: Since
[(qi)i∈N] ∈ BXω

r (pω), 0 ≤ l := limω di(qi, pi) < r. For δ := r − l > 0,

1 = ω({i ∈ N | |di(qi, pi)− l| < δ})
≤ ω({i ∈ N | di(qi, pi) < l + δ = r})
= ω(I).

Thus, for arbitrary ε > 0,

ω({i ∈ N | di(qi, q̃i) < ε}) ≥ ω({i ∈ N | qi = q̃i})
= ω(I) = 1.

Therefore, limω di(qi, q̃i) = 0 and [(qi)i∈N] = [(q̃i)i∈N] ∈ Xr
ω. Consequently,

BXω
r (pω) ⊆ Xr

ω. Since Xr
ω is closed, this proves B̄Xω

r (pω) ⊆ Xr
ω, and hence,

equality.
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(ii) For any r > 0 and εri := dGH((B̄Xi
r (pi), pi), (B̄

Xω
r (pω), pω)), limω ε

r
i = 0 by

Proposition A.52. By Lemma A.55, there exists ri > 0 with

limω
1

ri
= 0 and ω

({
i ∈ N | εrii ≤

1

ri

})
= 1.

By Lemma A.47, there is J = {i1 < i2 < . . . } ⊆ N such that ω(J) = 1 and
rij →∞. Let

I := J ∩
{
i ∈ N | εrii ≤

1

ri

}
.

Then ω(I) = 1 and I = {ij1 < ij2 < . . . } ⊆ J . Thus, rijl →∞ and

dGH((B̄
Xijl
rijl

(pijl ), pijl ), (B̄
Xω
rijl

(pω), pω)) = ε
rijl
ijl
≤ 1

rijl
→ 0

as l → ∞. Now Corollary A.27 proves (Xijl
, pijl ) → (Xω, pω) in the pointed

Gromov-Hausdorff sense where ω({ijl | l ∈ N}) = 1.

b) This proof can be done completely analogously to the one of Lemma A.47.

Lemma A.55. Let ω be an ultrafilter on N and for every r > 0 let (εri )i∈N be a sequence
such that limω ε

r
i = 0. Then there exists a sequence (ri)i∈N of positive real numbers such

that limω
1
ri

= 0 and ω({i ∈ N | εrii ≤
1
ri
}) = 1.

Proof. For i ∈ N, let Ri := {r > 0 | εri ≤ 1
r}. The idea of this proof, similar to the one of

Lemma A.25, is to find a sequence ri ∈ Ri with ri > i for a set of indices of ω-measure 1.
Since the Ri need to be non-empty, let I := {i ∈ N | Ri 6= ∅}. Due to limω ε

1
i = 0,

ω(I) = ω
({
i ∈ N | ∃ r > 0 : εri ≤

1

r

})
≥ ω({i ∈ N | ε1

i ≤ 1}) = 1,

i.e. ω(I) = 1. Let J := {i ∈ N | ¬∃C > 0 : Ri ⊆ [0, C]} be the indices of the unbounded
sets. In particular, J ⊆ I. In the following, the cases of ω(J) = 0 and ω(J) = 1 will be
distinguished.

In advance, observe that for sets of indices of ω-measure 1 the corresponding Ri cannot
have a uniform upper bound: Let A ⊆ N be any subset such that there exists C > 0 with⋃
i∈ARi ⊆ [0, C] and let r > C. Then i ∈ A implies r /∈ Ri, i.e. εri > 1

r . Thus,
ω(A) ≤ ω({i ∈ N | εri > 1

r}) = 0.
First, let ω(J) = 1. For i ∈ J , choose ri ∈ Ri ∩ (i,∞). For i ∈ N \J , let ri := 1. Then

ω
({
i ∈ N | εrii ≤

1

ri

})
≥ ω({i ∈ N | ri ∈ Ri}) ≥ ω(J) = 1.

For arbitrary ε > 0, choose N ∈ N with 1
N ≤ ε. For i ∈ J with i ≥ N ,

1

ri
<

1

i
≤ 1

N
≤ ε
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and
ω
({
i ∈ N | 1

ri
≤ ε

})
≥ ω(J ∩ [N,∞)) = 1.

Thus, limω
1
ri

= 0 and ri has the desired properties.
Now let ω(J) = 0. For i ∈ I ∩ Jc, let si := supRi denote the least upper bound of Ri

and choose ri ∈ [ si2 , si] ∩Ri. For i ∈ I
c ∪ J , let si := ri := 1. Then

ω
({
i ∈ N | εrii ≤

1

ri

})
≥ ω({i ∈ N | ri ∈ Ri}) ≥ ω(I ∩ Jc) = 1.

Let ε > 0 and Kε := {i ∈ I ∩ Jc | 1
si
> ε}. Then⋃

i∈Kε

Ri ⊆
⋃
i∈Kε

[0, si] ⊆
[
0,

1

ε

]
,

and thus, by the above argumentation, ω(Kε) = 0. Then, using ω(I ∩ Jc) = 1,

ω
({
i ∈ N | 1

si
≤ ε

})
= 1− ω

({
i ∈ N | 1

si
> ε

})
= 1− ω

({
i ∈ I ∩ Jc | 1

si
> ε

})
= 1− ω(Kε) = 1.

Hence, limω
1
si

= 0 and 1
ri
≤ 2

si
this proves the claim.

As for bounded sequences of real numbers, investigating sublimits coming from the
same subsequence is the same as investigating ultralimits.

Lemma A.56. Let (Xi, dXi , pi) and (Yi, dYi , qi), i ∈ N, be pointed proper length spaces.

a) Let ω be a non-principal ultrafilter on N. Then there exists a subsequence (ij)j∈N
such that both

(Xij , pij )→ limω(Xi, dXi , pi) and (Yij , qij )→ limω(Yi, dYi , qi) as j →∞

in the pointed Gromov-Hausdorff sense.

b) Let (X, dX , p) and (Y, dY , q) be pointed length spaces and (ij)j∈N be a subsequence
such that both

(Xij , pij )→ (X, p) and (Yij , qij )→ (Y, q) as j →∞

in the pointed Gromov-Hausdorff sense. Then there exists a non-principal ultrafilter
ω on N such that there are isometries

limω(Xi, dXi , pi)
∼= (X, p) and limω(Yi, dYi , qi)

∼= (Y, q).

Proof. Using Proposition A.54, the proof can be done completely analogously to the one
of Lemma A.48.
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Let (Mi, pi)i∈N be a sequence of pointed complete connected n-dimensional Riemannian
manifolds with lower Ricci curvature bound RicMi ≥ −(n − 1). If volMi(B1(pi)) → 0 as
i → ∞, this sequence is said to be collapsing. Observe the following: If (Mi, pi) were
converging to a limit (X, p) and given any (non-trivial) measure on X, the volume of the
B1(pi) would not converge to the volume of B1(p).

This phenomenon does not occur when using renormalised limit measures, cf. [CC97,
section 1]: Let (Mi, pi)i∈N be a collapsing sequence as above. Then (Mi, pi) subconverges
to a metric space (X, p) such that a ‘renormalisation’ of the measures volMi converges
to a limit measure volX . For a more detailed explanation, cf. again [CC97, section 1].
Essentially, this construction is done as follows:

For the renormalised measure

µi(·) :=
volMi(·)

volMi(B1(pi))
,

after passing to a subsequence, (Mi, pi) is converging to a metric space (X, p) and there
exists a continuous map V : X × R+ → R+ such that

V (q,R) = lim
i→∞

µi(Br(qi))

for any qi → q and all R > 0. For δ > 0 and A ⊆ X, let

νδ(A) := inf
{∑
j∈N

V (zj , rj) | rj ≤ δ and A ⊆
⋃
j∈N

Brj (zj)
}

and

ν(A) := lim
δ→0

νδ(A).

This ν defines an outer measure and can be extended to a unique Radon measure volX on
X. This can be summarized by the following theorem.

Theorem A.57 ([CC97, Theorem 1.6, Theorem 1.10]). Let (Mi, pi)i∈N be a sequence of
pointed complete connected n-dimensional Riemannian manifolds satisfying the uniform
lower Ricci curvature bound RicMi ≥ −(n − 1). Then (Mi, pi) subconverges to a metric
space (X, p) in the pointed Gromov-Hausdorff sense and there exists a Radon measure volX
on X such that for all x ∈ X, xi → x and r > 0,

volMi(B
Mi
r (xi))

volMi(B
Mi
1 (pi))

→ volX(BX
r (x)) as i→∞.

Moreover, for any R ≥ r > 0 and x ∈ X,

volX(BX
R (x))

volX(BX
r (x))

≤
V n
−1(R)

V n
−1(r)

where V n
−1(r) denotes the volume of a ball with radius r > 0 in the n-dimensional hyperbolic

space.
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Observe that the limit measure of a sequence (Mi, pi) depends on the choice of the
base points and the considered subsequence, cf. again [CC97, section 1].

The following lemma states a (technical) condition on compact subsets Ai ⊆ Mi and
A ⊆ X which guarantees convergence of the renormalised measures µi(Ai)→ volX(A).

Lemma A.58. Let (Mi, pi)i∈N be a sequence of pointed complete connected n-dimensional
Riemannian manifolds converging to a metric space (X, p) in the measured Gromov-Haus-
dorff sense, and let εi → 0 and

(fi, gi) ∈ Apprεi((B̄
Mi

1/ εi
(pi), pi), (B̄

X
1/ εi

(p), p))

be as in Corollary A.27. For x ∈ X, let pxi denote gi(x).
Assume Ai ⊆Mi and A ⊆ X to be compact subsets with Ai ⊆ BR(pi) and A ⊆ BR(p)

for some R > 0. Moreover, assume that there is δi → 0 such that for all rj > 0, xj ∈ X
and pji ∈ BMi

εi (p
xj
i ), where j ∈ N, the following is true:

a) If Ai ⊆
⋃
j∈NB

Mi
rj (pji ), then A ⊆

⋃
j∈NB

X
rj+δi

(xj).

b) If A ⊆
⋃
j∈NB

X
rj (xj), then Ai ⊆

⋃
j∈NB

Mi
rj+δi

(pji ).

Then µi(Ai)→ volX(A).

Proof. Define

µδi (Ai) := inf
{∑
j∈N

µi(Brj (p
j
i )) | rj ≤ δ, p

j
i ∈Mi and Ai ⊆

⋃
j∈N

Brj (p
j
i )
}
.

For measurable sets Ui, µδi (Ui) = µi(Ui) for any δ > 0. The corresponding statement is
true for νδ and volX . Since the Ai and A are assumed to be compact, they are measurable
and these identities can be used in the following.

Fix δ > 0. Without loss of generality, assume R + δ ≤ 1
εi

and δi ≤ δ for all i ∈ N. By
definition,

ν(A) = νδ(A)

= inf
{∑
j∈N

lim
i→∞

µi(Brj (p
xj
i )) | 0 < rj ≤ δ, xj ∈ X and A ⊆

⋃
j∈N

Brj (xj)
}
.

For such rj < δ and xj ∈ X, observe A∩Brj (xj) ⊆ BR(p)∩Bδ(xj) = ∅ if d(p, xj) ≥ R+δ.
Hence,

ν(A) = inf
{∑
j∈N

lim
i→∞

µi(Brj (p
xj
i )) | 0 < rj ≤ δ, xj ∈ BR+δ(p) and A ⊆

⋃
j∈N

Brj (xj)
}
.
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Recall that limi→∞ µi(Brj (p
xj
i )) = limi→∞ µi(Brj (p

j
i )) if pii → xj . In particular, this is

true for all pji ∈ Bεi(p
xj
i ). Therefore,

ν(A) = inf
{∑
j∈N

lim
i→∞

µi(Brj (p
j
i )) | 0 < rj ≤ δ, xj ∈ BR+δ(p), p

j
i ∈ Bεi(p

xj
i )

= inf
{∑
j∈N

lim
i→∞

µi(Brj (p
j
i )) | and A ⊆

⋃
j∈N

Brj (xj)
}
.

By the Bishop-Gromov Theorem, 1 ≥ µi(Brj (pji ))

µi(Brj+δi (p
j
i ))
≥ V n−1(rj)

V n−1(rj+δi)
→ 1 as i→∞. Thus,

ν(A) = inf
{∑
j∈N

lim
i→∞

µi(Brj+δi(p
j
i )) | 0 < rj ≤ δ, pji ∈ Bεi(gi(BR+δ(p)))

= inf
{∑
j∈N

lim
i→∞

µi(Brj+δi(p
j
i )) | and A ⊆

⋃
j∈N

Brj (xj)
}

= inf
{∑
j∈N

lim
i→∞

µi(Bsj (p
j
i )) | 0 < sj − δi ≤ δ, pji ∈ Bεi(gi(BR+δ(p)))

= inf
{∑
j∈N

lim
i→∞

µi(Bsj (p
j
i )) | and A ⊆

⋃
j∈N

Bsj−δi(xj)
}

≥ lim
i→∞

inf
{∑
j∈N

µi(Bsj (p
j
i )) | 0 < sj ≤ 2δ, pji ∈Mi and Ai ⊆

⋃
j∈N

Bsj (p
j
i )
}

≥ lim
i→∞

µ2δ
i (Ai)

= lim
i→∞

µi(Ai).

Conversely,

lim
i→∞

µi(Ai) = lim
i→∞

µδi (Ai)

= inf
{∑
j∈N

lim
i→∞

µi(Brj (p
j
i )) | 0 < rj ≤ δ, pji ∈Mi and Ai ⊆

⋃
j∈N

Brj (p
j
i )
}

= inf
{∑
j∈N

lim
i→∞

µi(Brj (p
j
i )) | 0 < rj ≤ δ, pji ∈ BR+δ(pi) and Ai ⊆

⋃
j∈N

Brj (p
j
i )
}
.

For pji ∈ BR+δ(pi) and xj = fi(p
j
i ) ∈ BR+δ+εi(p), note p

j
i ∈ Bεi(p

xj
i ). Thus, using again

the Bishop-Gromov Theorem,

lim
i→∞

µi(Ai)

≥ inf
{∑
j∈N

lim
i→∞

µi(Brj+δi(p
j
i )) | 0 < rj ≤ δ, xj ∈ BR+δ+εi(p), p

j
i ∈ Bεi(p

xj
i )

= inf
{∑
j∈N

lim
i→∞

µi(Brj+δi(p
j
i )) | and Ai ⊆

⋃
j∈N

Brj (p
j
i )
}
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≥ inf
{∑
j∈N

lim
i→∞

µi(Bsj (p
j
i )) | 0 < sj ≤ 2δ, xj ∈ X, pji ∈ Bεi(p

xj
i )

≥ inf
{∑
j∈N

lim
i→∞

µi(Bsj (p
j
i )) | and A ⊆

⋃
j∈N

Bsj (xj)
}

= inf
{∑
j∈N

lim
i→∞

µi(Bsj (p
xj
i )) | 0 < sj ≤ 2δ, xj ∈ X and A ⊆

⋃
j∈N

Bsj (xj)
}

= ν2δ(A)

= volX(A).

This proves limi→∞ µi(Ai) = volX(A).

The next lemma provides a condition for sets such that these satisfy the hypothesis of
Lemma A.58. This lemma will be used afterwards to prove volume convergence in several
situations.

Lemma A.59. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length spaces. Assume
(Xi, pi) → (X, p) and let εi → 0 and (fi, gi) ∈ Apprεi((B̄

Xi
1/ εi

(pi), pi), (B̄
X
1/ εi

(p), p)) be as

in Corollary A.27. For x ∈ X, let pxi denote gi(x). Moreover, let Ai ⊆ BXi
1/ εi

(pi), A ⊆ X,
f ′i : Ai → A, g′i : A→ Ai and δi → 0 be such that

dX(f ′i(xi), fi(xi)) ≤ δi and dXi(g
′
i(x), gi(x)) ≤ δi

for all xi ∈ Ai and x ∈ A. Let rj > 0, xj ∈ X and pji ∈ BXi
εi (p

xj
i ), where j ∈ N.

a) If Ai ⊆
⋃
j∈NB

Xi
rj (pji ), then A ⊆

⋃
j∈NB

X
rj+3 εi +δi

(xj).

b) If A ⊆
⋃
j∈NB

X
rj (xj), then Ai ⊆

⋃
j∈NB

Xi
rj+3 εi +δi

(pji ).

Proof. First, assume Ai ⊆
⋃
j∈NB

Xi
rj (pji ) and let y ∈ A be arbitrary. Then g′i(y) ∈ Ai.

Therefore, there exists j ∈ N such that g′i(y) ∈ BXi
rj (pji ) ⊆ B

Xi
rj+εi

(p
xj
i ). Hence,

dX(y, xj) < εi +dXi(gi(y), gi(xj))

≤ εi +dXi(gi(y), g′i(y)) + dXi(g
′
i(y), p

xj
i )

< εi +δi + (rj + εi),

and this proves A ⊆
⋃
j∈NB

X
rj+2 εi +δi

(xj) ⊆
⋃
j∈NB

X
rj+3 εi +δi

(xj). Conversely, assume
A ⊆

⋃
j∈NB

X
rj (xj) and let yi ∈ Ai be arbitrary. Then f ′i(yi) ∈ BX

rj (xj) for some j ∈ N,
and this implies

dXi(yi, p
xj
i ) < εi +dX(fi(yi), f

′
i(yi)) + dX(f ′i(yi), xj) + dX(xj , fi(p

xj
i ))

< εi +δi + rj + εi .

Therefore, A ⊆
⋃
j∈NB

Xi
rj+2 εi +δi

(p
xj
i ) ⊆

⋃
j∈NB

Xi
rj+3 εi +δi

(pji ).
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Proposition A.60. Let (Mi, pi)i∈N be a sequence of pointed complete connected n-dimen-
sional Riemannian manifolds converging to a metric space (X, p) in the pointed Gromov-
Hausdorff sense, and let εi → 0 and

(fi, gi) ∈ Apprεi((B̄
Mi

1/ εi
(pi), pi), (B̄

X
1/ εi

(p), p))

be as in Corollary A.27. For x ∈ X, let pxi denote gi(x).

a) Let Ai ⊆ Mi be compact with Ai ⊆ B̄R(pi) for some R > 0. After passing to a
subsequence, there exists A ⊆ X with Ai → A and µi(Ai)→ volX(A).

b) Let 0 < R < 1, x1, . . . , xl ∈ BX
1−R(p),

Ai := BMi
1 (pi) \

l⋃
j=1

BMi
R (p

xj
i ) and A := BX

1 (p) \
l⋃

j=1

BX
R (xj).

Then µi(Ai)→ volX(A).

Proof. a) Pass to the subsequence of Proposition A.41. Then there exists A ⊆ B̄R(p)
such that Ai → A. Moreover, by the proof of Proposition A.41, the hypothesis of
Lemma A.59 is satisfied. Hence, Lemma A.58 implies the claim.

b) First, let m ∈ N as well as rk > 0 and yk ∈ X, where 1 ≤ k ≤ m, be arbitrary and
prove

µi
( m⋃
k=1

BMi
rk

(pyki )
)
→ volX

( m⋃
k=1

BX
rk

(yk)
)
.

This immediately implies the claim.

For every pair of points y, z ∈ X, fix a shortest geodesic cyz (parametrised by arc
length) connecting y with z. For 1 ≤ k ≤ m, define prk : X → B̄X

rk
(yk) by

prk(z) :=

{
z if dX(z, yk) ≤ rk,
cykz(r) if dX(z, yk) > rk.

Analogously, define prki : Mi → B̄Mi
rk

(pyki ).

Let

Ki :=
m⋃
k=1

B̄Mi
rk

(pyki ) and K :=
m⋃
k=1

B̄X
rk

(yk)

and define maps f ′i : Ki → K and g′i : K → Ki by

f ′i(zi) := prk ◦fi(zi) for the minimal 1 ≤ k ≤ m with zi ∈ B̄Mi
rk

(pyki ),

g′i(z) := prki ◦gi(z) for the minimal 1 ≤ k ≤ m with z ∈ B̄X
rk

(yk).
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Let zi ∈ Ki be arbitrary and 1 ≤ k ≤ m be minimal with zi ∈ B̄Mi
rk

(pxki ). Then
fi(zi) ∈ B̄X

rk+εi(fi(p
yk
i )) ⊆ BX

rk+2 εi
(yk) and

dX(f ′i(zi), fi(zi)) = dX(prk(fi(zi)), fi(zi)) ≤ 2 εi .

Similarly,
dMi(g

′
i(z), gi(z)) ≤ εi

for all z ∈ K.

By Lemma A.59 and Lemma A.58,

µi
( m⋃
k=1

B̄Mi
rk

(pyki )
)
→ volX

( m⋃
k=1

B̄X
rk

(yk)
)

Now

volX
( m⋃
k=1

B̄X
rk

(yk) \
m⋃
k=1

BX
rk

(yk)
)
≤ volX

( m⋃
k=1

(B̄X
rk

(yk) \BX
rk

(yk))
)

≤
m∑
k=1

volX(B̄X
rk

(yk) \BX
rk

(yk)) = 0

implies

µi
( m⋃
k=1

BMi
rk

(pyki )
)
→ volX

( m⋃
k=1

BX
rk

(yk)
)
.

Proposition A.61. Let (Mi, pi)i∈N be a sequence of pointed complete connected n-di-
mensional Riemannian manifolds which satisfy the uniform lower Ricci curvature bound
RicMi ≥ −(n − 1), let xi, yi ∈ Mi with dMi(xi, yi) ≤ 2 and assume (Mi, xi) and (Mi, yi),
respectively, to converge to metric spaces (X,x∞) and (Y, y∞), respectively. Moreover, let
r > 0, Ki ⊆ B̄Mi

r (xi) be compact, α > 0 and fi : Ki → Mi be α-bi-Lipschitz and measure
preserving with fi(xi) = yi.

After passing to a subsequence, there exist a compact subset K ⊆ B̄X
r (x∞), an α-bi-

Lipschitz map f : K → Y and a constant C > 0 such that volY (f(A)) = C · volX(A) for
any measurable subset A ⊆ K.

Proof. Pass to the subsequence of Lemma A.42. By Lemma A.42 a), there exist com-
pact subsets K ⊆ X and K ′ ⊆ Y which are Gromov-Hausdorff limits of Ki and fi(Ki),
respectively, and an α-bi-Lipschitz map f : K → K ′ with f(K) = K ′.

By the Bishop-Gromov Theorem,

volMi(B
Mi
1 (xi))

volMi(B
Mi
1 (yi))

≤ volMi(B
Mi
3 (yi))

volMi(B
Mi
1 (yi))

≤
V n
−1(3)

V n
−1(1)

=: c(n).



A.4 Measured Gromov-Hausdorff convergence 117

By an analogous argument,

1

c(n)
≤ volMi(B

Mi
1 (xi))

volMi(B
Mi
1 (yi))

≤ c(n)

for all i ∈ N. After passing to a further subsequence, there exists 1
c(n) ≤ C ≤ c(n) with

volMi(B
Mi
1 (xi))

volMi(B
Mi
1 (yi))

→ C.

In particular, C > 0.
Now let L ⊆ K be compact, hence, measurable. By Lemma A.42 b) (and its proof),

there exist compact subsets Li ⊆ Ki such that Li → L and fi(Li) → f(L) satisfying the
hypothesis of Lemma A.59. By Lemma A.58,

volY (f(L)) = lim
i→∞

volMi(fi(Li))

volMi(B
Mi
1 (yi))

= lim
i→∞

volMi(Li)

volMi(B
Mi
1 (xi))

· volMi(B
Mi
1 (xi))

volMi(B
Mi
1 (yi))

= C · volX(L).

Finally, let A ⊆ K be any measurable set. Since volX and volY are Radon measures,

volY (f(A)) = sup{volY (L̃) | L̃ ⊆ f(A) is compact}
= sup{volY (f(L) | L ⊆ A is compact}
= sup{C · volX(L) | L ⊆ A is compact}
= C · volX(A).





Appendix B

Rescaling of metrics

Let (M, g) be an n-dimensional Riemannian manifold. For α > 0, let αM denote the
Riemannian manifold (M,α2g), i.e. all distances are rescaled by the factor α. This chapter
states how notions connected to Riemannian geometry change when the metric is rescaled,
starting with proving that distances change the claimed way.

From now on, let g̃ := α2g denote the rescaled metric.

Definition B.1. For a Riemannian manifold M , a measurable subset U ⊆ M and an
integrable function f : U → R let

−
∫
U
f dVM :=

1

volM (U)
·
∫
U
f dVM

denote the average integral.

Lemma B.2. Let p ∈M be arbitrary.

a) For the distance function, dg̃ = α · dg.

b) For the volume form, dVg̃ = αn · dVg.

c) For balls, BαM
αr (p) = BM

r (p) and volαM (BαM
αr (p)) = αn · volM (BM

r (p)), where r > 0.

d) For the average integral, −
∫
BαMαr (p) f dVαM = −

∫
BMr (p) f dVM where f : BM

r (p) → R is
integrable.

Proof. a) Let p, q ∈ M and c : [0, 1] → M be a piecewise differentiable curve with
starting point c(0) = p and end point c(1) = q. Then, denoting by Lg(c) the length
of c with respect to the metric g,

Lg̃(c) =

∫ 1

0

√
g̃c(t)(ċ(t), ċ(t)) dt

= α ·
∫ 1

0

√
gc(t)(ċ(t), ċ(t)) dt = α · Lg(c).
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Thus,

dg̃(p, q) = inf{Lg̃(c) | c piecewise differentiable curve from p to q}
= α · inf{Lg(c) | c piecewise differentiable curve from p to q}
= α · dg(p, q).

b) Recall that dVg is the unique n-form on M which has value 1 for every oriented
orthonormal basis. Observe the following correspondence between orthonormal basis
with respect to the two Riemannian metrics g and g̃: Let p ∈ M be arbitrary and
{ei}1≤i≤n be an orthonormal basis of (TpM, g̃p). Then

δij = g̃(ei, ej) = g(αei, αej),

i.e. {αei}1≤i≤n is an orthonormal basis with respect to gp. Reversely, {α−1ei}1≤i≤n
is an orthonormal basis with respect to g̃p for any orthonormal basis {ei}1≤i≤n of
(TpM, gp).

Obviously, ω(αe1, . . . , αen) = αn · ω(e1, . . . , en) for any n-form ω. This proves the
claim.

c) Using a), for r > 0,

BM
r (p) = {q ∈M | dg(p, q) < r}

= {q ∈M | dg̃(p, q) = α · dg(p, q) < α · r}
= BαM

αr (p).

Hence, using b),

volαM (BαM
αr (p)) = αn · volM (BM

r (p)).

d) Let f : BM
r (p)→ R be integrable. Then

−
∫
BαMαr (p)

f dVαM =
1

volαM (BαM
αr (p))

·
∫
BαMαr (p)

f dVαM

=
1

αn · volM (BM
r (p))

· αn ·
∫
BMr (p)

f dVM

= −
∫
BMr (p)

f dVM .

The next lemma states some facts about concepts related to curvature.

Lemma B.3. a) For the Levi-Civita connection, ∇g̃XY = ∇gXY .

b) For the Riemann curvature (3,1)-tensor, RαM = RM .
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c) For the sectional curvature, KαM = 1
α2 ·KM .

d) For the Ricci curvature (2,0)-tensor, RicαM = RicM . Moreover, RicαM ≥ κ
α2 if and

only if RicM ≥ κ.

Proof. a) The Levi-Civita connection is uniquely determined by the Koszul formula:
For arbitrary vector fields X, Y and Z on M ,

2g(α2 · ∇g̃XY,Z) = 2g̃(∇g̃XY, Z)

= Xg̃(Y,Z) + Y g̃(X,Z)− Zg̃(X,Y )

+ g̃([X,Y ], Z)− g̃([Y, Z], X) + g̃([Z,X], Y )

= α2 ·
(
Xg(Y,Z) + Y g(X,Z)− Zg(X,Y )

+ g([X,Y ], Z)− g([Y, Z], X) + g([Z,X], Y )
)

= α2 · 2g(∇gXY, Z)

= 2g(α2 · ∇gXY, Z).

b) Let X, Y and Z be vector fields on M . Then

RαM (X,Y )Z = ∇g̃X∇
g̃
Y Z −∇

g̃
Y∇

g̃
XZ −∇

g̃
[X,Y ]Z

= ∇gX∇
g
Y Z −∇

g
Y∇

g
XZ −∇

g
[X,Y ]Z

= RM (X,Y )Z.

c) Let p ∈M and v, w ∈ TpM . Then

KαM (v, w) =
g̃(RαM (v, w)w, v)

g̃(v, v) · g̃(w,w)− g̃(v, w)2

=
α2g(R(v, w)w, v)

α2g(v, v) · α2g(w,w)− (α2g(v, w))2

=
1

α2
·KM (v, w).

d) For arbitrary p ∈ M , {ei}1≤i≤n is an orthonormal basis of (TpM, g̃p) if and only if
{αei}1≤i≤n is an orthonormal basis with respect to gp. Hence, for v, w ∈ TpM ,

RicαM (v, w) =

n∑
i=1

g̃(RαM (v, ei)ei, w)

=

n∑
i=1

g(R(v, αei)αei, w)

= RicM (v, w).
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Now let RicM ≥ κ, i.e. for any v ∈ TpM ,

RicαM (v, v) = RicM (v, v)

≥ κ · g(v, v)

=
κ

α2
· g̃(v, v).

Recall that the operator norm of a linear operator Ap : TpM → TpM is defined by

‖Ap‖gp := sup{‖Ap · w‖gp | w ∈ TpM, ‖w‖gp = 1}.

This is independent under rescaling.

Lemma B.4. For a linear operator Ap : TpM → TpM , ‖A‖g̃ = ‖A‖g.

Proof. This is a direct computation:

‖Ap‖g̃p = sup{‖Ap · v‖g̃p | ‖v‖g̃p = 1}
= sup{‖Ap · αv‖gp | ‖αv‖gp = 1}
= sup{‖Ap · w‖gp | ‖w‖gp = 1}
= ‖Ap‖gp .

The following lemma deals with the rescaling of smooth functions and their differen-
tials.

Lemma B.5. Let f, fi : M → R be smooth, f̃ := α · f and f̃i := α · fi, respectively.

a) For the gradient, ∇g̃f̃ = 1
α∇

gf and g̃(∇g̃f̃i,∇g̃f̃j) = g(∇gfi,∇gfj).

b) For the Hessian, Hessg̃(f̃) = 1
α ·Hessg(f) and ‖Hessg̃(f̃)‖g̃ = 1

α · ‖Hessg(f)‖g.

c) For the Laplacian, ∆g̃f̃ = 1
α ·∆gf . In particular, f̃ is harmonic if and only if f is

harmonic.

d) Furthermore, f̃ is L-Lipschitz if and only if f is L-Lipschitz, where L > 0.

Proof. a) The gradient vector field ∇gf is uniquely determined by

dfp(v) = gp((∇gf)p, v) for all p ∈M and v ∈ TpM.

Thus, for p ∈M,v ∈ TpM ,

g̃p((∇g̃f̃)p, v) = df̃p(v) = α · dfp(v) =
1

α
· g̃p((∇gf)p, v).

So, ∇g̃f̃ = 1
α∇

gf . Hence,

g̃(∇g̃f̃i,∇g̃f̃j) = α2 · g
( 1

α
∇gfi,

1

α
∇gfj

)
= g(∇gfi,∇gfj).
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b) Since Hessg(f)p : TpM → TpM is defined by Hessg(f)p(Yp) = (∇gY (∇gf))(p),

(∇g̃Y (∇g̃f̃))(p) = (∇gY (
1

α
∇gf))(p) =

1

α
(∇gY (∇gf))(p)

gives

Hessg̃(f̃) =
1

α
·Hessg(f).

Hence, using the previous lemma,

‖Hessg̃(f̃)‖g̃ =
∥∥∥ 1

α
·Hessg(f)

∥∥∥
g

=
1

α
· ‖Hessg(f)‖g.

c) By definition of the Laplacian, for a g̃p-orthonormal basis (ẽi)1≤i≤n of TpM , where
p ∈M , and the gp-orthonormal basis given by ei := α · ẽi,

(∆g̃f̃)p = tr(Hessg̃(f̃)p)

=
n∑
i=1

g̃p(Hessg̃(f̃)p · ẽi, ẽi)

=
n∑
i=1

α2 · gp
( 1

α
Hessg(f)p ·

1

α
ei,

1

α
ei

)
=

1

α
· (∆gf)p.

d) Let L > 0. Then f is L-Lipschitz with respect to d if and only if for any p, q ∈M ,

|f(p)− f(q)| ≤ L · d(p, q),

which is equivalent to

|f̃(p)− f̃(q)| = α · |f(p)− f(q)| ≤ α · L · d(p, q) = L · d̃(p, q).

This again is true if and only if f̃ is L-Lipschitz with respect to d̃.

Corollary B.6. For smooth functions fi : M → R, 1 ≤ i ≤ k, let f̃i := α · fi. Define
f := (fi)1≤i≤k and f̃ = (f̃i)1≤i≤k = αf . Furthermore, define

ψg∇(f) :=
k∑

i,j=1

|g(∇gfi,∇gfj)− δij | and ψgH(f) :=

k∑
i=1

‖Hessg(fi)‖2g.

Then, using the analogous definitions for g̃,

ψg̃∇(f̃) = ψg∇(f) and ψg̃H(f̃) =
1

α2
· ψgH(f).
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Proof. These are direct computations:

ψg̃∇(f̃) =
k∑

i,j=1

|g̃(∇g̃f̃i,∇g̃f̃j)− δij | =
k∑

i,j=1

|g(∇gfi,∇gfj)− δij | = ψg∇(f)

and

ψg̃H(f̃) =
k∑
i=1

‖Hessg̃(f̃)‖2g̃ =
1

α2
·
k∑
i=1

‖Hessg(f)‖2g =
1

α2
· ψgH(f).



Appendix C

Bishop-Gromov volume comparison

Clearly, the volume of a ball at a given point with smaller radius has always as most the
volume of a ball with larger radius at the same point. On manifolds satisfying a lower
Ricci curvature bound, the following theorem allows an estimate in the other direction.
This estimate is independent of the regarded manifold and depends only on the dimension
and the lower Ricci curvature bound of the manifold and the radii.

Theorem C.1 (Bishop-Gromov Theorem, [Pet06, Chapter 9, Lemma 1.6]). Let M be a
complete n-dimensional Riemannian manifold with RicM ≥ (n−1) ·κ for some κ ∈ R and
let p ∈M . Then the map

r 7→ volM (Br(p))

V n
κ (r)

is monotonically decreasing with limit 1 as r → 0, where V n
κ (r) is the volume of an r-ball

in the n-dimensional space form of sectional curvature κ.
In particular, for R ≥ r > 0,

volM (BR(p)) ≤ V n
κ (R)

V n
κ (r)

· volM (Br(p)).

This factor is independent of M and denoted by

CBG(n, κ, r, R) :=
V n
κ (R)

V n
κ (r)

.

Let R0 > r0 > 0. By definition, the map

r 7→ CBG(n, κ, r, R0)

is monotonically decreasing and the map

R 7→ CBG(n, κ, r0, R)

is monotonically increasing. Further monotonicity properties are stated by the following
lemma.
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Lemma C.2. Fix n ∈ N.

a) Let R > r > 0. Then

CBG(n, κ, r, R) =

{
CBG(n, 1,

√
κr,
√
κR) if κ > 0,

CBG(n,−1,
√
−κr,

√
−κR) if κ < 0.

b) For any κ ∈ R, r > 0 and c ≥ 1, the map r 7→ CBG(n, κ, r, c · r) is
monotonically decreasing if κ > 0,

constant if κ = 0,

monotonically increasing if κ < 0

with limit cn as r → 0.

c) For κ ≥ (≤) 0 and R > r ≥ 0, CBG(n, κ, r, R) ≤ (≥)
(
R
r

)n.
d) The map κ 7→ CBG(n, κ, r, R), where R ≥ r > 0, is monotonically decreasing.

Proof. a) First, K 1
c
Mn
κ

=
(

1
c

)−2 · KMn
κ

= c2 · κ implies 1
c · M

n
κ = Mn

c2κ. Hence,

volMn
κ

(B
Mn
κ

cr (·)) = cn · volc−1Mn
κ

(B
c−1Mn

κ
r (·)) and V n

κ (c · r) = cn · V n
c2κ(r). Thus,

V n
1 (
√
κ · r) =

√
κ
n · V n

κ (r)

for κ > 0. Analogously,

V n
−1(
√
|κ| · r) =

√
|κ|

n
· V n

κ (r)

for κ > 0. Now the definition of CBG implies the claim.

b) Moreover, V n
κ (c · r) = cn · V n

c2κ(r) implies

CBG(n, κ, r, c · r) =
V n
κ (c · r)
V n
κ (r)

= cn ·
V n
c2κ(r)

V n
κ (r)

.

Let c ≥ 1 be arbitrary and distinguish the different cases of κ: First, let κ > 0. Then

RicMn
c2κ

= (n− 1) · c2κ ≥ (n− 1) · κ,

i.e., by the Bishop-Gromov Theorem, the map

r 7→
volMn

c2κ

(
B
Mn
c2κ

r (·)
)

V n
κ (r)

=
1

cn
· CBG(n, κ, r, c · r)

is monotonically decreasing with limit 1 as r → 0. Hence, CBG(n, κ, r, c · r)→ cn as
r → 0.
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The proof for κ < 0 can be done analogously using RicMn
κ

= (n−1) ·κ ≥ (n−1) ·c2κ.

Finally, for κ = 0,

CBG(n, 0, r, c · r) = cn · V
n

0 (r)

V n
0 (r)

= cn.

c) Let κ > 0. Define c := R
r ≥ 1 and f(t) := CBG(n, κ, t, ct). Since f is monotonically

decreasing, for all t > 0,
f(t) ≤ lim

t↘0
f(t) = cn.

In particular, CBG(n, κ, r, R) = f(r) ≤ cn = Rn

rn .

The cases κ ≤ 0 can be done analogously.

d) Let κ0 ≤ κ1. Then RicMn
κ1

= (n− 1) · κ1 ≥ (n− 1) · κ0 and, by the Bishop-Gromov
Theorem, the map

r 7→ vol(B
Mn
κ1

r (·))
V n
κ0(r)

=
V n
κ1(r)

V n
κ0(r)

is monotonically decreasing. Thus, for r ≤ R,

V n
κ1(r)

V n
κ0(r)

≥
V n
κ1(R)

V n
κ0(R)

,

or, equivalently,

CBG(n, κ0, r, R) =
V n
κ0(R)

V n
κ0(r)

≥
V n
κ1(R)

V n
κ1(r)

= CBG(n, κ1, r, R).

This proves the claim.

The following lemma provides formulas for the antiderivative of sinhn, where n ∈ N.
These are needed for volume computations in the hyperbolic space and will be used in the
subsequent lemma.

Lemma C.3. For m ∈ N,∫
sinh2m−1(x) dx =

1

2m− 1
· cosh(x) ·

[m−1∑
j=0

(−1)m−1−j ·
( m−1∏
k=j+1

2k

2k − 1

)
· sinh2j(x)

]
and ∫

sinh2m(x) dx =
1

2m
· cosh(x) ·

[m−1∑
j=0

(−1)m−1−j ·
( m−1∏
k=j+1

2k + 1

2k

)
· sinh2j+1(x)

]

+
1

2m
· (−1)m ·

(m−1∏
k=1

2k + 1

2k

)
· x.
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Proof. In order to prove the first part, let ak := 2k
2k−1 and bj := (−1)m−1−j ·

∏m−1
k=j+1 ak.

Then

bm−1 = 1 and bj−1 = (−1)m−1−(j−1) ·
m−1∏
k=j

ak = −bj · aj = − 2j

2j − 1
· bj .

Hence, (2j − 1) · bj−1 = −2j · bj , in particular, b0 = −2b1. Thus,

d

dx

(
cosh(x) ·

[m−1∑
j=0

(−1)m−1−j ·
( m−1∏
k=j+1

2k

2k − 1

)
· sinh2j(x)

])

=
d

dx

(
cosh(x) ·

[m−1∑
j=0

bj · sinh2j(x)
])

=
m−1∑
j=0

bj · sinh2j+1(x) +
m−1∑
j=1

bj · 2j · sinh2j−1(x) · cosh2(x)

= b0 · sinh(x) +

m−1∑
j=1

bj · sinh2j−1(x) · (sinh2(x) + 2j · cosh2(x))

= −2b1 · sinh(x) +
m−1∑
j=1

bj · sinh2j−1(x) · ((2j + 1) · sinh2(x) + 2j)

= −2b1 · sinh(x) +

m−1∑
j=1

(2j + 1) · bj · sinh2j+1(x) +

m−1∑
j=1

2j · bj · sinh2j−1(x)

= −2b1 · sinh(x) +

m∑
j=2

(2j − 1) · bj−1 · sinh2j−1(x)

+ 2b1 · sinh(x) +
m−1∑
j=2

2j · bj · sinh2j−1(x)

= (2m− 1) · bm−1 · sinh2m−1(x) +

m−1∑
j=2

((2j − 1) · bj−1 + 2j · bj) · sinh2j−1(x)

= (2m− 1) · sinh2m−1(x).

Similarly, let ak := 2k+1
2k and bj := (−1)m−1−j ·

(∏m−1
k=j+1 ak

)
for the second statement.

Then

d

dx

(
cosh(x) ·

[m−1∑
j=0

bj · sinh2j+1(x)
]
− b0 · x

)

=

m−1∑
j=0

bj · sinh2j(x)(sinh2(x) + (2j + 1) · cosh2(x))− b0
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=

m−1∑
j=0

(2j + 2) · bj · sinh2j+2(x) +

m−1∑
j=0

(2j + 1) · bj · sinh2j(x)− b0

= (2m) · bm−1 · sinh2m(x) +
m−1∑
j=1

(2j · bj−1 + (2j + 1) · bj) · sinh2j(x)

= 2m · sinh2m(x)

since bm−1 = 1 and bj−1 = −bj · aj = −2j+1
2j · bj for j ≥ 1.

Essentially, volume growth in the hyperbolic space is exponential: Consider two balls
of radii r and r + c, respectively. If r → ∞, the quotient of the volumes of the balls
converges to e(n−1)c.

Lemma C.4. For arbitrary y > 0, CBG(n,−1, x, x+ y)→ e(n−1)y as x→∞.

Proof. For x, y > 0, observe

cosh(x+ y)

cosh(x)
= cosh(y) + sinh(y) · sinh(x)

cosh(x)
→ cosh(y) + sinh(y) = ey

and

sinh(x+ y)

sinh(x)
= cosh(y) + sinh(y) · cosh(x)

sinh(x)
→ cosh(y) + sinh(y) = ey

as well as

1

sinhl(x)
→ 0 as x→∞

where l ∈ N with l ≥ 1. First, let n = 2m for m ≥ 1 and x > 0 be arbitrary. Then

CBG(n,−1, x, x+ y)

=
V 2m
−1 (x+ y)

V 2m
−1 (x)

=

∫ x+y
0 sinh2m−1(t) dt∫ x

0 sinh2m−1(t) dt

=
cosh(x+ y) ·

[∑m−1
j=0 (−1)m−1−j ·

(∏m−1
k=j+1

2k
2k−1

)
· sinh2j(x+ y)

]
cosh(x) ·

[∑m−1
j=0 (−1)m−1−j ·

(∏m−1
k=j+1

2k
2k−1

)
· sinh2j(x)

]
=

cosh(x+ y)

cosh(x)
·
(sinh(x+ y)

sinh(x)

)2(m−1)

·
1 +

∑m−2
j=0 (−1)m−1−j ·

(∏m−1
k=j+1

2k
2k−1

)
· 1

sinh2(m−1−j)(x+y)

1 +
∑m−2

j=0 (−1)m−1−j ·
(∏m−1

k=j+1
2k

2k−1

)
· 1

sinh2(m−1−j)(x)

→ ey · (ey)(2m−2) · 1 = e(n−1)y

as x→∞. The case n = 2m+ 1 can be proven analogously.
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