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Abstract

Let p be a prime and L a finite extension of the field of p-adic numbers Qp with
residue field Fq. With any smooth n-dimensional irreducible representation of the
absolute Galois group of L with coefficients in Fq we associate a Deligne-Lusztig
character of GLn(Fq) over an algebraically closed field of characteristic 0. We re-
duce such a character to a virtual representation of GLn(Fq) over Fq. From this
virtual representation we can construct a virtual module over the pro-p Iwahori
Hecke algebra H(1) of GLn(L) over Fq. If q = p and n = 2, this establishes a
bijection between isomorphism classes of smooth irreducible 2-dimensional Galois
representations and irreducible supersingular 2-dimensional modules over H(1). We
will also compare our construction to Große-Klönne’s functor for general n when
L = Qp.





Introduction

Let p be a prime, L a finite extension of the field Qp of p-adic numbers and OL

the corresponding valuation ring with prime element πL and residue class field Fq.
Its absolute Galois group GL := Gal(L/L) is a very important object in number
theory. It is the aim of the Langlands program to understand this group via its
representations. More specifically, for each positive integer n, one aims to establish
a connection between GL-representations and representations of the group GLn(L).
In this thesis we will focus on those representations on Fp-vector spaces. The word
”representation” will always be used for a smooth representation over Fq unless
otherwise stated. In the case of L = Qp and n = 2 Breuil has established a bijec-
tive correspondence between isomorphism classes of supersingular representations
of GL2(Qp) and isomorphism classes of irreducible 2-dimensional representations of
GL2(Qp) in [Bre03].
However the situation becomes more complicated when n > 2 or L �= Qp.

Instead of representations of GLn(L) one can consider modules over appropri-
ate algebras, the so-called pro-p Iwahori Hecke algebras. Let I(1) be the stan-
dard pro-p Iwahori subgroup of GLn(L), i.e. the subgroup consisting of all matri-
ces in GLn(OL) which have unipotent upper triangular reduction mod πL. With
each representation M of GLn(L) one can associate its I(1)-invariants M I(1) which
have a natural structure of a right module over the pro-p Iwahori Hecke algebra
H(1) := EndFp[G(L)]Fp[I

(1)\G(L)]. However, the link provided by the functor of I(1)-
invariants between H(1)-right modules and GLn(L)-representations with nonzero
I(1)-invariants is not as tight as the one afforded by the functor of invariants un-
der the Iwahori subgroup in characteristic 0. For example, if n = 2, it is not an
equivalence of categories if q �= p by [Oll09].
We will disregard that problem in this thesis and aim to establish a connec-

tion between irreducible n-dimensional GL-representations and supersingular simple
modules over the pro-p Iwahori Hecke algebra H(1) of GLn(L). In the last few years
correspondences between both sides have been set up. The first such correspondence
was of numerical nature: Vignéras and Ollivier have shown that the number of n-
dimensional simple supersingular modules (with fixed action of the double coset of
πL considered as an element of GLn(L)) over H(1) is equal to the number of smooth
irreducible n-dimensional representations of GL (with fixed determinant of a Frobe-
nius). The arguments rely on combinatorics, explicitly computing the order of both
sides in [Vig05] and another characterization of supersingular modules by means of
the restriction of such a module to the affine subalgebra H(1)

aff of H(1) in [Oll10]. In
[GK13] Große-Klönne constructs a contravariant functor from the category of H(1)-
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modules of finite length to étale (ϕ,Γ)-modules over Fontaine’s ring OE for L = Qp

using the Bruhat-Tits tree. Composing with Fontaine’s equivalence of categories we
obtain a finite dimensional representation of GQp . This functor induces a bijection
between the set of simple supersingular n-dimensional H(1)-modules and the set of
isomorphism classes of irreducible n-dimensional GQp-representations.
In this thesis we use another approach. We proceed as follows: The purpose

of Chapter 1 is to collect general facts on reductive groups with an emphasis on
reductive groups over finite fields. Our main example will be the reductive group
GLn for which we will introduce some notation that will be used throughout this
thesis.
In Chapter 2 we will consider representations of GL. We start by introducing

the Weil group WL and its topology and will then show that the categories of finite
representations of GL resp. WL are equivalent. This allows us to work with WL

representations from now on. Let IL ⊆ WL be the inertia subgroup and PL its
unique pro-p Sylow subgroup. As irreducible representations of WL are trivial on
PL, we may restrict to considering representations of the factor group WL/PL. The
concept is now to express a representation of WL/PL in terms of algebraic groups.
We will more generally consider a split reductive group G over Fq with dual group
G∗ and a continuous homomorphism ρ : WL/PL → G∗. It turns out that the image
of the restriction of such a homomorphism to IL/PL is a semisimple cyclic subgroup
of G∗, hence we may assume that it is contained in a fixed split maximal torus T ∗.
This is well-defined up to Weyl group conjugation, i.e. with ρ we can associate
a Frobenius-stable Weyl group orbit of continuous homomorphisms from IL/PL to
T ∗ which we will be able to reinterpret as a Frobenius-stable Weyl group orbit of
homomorphisms from Y (T )⊗ZZ to F

×
q where Y (T ) is the cocharacter group of the

split maximal torus T dual to T ∗ and Z := lim←−(p,m)=1
μm(Fq). This allows us to

construct a G(Fq)-conjugacy class of an in general non-split maximal torus Tw ⊆ G
and a character θ of Tw(Fq). In the remainder of chapter 2 we will explicitly compute
Tw and θ for the case that ρ is an irreducible representation of GLn, and consider
the case G = SLn.
In Chapter 3 we will use the G(Fq)-conjugacy class of the pair (Tw, θ) con-

structed in chapter 2 to construct a virtual representation of G(Fq). Deligne and
Lusztig have assigned a virtual representation Rθ(w) over an algebraically closed
field in characteristic 0 to such a conjugacy class. We can view this virtual repre-
sentation as a virtual representation over L = Qp in a canonical way which allows
us to reduce it to a virtual representation over Fq in a well-defined way. Jantzen has
given a formula how to compute these reductions in terms of restrictions of Weyl
modules which we shall make explicit for lower dimensional cases.
If ρ is an irreducible representation, we will see that ±Rθ(w) is an irreducible

cuspidal representation of GLn(Fq) over an algebraically closed field of characteristic
0. For future calculations we will need a classification of the irreducible representa-
tions of the finite group GLn(Fq). We state two such classifications, one in terms of
the structure of GLn as an algebraic group, the other in terms of the structure of
GLn(Fq) as a group with BN -pair. Then we will illuminate the connection between
these two classifications. This will be helpful because the first one naturally arises
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in the reduction of Rθ(w) to Fq and the second one is natural when we will establish
a connection to modules over Hecke algebras later.
We will start Chapter 4 by reviewing the definitions and presentations for

the finite Hecke algebras and pro-p Iwahori Hecke algebras. For us the three most
important Hecke algebras are the finite Hecke algebra H(1)

0 of the group G(Fq) with
respect to the unipotent radical of a Borel subgroup, the affine pro-p Iwahori Hecke
algebra H(1)

aff and the pro-p Iwahori Hecke algebra H(1). Among them we have the
inclusions H(1)

0 ⊆ H(1)
aff ⊆ H(1). We will give presentations of these algebras in

terms of appropriate Weyl groups and finite tori. With these presentations we can
examine the behavior of these algebras for varying fields L. For any finite extension
of L we will construct injective algebra homomorphisms between the corresponding
Hecke algebras.
The remainder of chapter 4 will be devoted to the study of supersingular mod-

ules: We start by reviewing a central theorem by Ollivier on supersingular modules
which states that simple supersingular modules are the same as simple modules
which contain ”nontrivial” characters for the affine pro-p Iwahori Hecke algebra.
This allows us to carry on our construction: In chapter 3 we have constructed
a virtual representation of GLn(Fq) from an irreducible n-dimensional Galois rep-
resentation. The irreducible representations of GLn(Fq) are in bijection with the
simple right modules over the finite Hecke algebra H(1)

0 by taking invariants under
the unipotent radical of the standard Borel subgroup. In particular, we obtain an
isomorphism of Grothendieck groups G0(Fq[GLn(Fq)]) ∼= G0(H(1)

0 ). Then we con-
struct a map from G0(H(1)

0 ) to G0(H(1)
aff ). Further we can give a homomorphism

from G0(H(1)
aff ) to G0(H(1)) which uses another parameter, namely a unit of Fq. For

this we will take the determinant of the image of a Frobenius under ρ. Combining
these constructions we have associated a virtual module of H(1) with our irreducible
Galois representation.
Finally, in Chapter 5 we examine the constructions of chapters 2, 3 and 4

by explicitly computing the image of ρ in G0(H(1)). We will begin by discussing
the case G = GL2 and q = p. However, it turns out that our construction is
not even near being a correspondence between irreducible 2-dimensional Galois
representations and simple supersingular 2-dimensional H(1)-modules. But with
a slight modification it will be: We introduce a ”shift” map on G0(GLn(Fq)) and
include it as an intermediate step of the construction. This way we obtain another
virtual module over H(1). We show that there exists a simple supersingular 2-
dimensional H(1)-module M(ρ) such that the virtual module associated with ρ by
this construction is either equal to M(ρ) or 2M(ρ). Further, we get:

Theorem. Assume that L/Qp is totally ramified, i.e. q = p. The assignment
ρ �→ M(ρ) is a bijection between irreducible 2-dimensional WL-representations and
irreducible 2-dimensional supersingular simple H(1)-modules. If L = Qp, this bijec-
tion coincides with the one afforded by Große-Klönne’s functor.

For G = GL3 we can imitate this behavior: In contrast to the GL2-case we
have to introduce 2 different shift maps depending on ρ. We will find (slight mod-
ifications) of the simple supersingular modules given by Große-Klönne’s functor
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appearing as summands in the virtual H(1)-module given by our construction and
compute their multiplicities which are always equal to 1, 2 or 3. Finally, we propose
a set of n different shift maps for general n and examine their behavior generically
for GL4.
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Chapter 1

Reductive Groups

1.1 Notations and basic Definitions

Let p be a prime number. We fix some finite extension L of Qp with algebraic
closure L. Denote by OL and OL the corresponding rings of integers and by mL, mL

their maximal ideals. We will identify the residue fields OL/mL and OL/mL with
Fq, where q = pr is a power of p, resp. Fq.
In this section, we review the results which we will need from the theory of

algebraic groups and of finite groups of Lie type. For proofs and more details, see
[Spr09] for the general case or [Car93] for the case of linear algebraic groups over
Fq.

Algebraic Groups

For the moment, let K be an algebraically closed field of arbitrary characteristic
and let G be an algebraic group over K, i.e. an algebraic variety over K, which is
a group such that the multiplication map G → G, (x, y) �→ xy and the formation of
inverse elements G → G, g �→ g−1 are morphisms of varieties. We will usually omit
the coordinate ring of the underlying algebraic variety from our notations.
An algebraic group is endowed with a topology, the Zariski topology. Hence,

we may speak of open, closed and connected subsets of G. A homomorphism of
algebraic groups is a morphism of varieties between two algebraic groups, which is
also a group homomorphism. If the underlying variety is affine, we call G a linear
algebraic group. A closed subgroup of an algebraic group has the structure of an
algebraic group such that the inclusion map is a morphism of algebraic groups. If
G is a linear algebraic group, then so is every closed subgroup.
Any linear algebraic group over K is isomorphic to a closed subgroup of GLn(K)

for some positive integer n. As GLn(K) is an algebraic group itself, linear algebraic
groups are, up to isomorphism, exactly the closed subgroups of the groups GLn(K).
This justifies the name linear algebraic group.

1



2 1.1. NOTATIONS AND BASIC DEFINITIONS

Unipotent and Semisimple Elements

In the following, assume G to be a closed subgroup of GLn(K) by a chosen embed-
ding. We call an element g ∈ G semisimple, if it is diagonalizable (or, if K = Fq,
equivalently, the order of g is prime to p) and unipotent if the matrix g−1 ∈ Mn(K)
is nilpotent (or, if K = Fq, equivalently, if the order of g is a power of p). These
definitions do not depend on the chosen embedding G → GLn(K). We call a linear
algebraic group unipotent, if all its elements are unipotent and for any linear alge-
braic group G, let Gu be the subset of unipotent elements in G. In general, this
is not a subgroup. Morphisms of algebraic groups respect semisimple and unipo-
tent elements. Each element in G has a Jordan decomposition, i.e. there exist
unique elements gs ∈ G and gu ∈ G, such that gs is semisimple, gu is unipotent and
g = gsgu = gugs.

Borel Subgroups, Parabolic Subgroups and Tori

A subgroup B of G is called a Borel subgroup if it is closed, connected, solvable
and maximal with these properties. There always exists a Borel subgroup and two
Borel subgroups are conjugate in G. Additionally, every element of G lies in some
Borel subgroup. A closed subgroup P of G containing a Borel subgroup is called
parabolic.
From now on, let G be a connected linear algebraic group. Then the set of

closed connected solvable normal subgroups of G has a unique maximal element.
We will call this subgroup the radical of G and denote it by R(G). Analogously, the
set of closed connected unipotent normal subgroups has a unique maximal element
Ru(G), called the unipotent radical of G. We have R(G)u = Ru(G). G is called
semisimple, if R(G) = {1} and reductive, if Ru(G) = {1}.
Denote by Gm the algebraic group K×. Then a torus is an algebraic group T

which is isomorphic toGn
m for some n ≥ 1. Hence, a torus consists only of semisimple

elements. n is called the rank of T . A subtorus T of G is a closed subgroup, which
is a torus. We call it maximal, if it is not properly contained in any subtorus. Two
maximal subtori in G are conjugate and every semisimple element lies in a maximal
torus. Further, any maximal torus is contained in a Borel subgroup. The rank of
G is by definition the rank of a maximal torus in G.
A character of G is a homomorphism from G to Gm and dually, a cocharacter

of G is a homomorphism from Gm to G. We write X(G) = Hom(G,Gm) and
Y (G) = Hom(Gm, G). Pointwise multiplication makes X(G) an abelian group and,
if G is abelian, it makes Y (G) an abelian group. If G = T is a torus we will write
the group law additively because of the isomorphisms

X(T ) = Hom(T,Gm) ∼= Hom(Gn
m,Gm) ∼= Hom(Gm,Gm)

n ∼= Zn

and
Y (T ) = Hom(Gm, T ) ∼= Hom(Gm,G

n
m)

∼= Hom(Gm,Gm)
n ∼= Zn,

where n is the rank of T .
If χ ∈ X(T ) and γ ∈ Y (T ), χ ◦ γ ∈ Hom(Gm,Gm) and hence there exists a

unique nχ,γ ∈ Z such that χ(γ(x)) = xnχ,γ for all x ∈ Gm. This allows us to
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define a pairing 〈·, ·〉 : X(T ) × Y (T ) → Z by (χ, γ) �→ nχ,γ. This is a perfect
pairing, i.e. the homomorphisms X(T ) → Hom(Y (T ),Z), χ �→ 〈χ, ·〉 and Y (T ) →
Hom(X(T ),Z), γ �→ 〈·, γ〉 are isomorphisms.
We return to the situation of a general connected linear algebraic group G. Fix a

maximal torus T ⊆ G, denote by N(T ) its normalizer and by C(T ) its centralizer in
G. The quotient W0 := N(T )/C(T ) is finite and we call it the finite Weyl group of
G with respect to T . If G is reductive we have C(T ) = T and hence W0 = N(T )/T .
W0 acts from the left on T by setting wt = ẇtẇ−1, where ẇ ∈ N(T ) is any lift of
w. This does not depend on the choice of ẇ. The action on T induces left-actions
of W0 by Z-linear automorphisms on X(T ) and Y (T ) by setting wχ(t) = χ(w

−1
t)

for all t ∈ T and wγ(x) = w(γ(x)) for all χ ∈ X(T ), γ ∈ Y (T ), w ∈ W0, t ∈ T and
x ∈ Gm. The pairing 〈·, ·〉 is W0-invariant, i.e., we have 〈wχ, wγ〉 = 〈χ, γ〉 for all
χ ∈ X(T ), γ ∈ Y (T ) and w ∈ W0.

1.2 Root Data and Weyl Groups

Abstract Root Data

Here, we will summarize the theory of abstract root data. For proofs and a more
detailed treatment, see [Bor09, Kapitel 1].

Definition 1.2.1. A root datum is a quadruple (X, Y,Φ, Φ̌) with the following
properties:

(i) X and Y are free abelian groups of the same finite rank.

(ii) Φ and Φ̌ are nonempty subsets of X resp. Y such that there exists a bijection
α �→ α̌ from Φ to Φ̌.

(iii) There exists a perfect pairing 〈·, ·〉 : X × Y → Z such that 〈α, α̌〉 = 2 for all
α ∈ Φ.

(iv) For the endomorphisms sα ∈ EndZ(X) and sα̌ ∈ EndZ(Y ) given by

sα(x) = x− 〈x, α̌〉α for all x ∈ X

and
sα̌(y) = y − 〈α, y〉α̌ for all y ∈ Y

we have sα(Φ) = Φ and sα̌(Φ̌) = Φ̌.

In the following we will also consider the pairing 〈·, ·〉 as part of the given datum.
A based root datum is a quintuple (X, Y,Φ, Φ̌,Δ) such that (X, Y,Φ, Φ̌) is a root
datum and

(v) Δ is a basis of the underlying root system, i.e. Δ ⊆ Φ, Δ is linearly independent
and for each α ∈ Φ there exist unique nβ ∈ Z such that α =

∑
β∈Δ nββ. The

nβ are either all nonnegative or all nonpositive.
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The elements of Φ resp. Φ̌ are called the roots resp. coroots and those belonging
to Δ are the simple roots. Note that, if α is a root, −α = sα(α) is also a root. It
can be shown that for every root datum (X, Y,Φ, Φ̌) there exists a subset Δ ⊆ Φ
such that (X, Y,Φ, Φ̌,Δ) is a based root datum. However, we will not need this
fact.
Given a based root datum, we can define the positive roots as all those roots

which are linear combination of simple roots with nonnegative coefficients and de-
note this set by Φ+. On the other hand, if we have a system of positive roots defined
by Δ, we can reconstruct Δ as the set of all positive roots, which are not the sum
of two or more other roots. Additionally, we have the monoid

X+ = {x ∈ X : 〈x, α̌〉 ≥ 0 for all α ∈ Δ} = {x ∈ X : 〈x, α̌〉 ≥ 0 for all α ∈ Φ+}.
This is a finitely generated submonoid of X. Its elements are called the dominant
weights.
A root datum is called irreducible if there are no nonempty subsets Φ1,Φ2 ⊆ Φ

such that 〈Φ1, Φ̌2〉 = 0 and Φ1 ∪ Φ2 = Φ.
With every root datum, we can associate a dual given by (Y,X, Φ̌,Φ, Δ̌), where

Δ̌ = {α̌ : α ∈ Δ}. This is again a based root datum.
Definition 1.2.2. Two based root data (X1, Y1,Φ1, Φ̌1,Δ1) and (X2, Y2,Φ2, Φ̌2,Δ2)
are called isomorphic if there exist isomorphisms of Z-modules δ : X1 → X2 and
ε : Y1 → Y2 such that the following conditions are satisfied:

(i) 〈δ(x), ε(y)〉 = 〈x, y〉 for all x ∈ X1 and y ∈ Y1,

(ii) δ(Φ1) = Φ2 and ε(Φ̌1) = Φ̌2,

(iii) δ(α)̌ = ε(α̌) for all α ∈ Φ1,

(iv) δ(Δ1) = Δ2.

Two root data are said to be dual if each of them is isomorphic to the dual root
datum of the other.
Another way to construct new root data from a given one is the following: We

can define the root lattice Q =
∑

α∈Φ Zα =
⊕

α∈Δ Zα ⊆ X and the coroot lattice
Q̌ =

∑
α̌∈Φ̌ Zα̌ =

⊕
α̌∈Δ̌ Zα̌ ⊆ Y . These induce Q-vector spaces VQ = Q ⊗Z Q and

VQ̌ = Q̌ ⊗Z Q so that we can extend 〈·, ·〉 to a perfect pairing from VQ × VQ̌ to Q.
This allows us to define the weight lattice

P = {x ∈ VQ : 〈x, y〉 ∈ Z for all y ∈ Q̌}
and the coweight lattice

P̌ = {y ∈ VQ̌ : 〈x, y〉 ∈ Z for all x ∈ Q}.

By definition, 〈·, ·〉 induces perfect pairings Q× P̌ → Z and P × Q̌ → Z. Hence, we
obtain new based root data (Q, P̌ ,Φ, Φ̌,Δ) and (P, Q̌,Φ, Φ̌,Δ). We say that a root
datum is simply connected if X = P , and of adjoint type if X = Q.
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On X, we can introduce a partial order given by

x1 ≤ x2 if and only if x2 − x1 ∈
∑
α∈Φ+

N0α.

We denote the set of minimal elements of Φ with respect to ≤ by Φm. A root datum
is irreducible if and only if Φm consists of exactly one element.

Root Data of Reductive Groups

For this subsection, let G be a connected reductive group and fix a maximal torus
T ⊆ G and a Borel subgroup B containing T . In the following, we will construct a
root datum as before from these data.

B decomposes as the semidirect product B = TU , where U = Ru(B) is its
unipotent radical, a subgroup of B. There exists a unique Borel subgroup B− ⊆ G
containing T such that B ∩ B− = T . We call B and B− opposite Borel subgroups
of G. Denote by U− = Ru(B

−) its unipotent radical. We have U ∩ U− = {1}.
Now, let X be a nontrivial subgroup of U or U− normalized by T which is

minimal with these properties. ThenX is isomorphic to the additive group Ga = K.
Hence, conjugation induces a homomorphism T → Aut(Ga) = Gm, i.e. character
of T . This character does not depend on the choice of the isomorphism between X
and Ga. We call these characters the roots of (G, T ) and denote by Φ the set of
roots. Although a Borel subgroup was chosen to define the notion of a root, this
definition does not depend on the choice of this Borel subgroup. If α ∈ Φ, we denote
by Uα the corresponding minimal subgroup and fix an isomorphism uα : Ga → Uα.
The Uα are called the root subgroups of G with respect to T . We will call the roots
corresponding to subgroups of U (resp. subgroups of U−) positive (resp. negative)
and denote the set of of those roots by Φ+ (resp. Φ−). Φ is the disjoint union of
Φ+ and Φ− and we have Φ+ = −Φ−. Let Δ be the set of all positive roots, which
are not sum of two or more positive roots.
Let α ∈ Φ be a root. Then, we have the subgroup 〈Uα, U−α〉 of G. After

possibly replacing u−α by another isomorphism of that sort, there exists a unique
homomorphism φα : SL2(K) → 〈Uα, U−α〉, such that

φα(

(
1 x
0 1

)
) = uα(x) and φα(

(
1 0
x 1

)
) = u−α(x)

for all x ∈ K. We can now define a cocharacter α̌ ∈ Y (T ) by

α̌(x) = φα(

(
t 0
0 t−1

)
)

for all t ∈ K×. We call the elements obtained this way the coroots and denote the
set of coroots by Φ̌. The quintuple (X(T ), Y (T ),Φ, Φ̌,Δ) is a based root datum
as defined before. Up to isomorphism, each connected reductive group is uniquely
determined by its root datum.
We can generalize the Uα by

Uw :=
∏

α∈Φ+,w−1(α)∈Φ−
Uα
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for w ∈ W0. This implies Uα = Usα for any simple α. With this, we obtain the
Bruhat decomposition:

Proposition 1.2.3. (i) G is the disjoint union of the double cosets {BwB}w∈W0

(ii) For any lift n of w ∈ W0, the map

Uw−1 × B → BwB, (u, b) �→ unb

is an isomorphism of varieties.

Proof. See [Spr09][8.3.6 (ii) and 8.3.8].

The Finite Weyl Group

Given a based root datum (X, Y,Φ, Φ̌,Δ), we can define its finite Weyl groupW0 to
be the subgroup of GL(X) generated by {sα}α∈Φ. This is canonically isomorphic to
the finite Weyl group of the dual root datum, i.e. the subgroup of GL(Y ) generated
by all sα̌. This isomorphism sends sα to sα̌ for all α ∈ Φ. We will identify these
groups and write sα instead of sα̌ in this case.
If a root datum arises from a reductive group, the Weyl group defined this way

is isomorphic to N(T )/T by identifying sα with the image of φα(

(
0 1
−1 0

)
) in

W0. Thus, we may identify both these Weyl groups and it will cause no confusion
to call them both W0.
Let S0 = {sα}α∈Δ. We will call the elements of S0 simple reflections. It follows

from the general theory of root data that (W0, S0) is a Coxeter system, i.e. we have
s2 = 1 for all s ∈ S0 and W0 has the presentation

W0 = 〈S0 : (ss
′)ms,s′ = 1〉,

where ms,s′ is the order of ss′ in W0 and s and s′ run through the elements of S0.
For each w ∈ W0, there exists a minimal n ∈ N0 such that there exist s1, . . . , sn ∈

S0 such that w = s1 . . . sn. An expression of this kind with minimal n is called
reduced and n is called the length of w. This defines a length function l : W0 →
N0. It can also be described by l(w) = #(Φ+ ∩ w−1Φ−) and the set Φ+ ∩ w−1Φ−

determines w uniquely. We have l(w) = l(w−1) for all w ∈ W0.
With respect to this length function, there exists a unique element of maximal

length in W0 which we will denote by w0. As w−1
0 is also an element of the same

length, we get w0 = w−1
0 . For anyΔ′ ⊆ Φ, such that (X, Y,Φ,Φ+,Δ′) is a based root

datum, and any numbering Δ′ = {s1, . . . , sd}, the element v = s1 · . . . · sd is called a
Coxeter element of W0. Obviously v depends on these choices, but it can be shown
that two Coxeter elements inW0 are conjugate (see [Hum90] Proposition 3.16). The
converse is obvious and hence the set of Coxeter elements is a full conjugacy class
in W0.
In addition to the natural action ofW0 on X, there exists another twisted action,

the so-called dot-action. To define this, let ρ ∈ 1
2

∑
α∈Φ+ α + (X ⊗Q)W0 ⊆ X ⊗Q.

Using such an element, we can define

w · x = w(x+ ρ)− ρ
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for w ∈ W0 and x ∈ X. It can easily be verified that this defines an action of W0

on the set X which does not depend on the choice of ρ.

Affine Weyl Groups

For this subsection, we are still given a based root datum (X, Y,Φ, Φ̌,Δ). Recall
that W0 identifies with the subgroup of GL(Y ) generated by all sα̌. It operates on
Y and Q̌ which allows us to define the groups

Waff = W0 � Q̌

and
W = W0 � Y.

Waff is a normal subgroup ofW . We callWaff the affine Weyl group andW the
extended affineWeyl group or simply the Weyl group. For an element (w, y) of either
of these groups we shall write wey. This exponential notation has the advantage
that we can write the group law in Y resp. Q̌ additively but multiplicatively in
Waff resp. W . For example, we have ey1 · ey2 = ey1+y2 . By definition, we have

wey = ew(y)w for all y ∈ Y, w ∈ W0.

As in the case of the finite Weyl group it turns out that Waff is a Coxeter group.
More precisely, setting Saff = S0 ∪ {sαeα̌ : α ∈ Φm}, the tuple (Waff , Saff ) is a
Coxeter system. We will call the elements of Saff simple affine reflections. As in
the finite case, we obtain a length function on Waff . As this restricts to the length
function of W0, there is no harm in denoting both by l.
Although the extended affine Weyl group W is not a Coxeter group in general,

it is not very far away from being one. Let Ω be the normalizer of Saff in W . Then
we can write W as a semidirect product

W = Waff � Ω.

This way we get a well defined extension of l to W by setting l(uw) = l(w) for
u ∈ Ω and w ∈ Waff . We also have l(wu) = l(w) for u ∈ Ω and w ∈ Waff and
Ω = {u ∈ W : l(u) = 0}. Note that Ω ∼= Y/Q̌ is abelian.
The length function on W and Waff can be expressed by affine roots. For this

let
Φaff := Φ× Z ⊆ X × Z

and denote by
Φ+

aff := Φ× Z>0 ∪ Φ+ × {0}
resp.

Φ−
aff := Φ× Z<0 ∪ Φ− × {0}

the subsets of positive resp. negative affine roots. W and Waff operate on the set
of affine roots by

wey(α, k) := (w(α), k − 〈α, y〉).
As for the finite Weyl group, we have for w ∈ W :

l(w) = #Φ+
aff ∩ w−1Φ−

aff .
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1.3 Rationality

k-Group Functors

Now we will generalize the concept of algebraic groups by loosening the assumption
that K is an algebraically closed field. We follow [Jan87][I.1 and I.2]. Let k be
any commutative ring with unit. A k-functor is a functor from the category of
commutative k-algebras to the category of sets. Similarly a k-group functor is a
functor from the category of commutative k-algebras to the category of groups. We
may regard every k-group functor as a k-functor by composing with the forgetful
functor from the category of groups to the category of sets. If G and H are two k-
functors (resp. k-group functors) we will denote by Mor(G,H) (resp. Hom(G,H))
the set of all natural transformations from G to H considered as k-functors (resp.
k-group functors). Hence, if f ∈ Mor(G,H), f lies in Hom(G,H) if and only if
f(A) is a group homomorphism for every commutative k-algebra A.
Now let k′ be any k-algebra. Then each commutative k′-algebra has a natural

structure as a k-algebra. Hence, every k-functor X defines a k′-functor Xk′ given by
Xk′(A) = X(A) for any commutative k′-algebra A. This way we obtain a functor
from the category of k-functors to the category of k′-functors which we will call the
base chance from k to k′. We will say that a k′-functor X ′ is defined over k if there
exists a k-functor X such that X = X ′

k′ .
For any k-algebraR we can define a k-functor SpkR by (SpkR)(A) := Hom(R,A),

where Hom(R,A) denotes the set of k-algebra homomorphism from R to A. For
ϕ ∈ Hom(A,A′) we define

(SpkR)(ϕ) : Hom(R,A) → Hom(R,A′), α �→ ϕ ◦ α.
A k-functor will be called an affine scheme over k if it is isomorphic to some SpkR.
For n ≥ 1, we set An := Spk(k[T1, . . . , Tn]), where k[T1, . . . , Tn] denotes the polyno-
mial ring in n variables over k. This allows us to recover R form SpkR: Yoneda’s
Lemma yields the bijection Mor(SpkR,X)

∼=−→ X(R) given by f �→ f(R)(idR) for
every k-functor X. In particular, we get for X = A1

Mor(SpkR,A1)
∼=−→ A1(R) = Hom(k[T ], R)

∼=−→ R.

For any affine k-functor, the set k[X] := Mor(X,A1) has a natural structure as a k-
algebra: For example, we can define f1+f2 by (f1+f2)(A)(x) = f1(A)(x)+f2(A)(x)
for f1, f2 ∈ k[X], any commutative k-algebra A and x ∈ X(A). Multiplication and
scalar multiplication can be defined similarly. With this definition we get that
k[SpkR] ∼= R. We will call an affine scheme X algebraic if k[X] is isomorphic to a
k-algebra of the form k[T1, . . . , Tn]/I for some n ∈ N and a finitely generated ideal
I ⊆ k[T1, . . . , Tn]. We call X reduced if the ring k[X] is reduced.
A k-group scheme is a k-group which is an affine scheme when considered as a

k-group functor. We call an algebraic k-group scheme if it is algebraic considered
as an affine scheme. Similarly, a reduced algebraic k-group scheme is an algebraic
k-group scheme which is reduced. If k is an algebraically closed field the category
of linear algebraic groups identifies with the subcategory of all reduced algebraic
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k-groups. Hence, the concept of k-groups generalizes the concept of linear algebraic
groups presented before.

Frobenius maps

Now we turn to the special situation that k = Fq is a finite field and K = Fq is its
algebraic closure. Assume we are given an linear algebraic group G over K, which
is defined over k, i.e. G = G′

K for some reduced algebraic k-group G′. For each
commutative k-algebra A we have the k-linear Frobenius endomorphism φA of A
given by a �→ aq. Hence A �→ G′(φA) is an endomorphism of G′ which we shall
denote by FG′ , the Frobenius endomorphism of G′. By restriction this becomes
an endomorphism F of G, which we may view as a linear algebraic group. It
corresponds to the homomorphism

K[G] = k[G]⊗k K → K[G] = k[G]⊗k K, f ⊗ a �→ f q ⊗ a.

When we speak of a group with a Frobenius map we mean a linear algebraic
group over Fq which is defined over Fq so the the corresponding reduced algebraic
Fq-group functor induces this Frobenius map. In this situation, the Fq-rational
points G(Fq) are given by the Frobenius fixed points GF . Note that if X is a closed
subvariety of some affine space Kn, then F is the map which raises each component
to its q-th power. A subvariety of G is defined over Fq if and only if it is stable
under the action of F .
Let Λ : G → G, g �→ g−1F (g). The following theorem by Lang and Steinberg is

very useful for studying linear algebraic groups with Frobenius maps:

Theorem 1.3.1. If G is a connected linear algebraic group with Frobenius map, the
map Λ is surjective.

Proof. See [Spr09, Thm. 4.4.17].

For example, this implies that a connected group G with a Frobenius map is
quasi-split, i.e. there exists a Borel subgroup in G which is defined over Fq. To
see this, let B ⊆ G be any Borel subgroup. The two Borel subgroups B and F (B)
are conjugate in G, hence there exists an h ∈ G such that hF (B) = B. By the
Lang-Steinberg Theorem, we find some g ∈ G with g−1F (g) = Λ(g) = h and obtain

F (gB) = F (g)F (B) = ghF (B) = gB,

hence gB is defined over Fq.
Now, choosing a maximal torus T inside a Borel subgroup B defined over Fq

and applying the Lang-Steinberg Theorem to the groups T ⊆ B as in the above
situation, one sees that each Borel defined over Fq contains a maximal torus which
is defined over Fq.
Let G be a group with a Frobenius map F and a maximal torus T contained

in an F -stable Borel subgroup. Then the action of F on T induces actions on the
character and cocharacter groups which we will denote by F again. Explicitly, we
have

(F (χ))(t) = χ(F (t)) for all χ ∈ X(T )
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and
(F (γ))(x) = F (γ(x)) for all x ∈ Gm.

This obviously implies that 〈F (χ), γ〉 = 〈χ, F (γ)〉 for χ ∈ X(T ) and γ ∈ Y (T ).
Note that F also acts on the finite Weyl group: With T its normalizer N(T ) is
F -stable and hence F acts on W by F (nT ) = F (n)T for n ∈ N(T ). We have
W F = NF/T F .
Now we can introduce the notion of duality for groups with Frobenius map. Let

G resp. G∗ be groups with Frobenius maps F resp. F ∗ and F -stable maximal tori T
resp. T ∗ which are contained in F -stable Borel subgroups. Denote their root data
by (X(T ), Y (T ); Φ, Φ̌,Δ) resp. (X(T ∗), Y (T ∗); Φ∗, Φ̌∗,Δ∗). We say that G and G∗

are in duality if the root datum of G is isomorphic to the dual root datum of G∗ by
isomorphisms δ : X(T ) → Y (T ∗) and ε : Y (T ) → X(T ∗) compatible with F , i.e.

δ(F (χ)) = F ∗(δ(χ)) for all χ ∈ X(T ∗)

and similarly for ε.
If W0 resp. W ∗

0 are the corresponding finite Weyl groups, there exists an iso-
morphism between W0 and W ∗

0 which we will also denote by δ. It is determined
by δ(sα) = sδ(α)̌ for all α ∈ Φ. This isomorphism is induced by the isomorphism
GL(X(T )) ∼= GL(Y (T ∗)) defined by δ. Induction on the word length shows that we
have

δ(w(χ)) = δ(w)(δ(χ))

for all w ∈ W0. Note that the formula looks a little different than the one in
[Car93, Prop. 4.2.3] where w has to be inverted on one side of the equation. This is
explained by the fact that we haven chosen to let W0 operate from the left on the
cocharacters rather than from the right.

Rationality for tori

Assume we are given a group G defined over k. A torus T defined over k is called
(k-)split if it is isomorphic to some Gn

m over k. We will usually only speak of split
tori if the corresponding field is clear from the context. We call G (k-)split if it
contains a maximal torus which is (k-)split.
Now assume again that we are given a group G with Frobenius map F and

a maximal torus T0 contained in an F -stable Borel subgroup in G. Each other
maximal torus in G is conjugate to T0, hence of the form gT0 for some g ∈ G. This
torus is defined over Fq if and only if it is invariant under the Frobenius map hence
if and only if

gT0 = F (gT0) =
F (g)F (T0) =

F (g)T0,

or equivalently if and only if Λ(g) = g−1F (g) lies in the normalizer of T0. The
reduction of Λ(g) modulo T0 defines an element of the finite Weyl group. We get
the following classification of G(Fq)-conjugacy classes of maximal tori in G.

Proposition 1.3.2. The map gT0 �→ Λ(g) mod T0 induces a well-defined bijection
from the set of GF -conjugacy classes of maximal tori in G to the F -conjugacy classes
in W .
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Proof. See [Car93, prop. 3.3.2, prop. 3.3.3].

1.4 Example: GLn

In this section we will illuminate all the constructions discussed before for the linear
algebraic group GLn(K), i.e. the group of all invertible n× n matrices over K, for
an algebraically closed field K. It can be realized as the closed subset

{(a11, . . . , ann, a) ∈ Kn2+1 : det((aij)i,j)a = 1}

of Kn2+1. Hence the corresponding affine algebra is K[Ti,j, det(Ti,j)
−1].

Let B ⊆ GLn(K) be the subgroup of invertible upper triangular matrices and let
T be the subgroup of invertible diagonal matrices. Then T is contained in B, T is a
maximal torus and B is a Borel subgroup of GLn(K). The corresponding opposite
Borel subgroup B− is the subgroup of lower triangular matrices. The radical of
GLn(K) is its center, i.e. the set of nonzero scalar multiples of the identity matrix.
In particular, GLn(K) is reductive and not semisimple.
For 1 ≤ i ≤ n denote by χi the character of T given by⎛

⎜⎜⎜⎝
x1

x2

. . .
xn

⎞
⎟⎟⎟⎠ �→ xi

and by γi the cocharacter of T given by

x �→

⎛
⎜⎜⎜⎜⎜⎝

1
. . .

x
. . .

1

⎞
⎟⎟⎟⎟⎟⎠ ,

where the i-th diagonal entry is x and all other diagonal entries are 1. The χi

resp. γi are a basis of X(T ) resp. Y (T ), which we will both identify with Zn

by means of these bases and write (x1, . . . , xn) for the element
∑n

i=1 xiχi ∈ X(T )
and (y1, . . . , yn) for the element

∑n
i=1 yiγi ∈ Y (T ). {χi}1≤i≤n is the dual basis of

{γi}1≤i≤n with respect to the pairing 〈·, ·〉.
The roots ofG with respect to T are of the form αi,j = χi−χj with 1 ≤ i �= j ≤ n.

The associated coroots are α̌i,j = γi − γj. The choice of our Borel subgroup marks
the roots αi,j for i < j as positive and the roots αi := αi,i+1 for 1 ≤ i ≤ n − 1
as simple. Hence, S0 = {sα1 , . . . , sαn−1}. The root subgroup Uαi,j

consists of those
matrices which have ones on their diagonal and all other entries except for possibly
the one in the i-th row and the j-th column are zero. We have the isomorphism

uαi,j
: Ga → Uαi,j

, x �→ En + xEi,j,
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where En is the n × n identity matrix and and Ei,j is the matrix with 1 in the
(i, j)-position and zeros elsewhere.
For 1 ≤ i �= j ≤ n, we have sαi,j

(χi) = χj. Thus, for each w ∈ W0 there exists
a unique σ ∈ Sn such that w(χi) = χσ(i). The group homomorphism W0 → Sn

defined this way is surjective, because Sn is generated by the transpositions and
injective because the χi generate X(T ). We will identify W0 with Sn.
For each σ ∈ Sn, we can define a permutation matrix Pσ = (pij)i,j by pij = δi,σ(j).

We obtain a group homomorphism fromW0 to GLn(K) given by σ �→ Pσ. Its image
is obviously contained in the normalizer of T and it is a splitting of the group
homomorphism N(T ) → N(T )/T ∼= W0. We emphasize the fact that the existence
of such a splitting is specific for GLn and not true for general reductive groups. For

example in SL2(K), there exists no element of order 2 congruent to
(

0 1
−1 0

)
modulo the torus of diagonal matrices with determinant 1.
Via the isomorphism W0

∼= Sn, the simple reflection si := sαi
identifies with the

transposition (i, i+ 1) of Sn for 1 ≤ i ≤ n− 1. The longest element w0 is given by
w0(χi) = χn+1−i for 1 ≤ i ≤ n and hence we have w0(αi) = −αn−i for 1 ≤ i ≤ n−1.
Our choice and numbering of Δ defines the Coxeter element v = s1 . . . sn−1. This
identifies with the n-cycle (1, 2, . . . , n) ∈ Sn, i.e.

v(χi) =

{
χi+1 if 1 ≤ i ≤ n− 1,

χ1 if i = n

and we get the same statement with γ instead of χ. The set of Coxeter elements in
Sn for different choices of Δ and numberings of the simple roots consists precisely
of the n-cycles.
Via the identifications X(T ) ∼= Zn resp. Y (T ) ∼= Zn, the root- and coroot-

lattices correspond to those elements (x1, . . . , xn) ∈ Zn (resp. (y1, . . . , yn) ∈ Zn)
with

∑
xi = 0 (resp.

∑
yi = 0).

The unique minimal root is α0 = αn,1 = −α1,n = −χ1 + χn. This means that
the set of Coxeter generators Saff for Waff is given by S0 ∪ {sα0e

α̌0}, where

sα0(χi) =

⎧⎪⎨
⎪⎩
χn if i = 1

χi if 1 < i < n

χ1 if i = n.

We set s0 =: sα0e
α̌0 .

The group Ω is of a very simple nature in this case: Setting u0 = eγ1v, we
have Ω = 〈u0〉 ∼= Z. Additionally, the element u0 permutes the simple affine reflec-
tions transitively. More precisely, we have u0siu

−1
0 = si+1 for 0 ≤ i ≤ n − 2 and

u0sn−1u
−1
0 = s0. Of course, this behavior is specific to the case of GLn: For example

Ω ∼= Y (T )/Q̌ is trivial for any simply connected semisimple linear algebraic group,
such as SLn.
Let us fix some α = αi,j ∈ Φ. Then, SL2 becomes a subgroup of GLn via
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φα : SL2 → GLn,

(
a b
c d

)
�→

∑
k �=i,j

Ek,k + aEi,i + bEi,j + cEj,i + dEj,j

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
. . .

1
a b

1
. . .

1
c d

1
. . .

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

This yields the isomorphisms uα : Ga → Uα, x �→ En + xEi,j.
Now we turn to questions of rationality forK = Fq. The Fq-group functor GLn is

obviously defined over Fq and the corresponding Frobenius map raises each matrix
entry to its q-th power, i.e. F ((ai,j)i,j) = (aqi,j)i,j. As expected, the Fq-rational
points coincide with the invertible n× n matrixes with entries in Fq.
In the following, we will examine the GLn(Fq)-conjugacy classes of maximal

tori defined over Fq in GLn(K). Recall from Proposition 1.3.2 that the GLn(Fq)-
conjugacy classes are in bijection to the F -conjugacy classes of W0. It is easily seen
that F acts trivially on W and thus we can replace F -conjugacy classes by regular
conjugacy classes. For following applications, we will be particularly interested in
the torus, which corresponds to the conjugacy class of the Coxeter elements. One
representative is given by the n-cycle v defined above. Choosing gv ∈ GLn(K) with
Λ(gv)T = v, one representative for the corresponding GLn(Fq)-conjugacy class of
tori is given by gvT . We could explicitly determine such an element g but this will
not be necessary in the following. A matrix gvdiag(t1, . . . , tn) ∈ gvT is an Fq-rational
point if and only if

gvdiag(t1, . . . , tn) = F (gvdiag(t1, . . . , tn)) =
F (gv)diag(tq1, . . . t

q
n)

= gvΛ(gv)diag(tq1, . . . t
q
n) =

gvvdiag(tq1, . . . t
q
n)

= gvdiag(tqn, t
q
1, . . . , t

q
n−1).

It follows that the Fq-rational points are given by the conditions

t1 = tqn = tq
2

n−1 = . . . = tq
n−1

2 = tq
n

1 .

From this, it is clear that gvT (Fq) ∼= F×
qn (in a non-unique way). In particular, the

torus gvT is not split. More precisely, the center is a maximal split subtorus of gvT .
Hence, gvT is “as non-split as possible“.
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1.5 Groups with BN-Pair
For a moment, let G be any group.

Definition 1.5.1. We say that (G,B,N, S) is a BN -pair, if the following conditions
are satisfied

(i) G is generated by the two subgroups B and N .

(ii) B ∩N is a normal subgroup of N .

(iii) N/(B ∩N) is generated by a subset S consisting of elements of order 2.

(iv) For each s ∈ S and w ∈ N/(B ∩N), we have sBw ⊆ BwB ∪ BswB.

(v) For all s ∈ S, sBs �⊆ B.

In points (iv) and (v) of the preceding definition, we view elements of N/(B∩N)
as cosets modulo B ∩ N , hence subsets of G. Hence, expressions like sBw make
sense as subsets of G. Sometimes, BN -pairs are also called Tits systems.
Now assume we are given a BN -pair (G,B,N, S). Then denote by W0 the

quotient N/(B ∩ N) and by T the intersection B ∩ N . From now on we will
write S0 instead of S for better compatibility with our notations in the case of
reductive groups. The tuple (W0, S0) is a Coxeter system (cf. [Bou02, Thm. 2 in
§2.4]). We can define a root system by means of (W0, S0) in the following way: Let
Δ = {δs : s ∈ S0} and let V be the R-vector space with basis Δ equipped with the
symmetric bilinear form given by 〈δ, δ′〉 := − cos( π

sδsδ′
). Then W0 acts faithfully on

V by the morphism which sends sδ to the reflection at the hyperplane orthogonal to
δ. We set Φ := W0(Δ). Clearly this returns the root system ifW0 is defined by a root
datum as introduced before. Each element of Φ is an integral linear combination of
elements in Δ with either only nonnegative or only nonpositive coefficients. This
way, we can define positive resp. negative roots Φ+ resp. Φ−.
Now assume thatW0 is finite. There exists a unique w0 ∈ W0 of maximal length.

Further, let I ⊆ S be any subset and let WI be the subgroup generated by I. The
tuple (WI , I) is again a Coxeter System. Let wI denote its longest element.
For each w ∈ W0, we may write Bw := w−1Bw, because B contains T and

Uw := w−1Uw, because T normalizes U and T is abelian. For w ∈ W0, we set
Bw = B ∩ Bw0w and Uw = U ∩ Uw0w.

Definition 1.5.2. Let (G,B,N, S) be a BN -pair. We call it split of characteristic
p, if G is finite and the following conditions are satisfied:

1. B ∩ Bw0 = T .

2. There exists a normal subgroup U of B such that B decomposes as a semidirect
product B = UT .

3. U is a p-group and T is of order prime to p.

We call (G,B,N, S) strongly split, if additionally for each subset I ⊆ S, UI :=
U ∩ UwI is normal in U .
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Now assume we are given a split BN -pair (G,B,N, T ) of characteristic p with
finite W0. If α is a simple root, we write Bα for Bsα . Denote by Xα the set of
p-elements in Bα. For w ∈ W0 and α ∈ Δ, the subgroup wXα only depends on wα
and will be denoted by Xwα. Because each root is conjugate to a simple root by
W0, we obtain subgroups Xα for all α ∈ Φ. Let Gα be the subgroup generated by
Xα and X−α and let Tα = T ∩Gα.
In our applications, we will always be in the strongly split case of characteristic

p:

Lemma 1.5.3. Let G be a connected reductive group defined and split over Fq with
split maximal torus T defined over Fq contained in a Borel subgroup B defined over
Fq. Further, let N be the normalizer of T in G and let S0 be the system of simple
reflections defined by the choice of B. Then (G(Fq), B(Fq), N(Fq), S0) is a strongly
split BN -pair of characteristic p. Moreover, we have Xα = Uα(Fq) for each α ∈ Φ.

Proof. This is basically contained in [Car93, 1.18]: With T , also N is defined over
Fq, hence the statement makes sense. The only thing not shown there is the fact
that U(Fq)∩U(Fq)

wI is normal in U(Fq) for each subset I ⊆ S0, where B = TU . So,
let I ⊆ S0, ΦI be the subroot system of Φ corresponding to I with corresponding
positive roots Φ+

I = ΦI ∩ Φ+.
By [CE04, Thm. 2.21 (iii)], there exists a sequence α1, . . . , αN consisting of all

positive roots such that for any u ∈ U(Fq), there exist unique xαi
∈ Xαi

with

u = xα1 · . . . · xαN
.

For w ∈ W0, such u is contained in U(Fq)
w if and only if αi ∈ w−1R+ for each i

with xαi
�= 1 by [CE04, Lemma 2.22]. Writing

R+ ∩ wI
−1R+ = R+ \ (wI

−1R− ∩R+) = R+ \R+
I = {αi1 , . . . , αil}

with i1 < . . . < il, we obtain

U(Fq)I = Xαi1
. . . Xαil

.

Hence, it suffices to show that Xα normalizes Xβ for α ∈ R+ and β ∈ R+ \R+
I . As

T is split over Fq, the root system of the algebraic group coincides with that of the
BN -pair, which is defined by means of the Weyl group W0 = N(Fq)/T (Fq) ∼= N/T .
Now, if {Uα}α∈R are the root subgroups of the reductive group G relative to T , we
have U ∩ Uw0sα = Uα for each simple α ∈ Δ by [Spr09, Proposition 8.2.1], which
implies B ∩Bw0sα = TUα. Hence, Xα, the set of p-elements in B(Fq)∩Bw0sα(Fq) =
T (Fq)Uα(Fq), is equal to Uα(Fq) for simple α, which implies the corresponding
equality for general α ∈ Φ, because wUα = Uwα for each w ∈ W0. This implies the
commutator relation

[Xα, Xβ] ⊆ 〈Xγ : γ ∈ (Z>0α + Z>0β) ∩R〉 ⊆ U(Fq)I ,

by [Spr09, Proposition 8.2.3], which shows that Xα normalizes Xβ, because β and
hence each γ as above contains at least one simple root not corresponding to an
element of I.
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By [CE04, Prop. 6.3 (i)] there exist elements nα ∈ XαX−αXα ∩ N(Fq) for all
α ∈ Δ such that the image of nα = nsα in W0 is sα. We will fix such a system of
representatives and denote by S

(1)
0 the set of all nα.







Chapter 2

Galois Representations

2.1 Representations of WL

We will now briefly review some generalities on absolute Galois groups over local
fields and the corresponding Weil groups. For more details, see [Tat79] and [Del73,
chap. 2]. Denote by GL = Gal(L/L) the absolute Galois group of L, where L
still denotes a finite extension of Qp. We have a well defined surjective group
homomorphism from GL to GFq

= Gal(Fq/Fq) given by σ �→ [x+mL �→ σ(x)+mL].
Its kernel IL is called the inertia subgroup. Hence, we have the exact sequence

1 → IL → GL → Gal(Fq/Fq) → 1.

The group Gal(Fq/Fq) is isomorphic to Ẑ topologically generated by the (arith-
metic) Frobenius automorphism x �→ xq. Denote by ϕ a lift of this Frobenius in
GL. We will also call ϕ a Frobenius. The choice of ϕ gives a unique continuous
homomorphism Ẑ → GL mapping 1 to ϕ, which allows us to speak of Ẑ-powers
of ϕ. Each element of GL is uniquely a product of a Ẑ-power of ϕ and and an
element of IL. In other words we obtain a splitting of the above exact sequence, i.e.
GL

∼= IL � Ẑ as abstract groups.

Definition 2.1.1. The Weil groupWL of L is the subgroup of GL which is generated
by ϕ and IL. We endow WL with the unique topology such that IL is open in WL

and carries the profinite topology induced from GL.

IL has a unique pro-p-Sylow subgroup PL. This is a normal subgroup in WL:
Any conjugate of PL is contained in IL, because IL is normal in WL. But this
conjugate is also pro-p, hence contained in PL.
The quotient IL/PL is (non-canonically) isomorphic to

∏
l �=p Zl

∼= lim←−(p,n)=1
Z/nZ.

Note that the definition ofWL does not depend on the choice of ϕ and thatWL ⊆ GL

is a dense subset in the profinite topology of GL. We also remark that the topology
on WL is strictly finer than the subspace topology induced from GL, because IL is
open in WL but not open in GL, as it is not of finite index in the compact group
GL.
Another way to phrase this definition of the Weil group is to define WL as the

preimage of Z under the projection GL → Gal(Fq/Fq) ∼= Ẑ which induces the exact

19
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sequence
1 → IL → WL → Z → 0.

Again, the choice of ϕ defines a splitting such that WL
∼= IL � Z. The topology

described above is the product topology induced by any such splitting, where Z is
endowed with the discrete topology.
In the following, we will discuss the representation theory of WL. We will begin

by comparing the representation theory of WL in characteristic p to that of GL.
Unless otherwise stated, a representation ofWL resp. GL will always be a continuous
representation of WL resp. GL on a finite dimensional Fq-vector space V where
GL(V ) carries the discrete topology.

Lemma 2.1.2. Each open subgroup of WL which is of finite index is also open in
the induced topology of GL.

Proof. We first treat the case that our given subgroup is normal. So let U ⊆ WL

be such an open normal subgroup of finite index. As U is open and normal in WL,
I0 := IL ∩ U is open in IL and normal in WL. On the other hand, being of finite
index, U must contain some nontrivial power of ϕ, say ϕm for some m > 0. Hence,
U contains the subgroup ϕmZI0 of WL.
Because of ϕmZI0 = ϕmẐI0 ∩ WL it suffices to show that ϕmẐI0 is open in GL.

On the one hand, it is closed as it is the product of the compact subgroups I0 and
ϕmẐ. On the other hand its index in GL is m[IL : I0], hence finite. Both together
imply that it is an open subgroup of GL.
Now we turn to the general case. Let {σ1, . . . , σr} be a system of representatives

for U\WL. Then all the subgroups σiUσ−1
i have finite index in G. Hence their

intersection U ′ :=
⋂

i σiUσ−1
i ⊆ U is of finite index in WL by Poincaré’s Theorem.

On the other hand it is normal in WL by construction and the finite intersection of
the open subgroups σiUσ−1

i , hence open in WL. By the first case U ′ is open in the
induced topology and thus the same is true for U .

Proposition 2.1.3. The category of finite-dimensional GL-representations and the
category of finite-dimensional WL-representations are equivalent.

Proof. First of all, any representation of GL restricts to a representation ofWL. This
restriction is also a continuous representation, because the topology of WL is finer
than the subspace topology. Hence, we obtain a functor from GL-representations
to WL-representations.
On the other hand, we claim that each WL-representation uniquely extends to

a representation of GL. Then this will obviously define a quasi-inverse functor. As
WL is dense in GL, it is clear that an extension will be unique, if it exists.
So, let ρ : WL → GL(V ) be a continuous representation for some finite di-

mensional Fq-vector space V . GL(V ) is isomorphic to GLn(Fq), where n is the
dimension of V . This implies, that every element, in particular ρ(ϕ), in GL(V ) is
of finite order. Additionally, IL is compact and hence its image under ρ is compact
and discrete, thus finite. We see that the image of ρ is a finite subgroup of GL(V ).
By Lemma 2.1.2, ker(ρ) is also open in the subspace topology of WL ob-

tained from GL, which means that ρ is also continuous in the subspace topology.
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This implies WL ∩ ker(ρ) = ker(ρ) and we get an injective group homomorphism
WL/ker(ρ) → GL/ker(ρ). Because ker(ρ) contains some power of ϕ, the quotient
is generated by ϕ and IL, and the map is surjective. Now, we may extend ρ as the
composite

GL → GL/ker(ρ) ∼= WL/ker(ρ) → GL(V ).

Note that the argumentation of the previous proposition relies only on the fact
that the image is finite. In particular, this equivalence of categories also holds if we
replace the coefficients of our representations by Fl for any other prime l.
The classification of irreducible WL-representations resp. GL-representations

over Fq is known, using Serre’s fundamental characters [Ser71]. See for exam-
ple [Vig97, 1.14, 1.15] for WL-representations or [Ber10, Lemma 2.1.4] for GL-
representations. We will give a different method to phrase this classification which
suits our needs better. To do this, we begin by remarking that any irreducible repre-
sentation of WL is trivial on PL: On the one hand, every continuous representation
of a pro-p group has a non trivial fixed vector in characteristic p. On the other
hand, the vectors fixed by PL are a subrepresentation because PL is normal in WL.
The irreducibility implies that PL acts trivially.
The group WL/PL is topologically generated by a topological generator α of

IL/PL and ϕ. The only relation between those generators is ϕαϕ−1 = αq (cf.
[Iwa55, Thm. 2 (i)]). For the remainder of this section, we fix such an element α in
addition to our choice of ϕ.
In the following, we will be interested in classifying the irreducible representa-

tions of WL. However, parts of this can be done more generally for any reductive
group G∗ over Fq. We use the superscript ∗ here to indicate that G∗ is supposed
to be understood as the dual group of another reductive group G. By doing the
following more generally we also avoid the confusion which arises from the fact that
GLn is dual to itself and hence it is difficult to see that representations should be
understood as homomorphisms into the dual group of GLn.
Any continuous ρ : WL/PL → G∗(Fq) is given by a tuple (s, u) ∈ G∗(Fq)

2, where
s is the image of ϕ and u is the image of α. As a consequence, we have sus−1 = uq.
Note that this relation is invariant under conjugating s and u by the same element
of G∗(Fq). Also note that s and u both have finite order because we can embed G∗

into some GLm(Fq) where every element has finite order.
Conversely, if we are given a tuple (s, u) ∈ (G∗)2 with the relation sus−1 = uq

this defines a continuous homomorphism from WL/PL to G∗. Let m be the order
of u. Then we obtain a continuous group homomorphism

IL/PL → (IL/PL)/(IL/PL)
m ∼= Z/mZ → GLn(Fq)

sending α to u bearing in mind that IL/PL
∼= ∏

l �=p Zl. We can extend this to
WL/PL

∼= ϕZ � IL/PL by determining the image of ϕ as s. This is indeed a homo-
morphism because of sus−1 = uq and it is continuous because its kernel contains a
subgroup which is of finite index in IL/PL.

Lemma 2.1.4. Let (s, u) ∈ G∗ such that sus−1 = uq. Then u is semisimple.
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Proof. Using Jordan decomposition, we can write u = u1u2 with commuting u1 and
u2 such that u1 is semisimple and u2 is unipotent. Since any unipotent element is
of p-power order, we have uqr

2 = 1 for sufficiently large r. Then,

srus−r = uqr = uqr

1 uqr

2 = uqr

1

shows that u is conjugate to a semisimple element, hence semisimple itself.

Now suppose that G∗ is equipped with a Frobenius map F ∗ and has a split
maximal torus T ∗. Denote by W ∗

0 its Weyl group. Further let ρ : WL/PL → G∗ be
a continuous homomorphism. Then, Lemma 2.1.4 implies that there exists a g ∈ G∗

such that the image of IL/PL under gρ is contained in T ∗.
Recall, that we have actions of W ∗

0 and F ∗ on T ∗. These induce actions of W ∗
0

and F ∗ on Homcont(IL/PL, T
∗). Explicitly, we have

wψ = [σ �→ wψ(σ)]

for w ∈ W ∗
0 and ψ ∈ Homcont(IL/PL, T

∗) and

Fψ = [σ �→ Fψ(σ)]

for all ψ ∈ Homcont(IL/PL, T
∗).

Lemma 2.1.5. Suppose we are given g1, g2 ∈ G∗ such that g1ρ(IL/PL) ⊆ T ∗ and
g2ρ(IL/PL) ⊆ T ∗. Then there exists a w ∈ W ∗

0 such that wg1ρ|IL/PL
= g2ρ|IL/PL

.

Proof. The proof can be done analogously to that of [Car93][Prop. 3.7.1], which
states that the semisimple conjugacy classes in G∗ are in bijection with the Weyl
group orbits of T ∗.
It suffices to show that t1 := g1ρ(α) and t2 := g2ρ(α) are conjugate by some

element of W ∗
0 for a topological generator α of IL/PL. Let g := g2g

−1
1 so that we

have gt1 = t2. By the Bruhat decomposition there exists a unique w ∈ W ∗
0 such that

g ∈ U∗
w−1wB∗ and for a fixed lift n of w in the normalizer of T ∗ there are unique

u ∈ U∗, t ∈ T ∗ and u′ ∈ U∗
w−1 such that

g = u′ntu.

This implies
u′ntut1 = t2u

′ntu,

or equivalently
u′n(tt1)(t−1

1 ut1) = (t2u
′t−1
2 )n(n−1t2nt)u

and by uniqueness we obtain
tt1 = n−1t2nt

and hence t2 = nt1n
−1 which yields the claim.
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As a consequence of the lemma, ρ defines a W ∗
0 -orbit of homomorphisms from

IL/PL to T ∗ which we will denote by W ∗
0 resIL/PL

(ρ).
As T ∗ is split, F ∗ is the q-power map and we obtain

sus−1 = uq = F ∗(u)

so that W0resIL/PL
(ρ) is F ∗-stable. We will denote the set of F ∗-stable W0-orbits of

continuous homomorphisms from IL/PL to T ∗ by (Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ . We

have constructed a well-defined map

Homcont(WL/PL, G
∗) → (Homcont(IL/PL, T

∗)/W ∗
0 )

F ∗ .

On the other hand, we have a map

Homcont(WL/PL, G
∗) → Homcont(WL/PL,Hom(X(G∗),F

×
q ))

mapping ρ ∈ Homcont(WL/PL, G
∗) to σ �→ evρ(σ), where evρ(σ) denotes the evalua-

tion at ρ(σ).
Analogously, we can define a map

Homcont(IL/PL, T
∗) → Homcont(IL/PL,Hom(X(G∗),F

×
q )).

This map is constant onW ∗
0 -orbits because F

×
q is commutative. Together, we obtain

a commutative diagram

Homcont(WL/PL, G
∗) → Homcont(WL/PL,Hom(X(G∗),F

×
q ))

↓ ↓
(Homcont(IL/PL, T

∗)/W0)
F → Homcont(IL/PL,Hom(X(G∗),F

×
q ))

in which the right vertical map is given by restriction. This diagram allows us to
define the fiber product

(Homcont(IL/PL, T
∗)/W ∗

0 )
F×

Homcont(IL/PL,Hom(X(G∗),F×q ))
Homcont(WL/PL,Hom(X(G∗),F

×
q )).

In the following, we aim to describe the natural map from Homcont(WL/PL, G
∗)

into this fiber product in the case of G = GLn (and thus G∗ = GLn).

Proposition 2.1.6. Let (s, u) ∈ GLn(Fq)
2 such that sus−1 = uq.

(i) Assume that Fn

q has no nontrivial subspaces invariant under s and u. Then,
there exists some g ∈ GLn(Fq) such that

gug−1 =

⎛
⎜⎜⎜⎝

y
yq

. . .
yq

n−1

⎞
⎟⎟⎟⎠ ,
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and

gsg−1 =

⎛
⎜⎜⎜⎜⎜⎝

0 1
0 1

. . . . . .
0 1

(−1)nz 0

⎞
⎟⎟⎟⎟⎟⎠ ,

where y ∈ Fqn \ ∪m<nFqm and z ∈ F
×
q .

(ii) Let (s′, u′) be another tuple as above defining elements y′ and z′ as in (i).
Then (s, u) and (s′, u′) are conjugate by some element of GLn(Fq) if and only
if z = z′ and the y and y′ are Gal(Fqn/Fq)-conjugate.

(iii) If we are given a tuple (s, u) as in part (i), F
n

q has no nontrivial subspaces
stable under s and u.

Proof. (i): From Lemma 2.1.4, we know that u is semisimple. First of all, we will
show that the multiplicities of all its eigenvalues are one. So let y be an eigenvalue
of multiplicity m and j ≥ 1 be maximal such that the elements y, yq, . . . , yqj−1 are
pairwise distinct. By the relation sus−1 = uq, the eigenvalues of u are stable under
taking q-th powers and all q-power-powers of y occur with the same multiplicity.
After conjugation, we may assume, that

u = diag(y, . . . , y, yq, . . . , yq, . . . , yq
j−1

, . . . , yq
j−1

, x1, . . . , xl),

where all the powers of y appear m times and the xi are not of the form yq
i for any

i. Now write
s =

(
A B
C D

)
,

with A ∈ Mjm×jm(Fq), B ∈ Mjm×l(Fq), C ∈ Ml×jm(Fq) and D ∈ Ml×l(Fq). Using
su = uqs, we see in particular that

C · diag(y, . . . , y, yq, . . . , yq, . . . , yqj−1

) = diag(xq
1, . . . , x

q
l ) · C.

Writing down the matrix multiplication and using that xi /∈ {y, . . . , yqj−1} for all
1 ≤ i ≤ j, we see that C = 0. This gives us a nontrivial subspace stable by u and
s if l ≥ 1, so l = 0.
Now, ifM is the diagonal m×m matrix having the unique eigenvalue y, we have

u = diag(M,M q, . . . ,M qj−1
). Let us write s = A = (Ar,s)r,s with m ×m matrices

Ar,s. Then, the relation sus−1 = uq is equivalent to

Ar,s ·M qs−1

= M qr · Ar,s for all 1 ≤ r, s ≤ j,

or equivalently Ar,s = M qr−qs−1
Ar,s, because M is central in GLm(Fq). The mini-

mality of j implies that M qr−qs−1 �= 1 unless s = r + 1 und hence, we have Ar,s = 0
unless s = r + 1.
Write Ar for Ar−1,r and A1 for Aj,1. Now, let v1 ∈ F

m

q be an eigenvector for
AjAj−1 . . . A2A1 and for 2 ≤ r ≤ j, let

vr = Ar−1Ar−2 . . . A2A1v1.
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Denote by ei the standard basis of F
n

q resp. F
m

q and write

vr =
m∑
i=1

vr,iei ∈ F
m

q .

We define vectors wr ∈ F
m

q by

wr :=
m∑
i=1

vr,ie(r−1)m+i

for 1 ≤ r ≤ j. This definition implies v1 = w1, viewing F
m

q as a subspace of F
n

q in
the natural way. We have swr = wr+1 for 2 ≤ r < j and swj = AjAj−1 . . . A2A1v1,
viewing the element on the right hand side as a vector in F

n

q . But the latter lies
in F

×
q w1, because of the choice of v1 as an eigenvector for AjAj−1 . . . A2A1. This

means that the subspace generated by all wr is stable under s and it obviously is
stable under u. This is only possible if j = n. In particular, all the Ar are nonzero
scalars. The choice of j ensures that yqt �= 1 for t < n, i.e. y is not contained in
any proper subfield of Fqn .
So the only thing which remains to be shown is that we can achieve by conjuga-

tion that all the Ai for i �= 1 can be chosen to be 1. This can be done by conjugating
with

diag(1, A2, A2A3, . . . , A2 . . . An).

This does not affect the form of u. Then, s obtains the form of the assumption with
z = (−1)n+1A1 . . . An.
(ii): Assume the tuples are conjugate. Then z = det(s) = det(s′) = z′.

As u and u′ are conjugate, their eigenvalues are the same, so {y, yq, . . . yqn−1} =

{y′, y′q, . . . , y′qn−1}.
On the other hand, assume that z = z′ and y = y′q

r

for some r. After conjuga-
tion, we may assume that

u =

⎛
⎜⎜⎜⎝

y
yq

. . .
yq

n−1

⎞
⎟⎟⎟⎠ , u′ =

⎛
⎜⎜⎜⎝

yq
r

yq
r+1

. . .
yq

r+n−1

⎞
⎟⎟⎟⎠

and

s = s′ =

⎛
⎜⎜⎜⎜⎜⎝

0 1
0 1
. . . . . .

0 1
(−1)nz 0

⎞
⎟⎟⎟⎟⎟⎠ .

By conjugating with a Weyl group element, we can assume that u = u′ at the cost
of interchanging one of the ones on the secondary diagonal with the entry (−1)nz
in the matrix s′. By conjugating with a diagonal matrix as in the proof of (i) we
can bring s′ to its old form without changing u′.
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(iii): Let (s, u) be as in (i). We may assume g = 1. Let v ∈ F
n

q be nonzero and
write v =

∑n
i=1 aiei. If v is a multiple of some ei, we are done because then we get

all the ei up to scalar from applying u repeatedly to v.
Now, if v is not a multiple of en, v − y−qn−1

uv is nonzero, so we may assume
an = 0. Similarly, v is either a scalar multiple of en−1 or we may assume an−1 =
an = 0. Continuing this process, we are reduced to the case where v is either a
scalar multiple of some ei with 2 ≤ i ≤ n or a2 = . . . = an = 0, which means that v
is a scalar multiple of e1. In either case this proves our claim.

We remark that, the conjugacy class of (s, u) depends on our choices for ϕ and
α. For both cases, this will be so even if n = 1. The difference between two
Frobenius lifts is an element of IL/PL. So, it will be sufficient to give a continuous
homomorphismWL/PL → Fq which is not trivial on IL/PL. For this choose a prime
l0 such that l0 divides q − 1 and consider the composite

WL/PL
∼= Z �

∏
l �=p

Zl � Zl0 � Z/l0Z ↪→ Z/(q − 1)Z ∼= F×
q ,

where the first isomorphism is given by our generators and the injection can be
arbitrarily chosen.
This also gives an example for a homomorphism for which u depends on the

choice of a topological generator. To see this, we only need to observe that for any
a ∈ Z×

l0
, the element (1, . . . , 1, a, 1 . . .) is a topological generator of

∏
l �=p Zl and that

the projection map Zl → Z/lZ is not constant on Z×
l .

Proposition 2.1.6 classifies irreducible WL-representations up to isomorphism
depending on our choices. Now we can describe the image in the fiber product.
To do this we will slightly reinterpret the involved sets of homomorphisms. For

G = GLn, we have canonical isomorphisms

X(G∗) = Hom(G∗,Gm) = Hom(G∗/(G∗)′,Gm) = Hom(Gm,Gm) = Z

where the third isomorphism is given by the determinant and this induces a canon-
ical isomorphisms

Homcont(WL/PL,Hom(X(G∗),F
×
q )) = Homcont(WL/PL,F

×
q )

and
Homcont(IL/PL,Hom(X(G∗),F

×
q )) = Homcont(IL/PL,F

×
q ).

Thus, we can reinterpret our fiber product as

(Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ ×

Homcont(IL/PL,F
×
q )

Homcont(WL/PL,F
×
q ).

Now we can reformulate Proposition 2.1.6 to give a classification of irreducible
n-dimensional WL-representations independent of our choices:

Theorem 2.1.7. The canonical map from irreducible WL/PL-representations into
the fiber product

(Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ ×

Homcont(IL/PL,F
×
q )

Homcont(WL/PL,F
×
q )
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is injective. Its image consists of those pairs, such that the corresponding F ∗-stable
W ∗

0 -orbit consists of n! elements and F ∗ acts by an n-cycle on each representative.

Proof. Firstly, we show the injectivity. If ρ : WL/PL → GLn(Fq) is an irreducible
representation, we need to show that we can recover the conjugacy class of (s, u)
as in Proposition 2.1.6 from the image of ρ in the fiber product. Let (ψ1, ψ2) be
the image of ρ. Then, we can recover y as in Proposition 2.1.6 up to Gal(Fqn/Fq)-
conjugacy as an eigenvalue of ψ1(α) and z as det(ψ2(ϕ)). This defines (s, u) up to
conjugacy by part (ii) of Proposition 2.1.6.
It is an immediate consequence of Proposition 2.1.6 that for each irreducible ρ

the corresponding orbit is of length n! and that the Frobenius acts as an n-cycle on
each representative of that orbit.
Now, let (W ∗

0ψ1, ψ2) be a tuple in the claimed image with a chosen representative
ψ1 and let ψ1(α) = diag(y1, . . . , yn). The fact that W ∗

0ψ1 is of length n! means that
the yi are pairwise distinct. After renumbering the yi, i.e. choosing a different
representative of the orbit, the other condition translates as yqi = yi+1 for 1 ≤ i ≤ n
where yn+1 := y1. Because all the yi are distinct, we get that all the yi lie in
Fqn \ ∪m<nFqm . Hence, we obtain an element u = diag(y, yq, . . . , yq

n−1
) ∈ G∗(Fq)

where y = y1.
Now, if z = det(ψ2(ϕ)), we can define s as in Proposition 2.1.6 and obtain

sus−1 = uq. Now this tuples gives as a preimage.

We remark that the map fails to be injective if we drop the assumption about
irreducibility. For example we may consider the semisimple non-irreducible repre-
sentations of dimension 2 give by the parameters

s =

(
1 0
0 1

)
, u =

(
a 0
0 a−1

)

with a ∈ F×
q . These are obviously all non-isomorphic, but have the same image in

the fiber product.
Having classified the irreducible WL-representations, we will now discuss their

fields of definition.

Lemma 2.1.8. Let ρ be an irreducible WL-representation of dimension n and let
z = det(ρ(α)). Then ρ can be defined over Fq(z).

Proof. Let χ = tr(ρ) be the corresponding character. We may replace WL by
WL/ker(ρ) and assume that we are considering the representation of a finite group
this way. It is known that the Schur index of an irreducible representation of a finite
group over a finite field is 1 (see e.g. [Bra45], section 2), i.e. it can be defined over
the field Fp[{χ(g) : g ∈ WL}].
Modulo ker(ρ), each element of WL is of the form ϕlαm for some l,m ∈ N0 and

we get

χ(ϕlαm) =

{
0 if n � m

trFqn/Fq(y)
lz

m
n if n | m
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by Proposition 2.1.6 (i) for some y ∈ Fqn . The right hand side is contained in
Fq(z).

We will conclude this section by comparing the classification given here to the one
given by Berger for L = Qp in [Ber10]. This is done as follows: For n ≥ 1, we chose
elements πn ∈ Qp such that πpn−1

n = −p. This allows us to define ωn : IQp → F
×
p by

mapping g ∈ IQp to the residue class of
g(πn)
πn
. This definition does not depend on

the choice of πn. We call ωn the fundamental character of level n. The image of ωn

is equal to Fpn . Note that ω1 is the mod-p cyclotomic character. Hence, it extends
to a character of GQp by setting

ω1 : GQp → (Z/pZ)× = F×
p , g �→ κ(g), where g(ζp) = ζκ(g)p

for a p-th root of unity ζp.
For a fixed integer n ≥ 1, an integer 1 ≤ h ≤ pn − 2 is called primitive if the

characters ωh
n, ω

ph
n , . . . , ωpn−1h

n are pairwise distinct. As the image of ωn is Fpn this is
equivalent to saying that for a generator x of Fpn , all the elements xh, xhp, . . . , xhpn−1

are pairwise distinct, i.e. xh is not contained in any proper subfield of Fpn .
For λ ∈ Fp, let μλ be the unramified character which sends ϕ to λ−1. Then, we

have the following classification of irreducible GQp-representations:

Proposition 2.1.9. (i) For each n ≥ 1 and each primitive 1 ≤ h ≤ pn − 2 there
exists a representation ind(wh

n) which is determined uniquely up to isomor-
phism by the conditions

• det(ind(ωh
n)) = ωh

1

• ind(ωh
n)|IQp

=
⊕n−1

i=0 ωpih
n .

(ii) Every absolutely irreducible n-dimensional GQp-representation is isomorphic
to ind(ωh

n)⊗ μλ for some primitive 1 ≤ h ≤ pn − 2 and some λ ∈ Fp.

Proof. This is Corollary 2.1.5 in [Ber10] and the preceding discussion.

Now, fix some n ≥ 1 and let 1 ≤ h ≤ pn − 2 be primitive. We may assume
ω1(ϕ) = 1 by possibly changing ϕ by some element of IQp , because the image of
ω1 is F×

p . Then the representation defined by y = ωh
n(v) and z = ω1(ϕ) = 1 as in

Proposition 2.1.6 (i) is equal to det(ind(ωh
n)) by definition. The same conjugation

argument as in the proof of Proposition 2.1.6 (i) then shows, that the representation
defined by y = ωh

n(v) and z = (−1)nλ−n is isomorphic to ind(ωh
n)⊗ μλ.

2.2 Representations of IL
LetG andG∗ be algebraic groups with Frobenius maps F and F ∗ and maximal tori T
and T ∗ in duality to each other given by δ : X(T ) → Y (T ∗) and ε : Y (T ) → X(T ∗).
We may identify the finite Weyl groups of (G, T ) and (G∗, T ∗) leaving out the
isomorphism in our notation. Recall that δ(w(χ)) = w(δ(χ)) for χ ∈ X(T ) with
this identification.
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We have to start with a lemma connecting inertia groups and the unit groups
of the corresponding fields: Let Z := lim←−(p,m)=1

μm(Fq), where μm(Fq) denotes the

group of m-th roots of unity of Fq and the transition maps are

μm1(Fq) → μm2(Fq), x �→ x
m1
m2 ,

when m2 divides m1. Further, we can define V := Z ⊗Q.

Lemma 2.2.1. There is a surjective homomorphism s : IL → Z with kernel PL

given by the congruence
σ(x)

x
≡ (s(σ)r)q

for all x ∈ L modulo mL, where v(x) = r
q
. Hence, it induces an isomorphism

IL/PL → Z which we will also denote by s.

Proof. See [Del73, 2.2.2 b)] for the existence of s and the assumption that PL is its
kernel. Let (ζr)r ∈ Z be any element. Let Lnr be the maximal unramified extension
of L and

L̃ = Lnr(π
1/m
L : (m, p) = 1).

Then there exists σ : L̃ → L̃ trivial on Lnr such that σ(π1/m
L ) = zmπ

1/m
L , because z

lies in the projective limit Z, and we can extend σ to an automorphism of L, which
we shall also call σ. This lies in IL because it fixes Lnr and we have σ(π

1/m
L )

π
1/m
L

= zm.

This implies that s(σ) = z.

Lemma 2.2.2. (i) There exists a canonical isomorphism Q/Z ⊗Z Z ∼= F
×
q . It is

given by n
m
⊗ x �→ (xn)m.

(ii) There exists a canonical short exact sequence

0 → Z → V → F
×
q → 0.

(iii) There exists a canonical short exact sequence

0 → Y (T )⊗Z Z → Y (T )⊗Z V → T → 0.

(iv) There exists a canonical isomorphism

(Y (T )⊗Z Z)/(F − 1) ∼= T F .

Proof. (i): The given map is easily seen to be well-defined. On the other hand, we
can find a system of primitive m-th roots of unity ζm, such that ζ = (ζm)(m,p)=1 lies
in Z. This way, we obtain a map from F

×
q to Q/Z⊗ZZ by sending a = ζnm to ζ⊗ n

m
.

Elementary calculations show that this map is well-defined and it is obviously an
inverse to the map of the assertion. In particular it does not depend on the choice
of ζ.
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(ii): Since Z ∼= ∏
l �=p Zl is torsion free and hence flat as a Z-module, we obtain

this from the exact sequence

0 → Z → Q → Q/Z → 0

and (i).
(iii): This follows from tensoring (ii) with Y (T ), the fact that Y (T ) is free and

hence flat over Z and using the canonical isomorphism Y (T )⊗ Fq
∼= T .

(iv): We have the commutative diagram

T F

↓
0 −→ Y (T )⊗Z Z −→ Y (T )⊗Z V −→ T −→ 0

↓ ↓ ↓
0 −→ Y (T )⊗Z Z −→ Y (T )⊗Z V −→ T −→ 0

↓
(Y (T )⊗Z Z)/(F − 1)

where the vertical maps are the ones induced by F − 1 on T resp. Y (T ) and the
identity on V resp. Z. Using the snake lemma, it suffices to show that the middle
vertical arrow is an isomorphism.
Some finite power of F acts as a pf -th power map (f ≥ 1) on T and hence

on Y (T ), so F , viewed as an endomorphism of Y (T ) ⊗Z Q does not have 1 as an
eigenvalue. Hence F − 1 is injective and thus bijective on Y (T )⊗Z Q. Thus, F − 1
is bijective on Y (T )⊗Z V ∼= Y (T )⊗Z Q⊗Z Z.

Lemma 2.2.3. (i) There exists a (non-canonical) isomorphism

Homcont(IL/PL,F
×
q )

∼= F
×
q

depending on the choice of a topological generator of IL/PL.

(ii) There is a canonical isomorphism

Homcont(IL/PL,F
×
q )⊗ IL/PL

∼= F
×
q

given by f ⊗ σ �→ f(σ).

Proof. (i): Let α be a topological generator of IL/PL. Then we take evaluation at
α as our map above. Clearly, the map is injective. Now let x ∈ Fq be of order
m. There exists a surjective continuous homomorphism IL/PL → Z/mZ, because
(m, p) = 1. Composing this homomorphism from Z/mZ to F

×
q , which maps the

image of v in Z/mZ to x yields a preimage of x.
(ii): Let α be as in the proof of (i) and denote by γ the homomorphism

of the assertion and by β the homomorphism x �→ (α �→ x) ⊗ α from F
×
q to

Homcont(IL/PL,F
×
q )⊗ IL/PL.

Clearly γ ◦ β = id
F
×
q
. On the other hand, let σ ∈ IL/PL and x ∈ F

×
q of order m.

Then there exists an n ∈ Z such that σ ≡ αn mod (IL/PL)
m. We have

β(γ((α �→ x)⊗ σ)) = β(xn) = (α �→ xn)⊗ α = (α �→ x)⊗ αn = (α �→ x)⊗ σ

and hence β ◦ γ = id
Homcont(IL/PL,F

×
q )
.
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For the upcoming proposition, we need to define Frobenius- and Weyl group
actions on the group Homcont(Y (T ) ⊗ Z,F

×
q ). We do this by using the respective

actions on Y (T ). Let ψ ∈ Homcont(Y (T ) ⊗ Z,F
×
q ), γ ∈ Y (T ) and z ∈ Z. Then we

set
(Fψ)(γ ⊗ z) = ψ(F (γ)⊗ z)

and
(wψ)(γ ⊗ z) = ψ(w−1γ ⊗ z)

for w ∈ W0. Here we choose the sign in the W0-action so that we can obtain a left
action again.

Proposition 2.2.4. There is a canonical isomorphism

Homcont(IL/PL, T
∗) ∼= Homcont(Y (T )⊗ Z,F

×
q ).

The image of ϕ ∈ Homcont(IL/PL, T
∗) is given by

γ ⊗ s(ρ) �→ ε(γ)ϕ(ρ),

It is equivariant for the Weyl group and Frobenius actions on both sides.

Proof. We endow T ∗, F×
q and Y (T ) ⊗ F

×
q with the discrete topology. Using the

previous lemma, we have

Homcont(IL/PL, T
∗) = Homcont(IL/PL, Y (T ∗)⊗ F

×
q )

= Homcont(IL/PL,F
×
q )⊗ Y (T ∗)

= Homcont(IL/PL,F
×
q )⊗X(T )

= Homcont(IL/PL,F
×
q )⊗ Hom(Y (T ),Z)

= Hom(Y (T ),Homcont(IL/PL,F
×
q ))

= Homcont(Y (T )⊗ IL/PL,Hom
cont(IL/PL,F

×
q )⊗ IL/PL)

= Homcont(Y (T )⊗ IL/PL,F
×
q )

= Homcont(Y (T )⊗ Z,F
×
q ).

In the third line from the bottom, Y (T )⊗ IL/PL is equipped with the product
topology induced by the choice of a basis of Y (T ). The topology does not de-
pend on the choice of this basis. Homcont(IL/PL,F

×
q )⊗ IL/PL is endowed with the

discrete topology. It is then seen by a direct computation, that the map f �→ f ⊗
idIL/PL

is an isomorphism from Hom(Y (T ),Homcont(IL/PL,F
×
q )) to Hom

cont(Y (T )⊗
IL/PL,Hom

cont(IL/PL,F
×
q )⊗ IL/PL).

For the explicit description it suffices to treat that case that γ = γi is in an ele-
ment of a chosen basis {γ1, . . . , γn} ⊆ Y (T ) with related basis
{χ∗

1 = ε(γ1), . . . , χ
∗
n = ε(γn)} ⊆ X(T ∗). Additionally, let {γ∗

1 , . . . , γ
∗
n} ⊆ Y (T ∗)

be the basis dual to {χ∗
1, . . . , χ

∗
n} with respect to the pairing 〈·, ·〉. Following the
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above isomorphisms, one sees that if ϕ(ρ) =
∏

γ∗
i (ti) with ti ∈ Fq, the image ψ of

ϕ is given by
ψ(γi ⊗ s(ρ)) = ti = χ∗

i (ϕ(ρ)).

We see the Frobenius equivariance by remarking that

F ∗(ϕ)(ρ) = F ∗(ϕ(ρ)) =
∏

F ∗(γ∗
j )(tj)

and hence

F (ψ)(γi ⊗ s(ρ)) = ψ(F (γi)⊗ s(ρ)) = F ∗(χ∗
i )(ϕ(ρ))

=
n∏

j=1

t
〈F ∗χ∗i ,γ∗j 〉
j =

n∏
j=1

t
〈χ∗i ,F ∗γ∗j 〉
j = χ∗

i (
n∏

j=1

F ∗γ∗
j (ti))

= χ∗
i (F

∗(ϕ)(ρ)).

Now turning to the W0-equivariance, we have for w ∈ W0:

(wψ)(γi ⊗ s(ρ)) = ψ(w−1γi ⊗ s(ρ)) = w−1χ∗
i (ϕ(ρ))

=
n∏

j=1

t
〈w−1χ∗i ,γ

∗
j 〉

j =
n∏

j=1

t
〈χ∗i ,wγ∗j 〉
j = χ∗

i (
n∏

j=1

wγ∗
j (ti))

= χ∗
i (wϕ(ρ)).

Corollary 2.2.5. We have a canonical isomorphism of sets of Frobenius stable Weyl
group orbits

(Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ ∼= (Homcont(Y (T )⊗ Z,F

×
q )/W0)

F .

Proof. This is immediate by the previous proposition.

Fix any g ∈ G. Then gT ⊆ G is a maximal torus. We obtain isomorphisms

X(T ) → X(gT ), χ �→ gχ := [gt �→ χ(t)]

and
Y (T ) → Y (gT ), γ �→ gγ := [t �→ gγ(t)]

The latter induces an isomorphism

Homcont(Y (T )⊗ Z,F
×
q ) → Homcont(Y (gT )⊗ Z,F

×
q )

given by ρ �→ gρ := [gγ ⊗ z �→ ρ(γ ⊗ z)]. This is compatible with our notations
introduced before in the following way: If w ∈ W0 and n ∈ N(T ) lifts w, we get
wρ = nρ. In particular, we get tρ = ρ for all t ∈ T .
Now suppose we are given an F ∗-stable W ∗

0 -orbit in Homcont(IL/PL, T
∗), i.e. an

element of

(Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ = (Homcont(Y (T )⊗ Z,F

×
q )/W0)

F .
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Recall that by Corollary 2.1.7 this can be obtained from an irreducibleWL-representation
in the case of G = GLn. Let ρ be a representative in the right hand side. Then, we
can find a w ∈ W0 such that

F (ρ) = w−1ρ.

By Lang’s Theorem we can find a g ∈ G such that g−1F (g) is a lift of w. Then, we
get

F (gρ) = F (g)F (ρ) = F (g)w−1ρ = F (g)F (g−1)gρ

= gρ ∈ (Homcont(Y (gT )⊗ Z,F
×
q ))

F .

We will write Tw instead of gT which will be justified by the upcoming lemma. From
Lemma 2.2.2 (iv), we get

Homcont(Y (Tw)⊗ Z,F
×
q )

F = Homcont((Y (Tw)⊗ Z)/(F − 1),F
×
q )

= Hom(Tw(Fq),F
×
q ).

Thus, we get a pair (Tw, θ) with a torus Tw and a character θ : Tw(Fq) → Fq. We
will say that we obtain Tw from twisting T with w. Indeed, up to GF -conjugacy, Tw

only depends only on w and not on the choice of g above. More precisely, we have:

Lemma 2.2.6. The tuple (Tw, θ) defined above is well-defined up to GF -conjugacy.

Proof. This can be proven analogously to [Car93, Prop. 3.3.3 (i)]. For sake of
completeness we give a proof here. Hence, let ρ, ρ′ be different choices for represen-
tatives of an F -stable W0-orbit in Homcont(Y (T )⊗Z,F

×
q ). Then, we can find some

n ∈ N(T ) such that ρ′ = nρ. As before, let w ∈ W0 such that F (ρ) = w−1ρ. Then
we have F (ρ′) = F (n)w−1n−1ρ′.
We choose g, g′ ∈ G such that g−1F (g) resp. g′−1F (g′) lifts w resp. nwF (n)−1T .

This implies
n−1g′−1

F (g′)F (n)F (g−1)g ∈ T

or equivalently
gn−1g′−1

F (g′)F (n)F (g−1) ∈ gT.

By Lang’s Theorem applied to the group gT , there exists a t ∈ T such that

gn−1g′−1
F (g′)F (n)F (g−1) = (gtg−1)−1F (gtg−1) = gt−1g−1F (g)F (t)F (g−1),

which simplifies to
gtn−1g′−1

= F (gtn−1g′−1
),

i.e. gtn−1g′−1 ∈ GF . Hence, gρ = gtn−1g′−1g′ρ′ and g′ρ′ are conjugate over GF and
so are the corresponding tori and characters.
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2.3 The GLn-Case
We will now continue making the construction of the previous subsection explicit
for irreducible Weil group representation of dimension n and show how to apply the
previous results to our situation. Suppose we are given an irreducible representation
ρ0 : WL → GLn(Fq). As before, we write χi ∈ X(T ) for the character sending a
diagonal matrix to its i-th entry and γi ∈ Y (T ) for the cocharacter which sends
y ∈ Fq to the diagonal matrix with (i, i)-entry y and all other diagonal entries 1.
Choose a generator α of IL/PL. By Proposition 2.1.6, the restriction of ρ0 to

Il/PL is given by α �→ diag(y, yq, . . . , yq
n−1

) with some y ∈ Fn
q which is not contained

in any proper subfield. By the explicit description of Lemma 2.2.4, the restriction
of ρ0 to IL/PL corresponds to

φy := [γi ⊗ s(α) �→ yq
i−1

] ∈ Homcont(Y (T )⊗ Z,F
×
q ).

We have
F (φy) = φq

y = φyq = w−1φy.

with w = (1, 2, . . . , n). This is a Coxeter element in W0. Note that by conjugating
ρ0 with Weyl group elements, i.e. replacing ρ by another isomorphic representation,
we could have obtained any Coxeter element, i.e. n-cycle. Moreover, we obtain the
same w element for any irreducible representation of WL (up to conjugacy).
Let g ∈ G such that g−1F (g) is a lift of w. If ω is the F×

qn-component of s(α),
ω is a generator of F×

qn . Hence, there exists a unique primitive m ∈ {1, . . . , qn − 2}
such that y = ωm. We can uniquely write

m = a1 + a2q + . . .+ anq
n−1

with 0 ≤ a1, . . . , an ≤ q − 1.

Lemma 2.3.1. With w as above, we habe T F
w

∼= F×
qn. If μ = a1χ1 + . . . + anχn, θ

is the restriction of gμ to T F
w .

Proof. We keep the notations introduced before the lemma. Tw = gT and hence
gdiag(t1, . . . , tn) ∈ T F

w if and only if

gdiag(t1, . . . , tn) =
F (g)diag(tq1, . . . , t

q
n),

which is equivalent to

diag(t1, . . . , tn) =
wdiag(tq1, . . . , t

q
n) = diag(tqn, t

q
1, . . . , t

q
n−1).

In particular, tq
n

1 = t1 ∈ Fqn and the points fixed by the Frobenius are the elements
diag(t, tq, . . . , tq

n−1
) with t ∈ F×

qn . This gives an obvious isomorphism T F
w

∼= F×
qn .

To determine the character θ of T F
w , we have to make the constructions before

explicit. First of all, we will do this for the isomorphism

T F
w

∼= (Y (Tw)⊗Z Z)/(F − 1)

given by Lemma 2.2.2 (iv). This is given by the snake lemma in the following way:
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Let gdiag(t, tq, . . . , tq
n−1

) ∈ T F
w . This element is contained in Tw, hence it is the

image of some element of Y (Tw) ⊗Z V = Y (Tw) ⊗ Q ⊗ Z under the natural map.
We may choose

n∑
i=1

gγi ⊗ 1

qn − 1
⊗ t̄q

i−1

= (
n∑

i=1

qi−1 · gγi)⊗ 1

qn − 1
⊗ t̄

as a preimage, where t̄ is any element of Z with (t̄)qn−1 = t. We need to apply F −1
to this element. Because of

F (gγi) =
gg−1F (g)F (γi) = q · gwγi = q · gγi+1

(where the indices are always supposed to be read modulo n), we obtain

(F − 1)(
n∑

i=1

qi−1 · gγi)⊗ 1

qn − 1
⊗ t̄ = (

n∑
i=1

qi−1(F (gγi)− gγi))⊗ 1

qn − 1
⊗ t̄

= (
n∑

i=1

qi · gγi+1 − qi−1 · gγi)⊗ 1

qn − 1
⊗ t̄

= (qn − 1) · gγ1 ⊗ 1

qn − 1
⊗ t̄ = gγ1 ⊗ 1⊗ t̄,

which is contained in Y (Tw) ⊗ Z. Its residue class modulo F − 1 is the image of
gdiag(t, tq, . . . , tq

n−1
) ∈ T F

w .
Now, ρ0 defines a continuous homomorphism from IL/PL to F

×
q , which is given

by y as above. It corresponds to the map γi⊗s(α) �→ yq
i−1 by Lemma 2.2.4. Hence,

by the above calculation, θ is given by
gdiag(ω, . . . , ωqn−1

) �→ y = ωm = gμ(g(diag(ω, . . . , ωqn−1

)).

Corollary 2.3.2. θ is in general position, i.e. no nontrivial element of N(Tw)
F/T F

w

fixes θ.

Proof. A straight-forward calculation in the symmetric group shows that an element
n of N(Tw) =

gN(T ) is fixed by F if and only if g−1
nT lies in the subgroup generated

by w. Hence, N(Tw)
F/T F

w is a cyclic group of order n generated by the element
gw which maps gχi to gχi+1 and no power of this element fixes θ because of the
primitivity of m.

2.4 Projective Representations
A projective WL-representation of dimension n is a continuous homomorphism ρ :
WL → PGLn(Fq), where PGLn(Fq) is endowed with the discrete topology. We call
a projective representation irreducible if its image is not contained in a nontrivial
parabolic subgroup. Note that a representation ρ0 : WL → GLn(Fq) is irreducible
if and only if its image is not contained in a nontrivial parabolic subgroup. We
have the following relation between irreducible WL-representations and irreducible
projective WL-representations.
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Lemma 2.4.1. The map

{irreducible ρ0 : WL → GLn(Fq)} → {irreducible ρ : WL → PGLn(Fq)}
induced by projection modulo the center is well-defined and surjective.

Proof. We first check that the map is well-defined. Assume that ρ0 maps to ρ and
the image of ρ is contained in a nontrivial parabolic subgroup. By conjugating ρ,
we may assume that the image of ρ0 is contained in a parabolic subgroup containing
the standard Borel of PGLn(Fq). The preimage of this is a parabolic subgroup of
GLn(Fq) and hence ρ is not irreducible.
For the surjectivity, we remark that ρ0 is given by a tuple (s, u) ∈ PGLn(Fq)

such that sus−1 = uq. Thus, we can find (s0, u0) ∈ GLn(Fq) such that s0u0s
−1
0 = uq

0z
for some z ∈ Z(GLn(Fq)). We can find z̃ ∈ Z(GLn(Fq)) such that z̃q−1 = z, i.e.

s0(u0z̃)s
−1
0 = (u0z̃)

q.

Now assume that there are (s0, u0z̃)-stable subspaces of F
n

q . Then, s0 and u0z̃ are
contained in a nontrivial parabolic subgroup of GLn(Fq) and hence their images s
and u are contained in a nontrivial parabolic subgroup of PGLn(Fq) in contradiction
to our assumption.

Denote by T ′ the standard split maximal torus of SLn(Fq), i.e. T ′ = T ∩SLn(Fq)
and by T ′∗ the standard split maximal torus of PGLn(Fq), i.e. T ′∗ is the projection
of T ∗ in PGLn(Fq). The choice of these tori induces a duality between the algebraic
groups PGLn and SLn. We may identify the finite Weyl groups of SLn, PGLn and
GLn, but will continue to write W ∗

0 when we speak of the Weyl group of PGLn or
of GLn considered as the dual group.

Proposition 2.4.2. The diagram

{irreducible ρ0 : WL → GLn(Fq)} → {irreducible ρ : WL → PGLn(Fq)}
↓ ↓

(Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ → (Homcont(IL/PL, T

′∗)/W ∗
0 )

F ∗

↓ ↓
(Homcont(Y (T )⊗ Z,F

×
q )/W0)

F → (Homcont(Y (T ′)⊗ Z×,F
×
q )/W0)

F

is commutative.

Proof. The commutativity of the upper square is obvious: We can conjugate the
respective restrictions to IL/PL into the respective tori by the ”same” element of
GLn(Fq). The commutativity of the second diagram follows from the explicit de-
scription in Proposition 2.2.4.

Corollary 2.4.3. Let ρ0 : WL → PGLn(Fq) be irreducible inducing ρ : WL →
GLn(Fq) such that ρ0 defines the tuple (Tw, θ). Then ρ defines the tuple (T ′

w, θ
′)

where θ′ is the restriction of θ to T ′
w = Tw ∩ SLn(Fq). The tuple (T ′

w, θ
′) is in

general position.
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Proof. Let φ be a representative of an F -stableW0-orbit in Homcont(Y (T ′)⊗Z×,F
×
q )

and φ0 ∈ Homcont(Y (T ) ⊗ Z,F
×
q ) a lift. Then there exists some w ∈ W0 such that

Fφ0 = w−1φ0 and hence Fφ = w−1φ. Then, we can choose g ∈ SLn such that
g−1F (g) lifts w (considered as an element of the finite Weyl group of GLn or SLn).
Then

T ′
w = gT ′ = g(T ∩ SLn(Fq)) = Tw ∩ SLn(Fq).

Finally, we see the assertion on the character by going through the construction of
the identification Homcont(Y (Tw)⊗Z,F

×
q )

F = Hom(Tw(Fq),F
×
q ) given by the snake

lemma.
To see that θ′ is in general position, we need to show that no nontrivial element of

the group N(gT ′)F/gT ′F generated by the n-cycle w = g(1, . . . , n) acts nontrivially
on θ′. Let μ ∈ X(gT ) be a lift of θ and μ′ ∈ X(gT ′) be its restriction. Assume
wi �= 1 fixes θ′. Then wiμ′−μ′ ∈ (q−1)X(gT ′). We may even assume wiμ′−μ′ = 0
by changing μ by some element of (q − 1)X(T ) which does not change θ. Hence,

wiμ− μ ∈ Q ∩X(T )W0 = 0,

which contradicts the fact that θ is in general position by Corollary 2.3.2.





Chapter 3

G-Modules and Deligne-Lusztig
Characters

In the last chapter we have seen how to construct a G(Fq)-conjugacy-class (Tw, θ)
from a continuous homomorphism ρ : WL/PL → G∗ where Tw ⊆ GLn(Fq) is a
maximal torus and θ : Tw(Fq) → F×

q is a character of its Fq-rational points. To such
a datum, Deligne and Lusztig have associated a virtual character of GLn(Fq) over
an algebraically closed field in characteristic zero. We will use this in the following
to construct a virtual representation of G(Fq) in characteristic p, which turns out to
be an irreducible representation if ρ is an irreducible representation. To do this we
have to start by repeating some generalities on algebraic representations of algebraic
groups and their Grothendieck groups.

3.1 G-Modules

As before, let G be a group with Frobenius map F and fix a Borel subgroup B. By
a G-module, we mean an algebraic representation of G over Fq. Any λ ∈ X(T ) can
be considered as a character of B− via inflation using the projection map B− → T .
Thus, for λ ∈ X(T )+, we have the Weyl module

W (λ) = indG
B−(λ)

= {f ∈ Hom(G,Ga) : f(bg) = λ(b)f(g) for all g ∈ G, b ∈ B−}.

It is a finite dimensional Fq-vector space. It becomes a G-module by right
translation. For a dominant λ ∈ X(T )+ let F (λ) = socGW (λ). This is a simple
G-module. Recall the partial order on X(T ) given by

x1 ≤ x2 if and only if x2 − x1 ∈
∑
α∈Φ+

N0α.

We have the following classification of simple G-modules:

Theorem 3.1.1. (i) Any simple G-module is isomorphic to F (λ) for some λ ∈
X(T )+. If F (λ) ∼= F (μ) with λ, μ ∈ X(T )+, we have λ = μ.

39
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(ii) Let λ, μ ∈ X(T )+. If F (μ) is a composition factor of W (λ), μ ≤ λ. F (λ)
occurs as a composition factor of W (λ) with multiplicity one.

Proof. (i) is [Jan87, II, Cor. 2.7]. (ii) follows from [Jan87, II, Prop. 2.2 b)] and
[Jan87, II, Prop. 2.4 b)].

We call λ the highest weight of F (λ). Under an extra condition on G, this
induces a classification of the irreducible representations of the finite group GF . To
formulate this we need to introduce a subset of dominant weights. For this, let
r ∈ N and set

Xr(T ) = {λ ∈ X(T ) : 0 ≤ 〈λ, α̌〉 < pr for all α ∈ Δ}.

Note that this is in general not a finite set: For example, if G = GLn, we have
X(T )W0 = {λ ∈ X(T ) : 〈λ, α̌〉 = 0 for all α ∈ Δ} ∼= Z, and Xr(T ) is closed under
addition of these elements.

Theorem 3.1.2. Let r ∈ N such that q = pr and suppose that G′ = [G,G] is simply
connected. For λ ∈ Xr(T ), the GF -module F (λ) is simple. Any simple GF -module
is of this form. F (λ) ∼= F (μ) as GF -modules if and only if λ− μ ∈ (q− 1)X(T )W0.

Proof. See [Her09, Thm. 3.10]

Explicitly, this means for G = GLn:

Corollary 3.1.3. The irreducible GLn(Fq)-modules are of the form F (a1, . . . , an)
with 0 ≤ ai − ai+1 ≤ q − 1. We have F (a1, . . . , an) ∼= F (b1, . . . , bn) if and only if
(a1, . . . , an)− (b1, . . . , bn) ∈ (q − 1, . . . , q − 1)Z.

3.2 p-Alcoves

For the representation theory of the groups GF , it is convenient to consider alcoves
relative to p. We will introduce this language now. Everything below can be found
in greater detail in [Jan87][II.6] or [Her09][3.2].
For β ∈ Φ and n ∈ Z, we can define the affine reflection sβ,n on X(T ) (or

X(T )⊗ R) by
sβ,n(λ) = λ− (〈λ, β̌)− n)β = sβ(λ) + nβ

for all λ ∈ X(T ). Denote by Wp the subgroup of W0 �X(T ) generated by {sβ,pn :
β ∈ Φ, n ∈ Z}, i.e. Wp = W0 � pQ. We call Wp the p-affine Weyl group. Note that
Wp is isomorphic to the affine Weyl group W0�Q of the dual root datum. However
it will be convenient for the following to include the p in the definition of the group
rather than the considered action. The groups W0 � X(T ) and Wp act on X(T )
and X(T )⊗ R naturally by affine maps.
As for the finite Weyl group we have the “dot“-action of Wp on the sets X(T )

and X(T )⊗ R:
w · λ := w(λ+ ρ)− ρ,
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where ρ ∈ X(T ) ⊗ R is chosen such that 〈ρ, α̌〉 = 1 for α ∈ Φ simple, e.g.
ρ = 1

2

∑
α∈Φ+ α. Using the dot action Wp acts by affine reflections. In other words,

sβ,np acts as the reflection with respect to the affine hyperplane

Hβ,np := {λ ∈ X(T )⊗ R : 〈λ+ ρ, β̌〉 = np}.

As usual, we can define alcoves as the connected components of the complement
of all these affine hyperplanes in X(T ) ⊗ R. To clarify that they are alcoves with
respect to the Wp-action, we will call them p-alcoves. There is a distinct p-alcove,
the so-called “lowest p-alcove“ given by

C0 := {λ ∈ X(T )⊗ R : 0 < 〈λ+ ρ, α̌〉 < p for all α ∈ Φ+}.

This name is justified, because C0 is the unique minimal dominant p-alcove with
respect to the order relation ↑ that will be introduced below. As in the usual affine
setting, one checks that Wp operates on the set of p-alcoves and that C0 (and hence
the closure of any other p-alcove) is a fundamental domain for the Wp-action on the
set of p-alcoves.
We define the restricted region to be the set

Ares := {λ ∈ X(T )⊗ R : 0 < 〈λ+ ρ, α̌〉 < p for all α ∈ Δ}

and we call a p-alcove restricted if it is contained in Ares.
We will now need an order relation on X(T ) induced by the Wp-action: Let

λ, μ ∈ X(T ). We say that λ ↑ μ if λ = μ or if there are {si = sβi,pni
}1≤i≤r such that

λ ≤ s1 · λ ≤ s2s1 · λ ≤ . . . ≤ sr . . . s1 · λ = μ.

Clearly, if λ ↑ μ, we have λ ≤ μ and λ ∈ Wp · μ. However the converse is not true
in general.
If additionally, C0 ∩ X(T ) is nonempty, and C1, C2 are two p-alcoves, choose

some λ ∈ C1 ∩X(T ). Then there is a unique μ ∈ Wpλ∩C2. We will define C1 ↑ C2

if and only if λ ↑ μ. This is easily checked to be independent of the choice of λ. For
small p it can happen that C0∩X(T ) is empty. The definition can also be extended
to this case ([Jan87][II.6.5]) but we shall not need this generalization.
The first important application for the order relation ↑ is the “strong linkage

principle“:

Proposition 3.2.1. Let λ, μ ∈ X(T )+. If F (λ) is a constituent of W (μ), we have
λ ↑ μ.

Proof. Se [Jan87][II.6.13].

We are now going to treat the GLn-case in low dimensions as an example. This
is all contained in [Her09][3.2]. Let us first treat the GL2-case. Here we have

Ares = C0 = {(a, b) ∈ R2 : −1 < a− b < p− 1}.

The following proposition explicitly determines the simple GL2(Fp)-modules.
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Proposition 3.2.2. (i) Let (a, b) ∈ X1(T ), i.e. 0 ≤ a − b ≤ p − 1. Then the
G-module W (a, b) = F (a, b) is simple and isomorphic to Syma−bF

2

p ⊗ detb.

(ii) The irreducible GLn(Fp)-representations are precisely the Syma−bF
2

p⊗detb with
(a, b) ∈ X1(T ), i.e. 0 ≤ a− b ≤ p− 1.

Proof. (i): By the strong linkage principle (Proposition 3.2.1), the Weyl module
F (a, b) for (a, b) ∈ X1(T ) has no other constituents except for F (a, b), because (a, b)
lies in C0. Its multiplicity is one by [Jan87][II.6.16] and hence W (a, b) = F (a, b) is
simple.
If P is a homogeneous polynomial of degree a− b,(

g1 g2
g3 g4

)
�→ (g1g4 − g2g3)

bP (g1, g2)

lies in W (a, b) and these elements form a nonzero subrepresentation which is iso-
morphic to Syma−bF

2

p ⊗ detb. Since W (a, b) is irreducible, the claim follows.
(ii): This follows from (i) and Theorem 3.1.1 and part (i).

Let us now turn to the case of GL3: The two restricted p-alcoves are

C0 = {(a, b, c) ∈ X(T )⊗ R : −1 < a− b;−1 < b− c; a− c < p− 1}

and
C1 := {(a, b, c) ∈ R3 : p− 1 < a− c; a− b < p− 1; b− c < p− 1}.

Proposition 3.2.3. Let (a, b, c) ∈ X1(T ).

(i) If (a, b, c) ∈ C1, there is an exact sequence

0 → F (a, b, c) → W (a, b, c) → F (c+ p− 2, b, a− p+ 2) → 0.

(ii) If (a, b, c) /∈ C1, i.e. it is contained in C0 or in the boundary of C1, we have
W (a, b, c) = F (a, b, c).

Proof. See [Her09][3.18].

If G = GL4, the restricted p-alcoves are the following:

C0 = {(a, b, c, d)− ρ ∈ Z4 ⊗ R : 0 < a− b; 0 < b− c; 0 < c− d; a− d < p},

C1 = {(a, b, c, d)− ρ ∈ Z4 ⊗ R : 0 < b− c; p < a− d; a− c < p; b− d < p},
C2 = {(a, b, c, d)− ρ ∈ Z4 ⊗ R : 0 < c− d; p < a− c; a− b < p; b− d < p},
C3 = {(a, b, c, d)− ρ ∈ Z4 ⊗ R : 0 < a− b; p < b− d; c− d < p; a− c < p},
C4 = {(a, b, c, d)− ρ ∈ Z4 ⊗ R : p < a− c; p < b− d; b− c < p; a− d < 2p},
C5 = {(a, b, c, d)− ρ ∈ Z4 ⊗ R : 2p < a− d; a− b < p; b− c < p; c− d < p}.
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We define elements in Wp by

w0,1 := (sα1+α2+α3 , p(α1 + α2 + α3)),

w1,2 := w3,4 := (sα1+α2 , p(α1 + α2)),

w1,3 := w2,4 := (sα2+α3 , p(α2 + α3)),

w4,5 := (sα1+α2+α3 , 2p(α1 + α2 + α3)),

Straightforward calculations show that

wi,j · Ci = Cj

whenever wi,j is defined. From this, one easily gets that

C0 ↑ C1 ↑ C2

C3

↑ C4 ↑ C5.

3.3 Irreducible Representations of GLn(Fq)

We know a classification of the irreducible representations of GLn(Fq) from 3.1.2
(ii). In this section, we are going to give another classification in terms of BN -pairs
and illuminate the connection between those classifications. The reason for us to do
this, is that the second classification is suited better for establishing a connection
between representations of GLn(Fq) and modules over finite Hecke algebras later.
This classification is due to Curtis for a finite group with a restricted split BN -

pair in characteristic p. Let S0 be the system of simple reflections. For s = sα ∈ S0,
we have the subgroups Us = Uα = U ∩ sw0U and Bs = B ∩ sw0B. We set Ts =
Tα = T ∩ Bs. Recall that there exist elements nsα = nα ∈ XαX−αXα ∩ N(Fq) for
all α ∈ Δ such that the image of nα in W0 is sα.

Theorem 3.3.1. The irreducible representations of GLn(Fq) are in bijective corre-
spondence to tuples (λ, I) where λ is a character of T (Fq) and

I ⊆ {s ∈ S0 : λ(Ts(Fq)) = {1}}.

We denote this representation by F(λ,I). It is characterized by the following property:
There exists an element m ∈ F(λ,I) such that bm = λ(b)m for all b ∈ B(Fq)

(viewing λ as a character of B(Fq) via inflation) and

∑
u∈Us(Fq)

unsm =

{
0, if s /∈ I

−m, if s ∈ I.

Proof. All of this is contained in [Cur70]. Theorem 4.3 shows that any irreducible
representation is given by a weight m as above and that this weight determines
F(λ,I) up to isomorphism. Theorem 5.7 states that the weights can be classified by
tuples (λ, I) as above.
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Since we have two classifications of the irreducible representations of GLn(Fq)
any F (a1, . . . , an) as in Corollary 3.1.3 is isomorphic to precisely one F(λ,I). We now
make this bijection explicit:

Proposition 3.3.2. Let μ = (a1, . . . , an) ∈ Zn with 0 ≤ ai − ai+1 ≤ q− 1 which we
view as a character of the algebraic torus T . Assume that F (μ) ∼= F(λ,I) for some
λ : T (Fq) → Fq and I ⊆ {s ∈ S0 : λ(Ts) = {1}}. Then, we have

λ = μ|T (Fq) and I = {si ∈ S : ai − ai+1 = q − 1}.

Proof. By [Jan87, II. Prop. 2.4], F (μ)U = F (μ)μ is one dimensional. So if we choose
0 �= m ∈ F (μ)U , B acts on m by μ and hence B(Fq) acts by λ on m.
As there are no roots in the case n = 1 the statement about the set I is trivially

true then. Let us now consider the case n = 2. If (a1, a2) = (a + (q − 1), a), let
M = F (a+ (p− 1), a) = Symp−1F

2

q ⊗ deta. Denote by M (i) the representation with
underlying vector spaceM and the action of GLn(Fq) being given by g ·m := F i

p(g)m
where Fp is the p-power Frobenius map. Then Steinberg’s Tensor Product Theorem
[Jan87, II Cor. 3.17] states that

F (a+ (q − 1), a) ∼= M ⊗Fq
M (1) ⊗Fq

. . .⊗Fq
M (r−1),

hence has dimension q = pr. If a1 − a2 < q − 1 we get an isomorphism

F (a1, a2) ∼= M0 ⊗Fq
M

(1)
1 ⊗Fq

. . .⊗Fq
M

(r−1)
r−1

where all Mi are of dimension less or equal to p and at least one of them has
dimension strictly smaller than p by Steinberg’s Tensor Product Theorem. Hence,
the dimension of F (a1, a2) is strictly smaller than q.
Now, only two cases can occur. Either I = {s} = S0 or I = ∅. [CE04, Thm.

6.12 (ii)] states that we are in the first case if and only if F (a1, a2) is of dimension
q.
Let us now deduce the general case from this. Let s = (i, i+1) ∈ S0. [Jan87, II

2.11] states that F (a1, . . . , an)
Us is the simple module with highest weight (a1, . . . , an)

for the Levi subgroup

Ls = diag(Gm, . . .Gm,GL2,Gm, . . . ,Gm),

where GL2 is in the i-th and the (i + 1)-st row and column. But F (ai, ai+1) with
Ls-action given by

(t1, . . . , ti−1, g, ti+2, . . . , tn) ·m :=
∏

j �=i,i+1

t
aj
j gm

is a simple module of highest weight (a1, . . . , an) and thus isomorphic to F (a1, . . . , an)
Us .

By the natural inclusion GL2 ⊆ Ls, it becomes the simple module of highest weight
(ai, ai+1). Now, the case of n = 2 yields the assumption for s, as the condition
defining if s ∈ I can be read inside Ls.
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3.4 Grothendieck Groups

Let C be any abelian category such that the isomorphism classes of objects in C
are a set. Denote by Ĉ the set of isomorphism classes of objects in C. Then the
Grothendieck group of C is defined by

G0(C) = Z[Ĉ]/〈B − A− C : 0 → A → B → C → 0 is exact〉.

We will now apply this construction when C is either the category of finite dimen-
sional algebraic G-modules or the category of finite dimensional K-representations
of a finite group H for an algebraically closed field K. We will denote these groups
G0(G) resp. G0(K[H]). In both cases the isomorphism classes of simple objects of
the corresponding categories form a basis of the Grothendieck groups. We will call
elements of these groups virtual representations. Additionally, the tensor product of
representations defines a multiplication which endows the respective Grothendieck
groups with ring structures in both cases.
In the second case, we can consider the character of any representation of H over

K by mapping h ∈ H to its trace. This extends canonically to the Grothendieck
group. The characters afforded by the isomorphism classes of irreducible represen-
tations are linearly independent (cf. [CR90][Thm. 17.3]). Hence, the map from
G0(K[H]) to the set of class functions on H mapping a virtual representation to its
character is injective.

{F (λ)}λ∈X(T )+ forms a basis of the Grothendieck group of G-modules by Theo-
rem 3.1.1. If G′ is simply connected, let Xr(T )

0 be a system of representatives for
Xr(T ) modulo the equivalence relation

λ ∼= μ ⇔ λ− μ ∈ (q − 1)X0(T ).

By Theorem 3.1.2, the {F (λ)}λ∈Xr(T )0 are a basis for G0(Fq[G
F ]).

For any G-module M and λ ∈ X(T ) we can consider the T -submodule

Mλ = {m ∈ M : tm = λ(t)m for all t ∈ T}.

This allows us to define the formal character

ch(M) :=
∑

λ∈X(T )

dim(Mλ)e
λ ∈ Z[X(T )]W0 .

Here, we use eλ as a symbol for the character λ considered as an element of Z[X(T )].
We do this because we write the group law in X(T ) additively which corresponds
to the multiplication in Z[X(T )]. This results in formulas like eλ1eλ2 = eλ1+λ2 .

Proposition 3.4.1. The formal character induces a ring isomorphism

ch : G0(G) → Z[X(T )]W0 .

Proof. See [Jan87, II, 5.7].
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For λ ∈ X(T ), we can define a Weyl module in the Grothendieck group of
G-modules by

W (λ) =
∑
i

(−1)i(RiindG
B−)(λ)),

where RiF denotes the ith right derived functor of F for any additive functor F .
Note that we do not require λ to be dominant. This is consistent with the previous
definition for dominant λ as

(RiindG
B−)(λ) = 0

for i > 0 in this case. There should be no confusion whether we mean the genuine
representation or the element of the Grothendieck group by W (λ). The formal
character of a G-module can be computed using Weyl’s Character-Formula:

Proposition 3.4.2. For λ ∈ X(T ) we have

ch(W (λ)) =

∑
w∈W0

(−1)l(w) · ew(λ+ρ)∑
w∈W0

(−1)l(w) · ew(ρ)
.

Proof. See [Jan87, II, Prop. 5.10].

Recall the dot-action of W0 on X(T ). Then this formula implies that

W (w · λ) = (−1)l(w)W (λ).

As the restriction is an exact functor from the category of finite G-modules to
the category of finite dimensional GF -representations, we obtain a homomorphism

resGGF : G0(G) → G0(Fq[G
F ]).

This allows us to view F (λ) orW (λ) as an element of G0(Fq[G
F ]). To avoid mis-

understandings, we may write FG(λ) resp. FGF (λ) and similarly for Weyl modules.
Note that FGF (λ) is not simple in general.
Now let us assume G = GLn, such that G′ = SLn. Again, the restriction to

G′ ⊆ G resp. G′F ⊆ GF induces homomorphisms resGG′ and resG
F

G′F . Then T
′ = T∩G′

is a split maximal torus in G′. We have a (non-canonically) split exact sequence

0 → X(T )W0 → X(T ) → X(T ′) → 0

where the right map is given by restriction of characters. We will denote this map
by λ �→ λ̄.

Lemma 3.4.3. (i) resG
′

G′F ◦ resGG′ = resG
F

G′F ◦ resGGF = resG
G′F .

(ii) resGG′(FG(λ)) = FG′(λ̄) for λ ∈ X(T )+. In particular, resGG′ is surjective.

(iii) resGG′(WG(λ)) = WG′(λ̄) for λ ∈ X(T )+.

(iv) resG
F

G′F (FGF (λ)) = FG′F (λ̄) for λ ∈ X(T )+. In particular, resGF

G′F is surjective.

(v) resG
F

G′F (WGF (λ)) = WG′F (λ̄) for λ ∈ X(T )+.
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Proof. (i) is obvious.
(ii): We have G = G′Z(G). By [Jan87][Prop. 2.8], Z(G) acts by a character.

Hence, F (λ) is a simple module for G′ by restriction. Clearly, λ̄ is the highest weight
for the restriction of F (λ) to T ′ which shows (ii).
(iii): We can identify the finite Weyl groups of G and G′. λ �→ λ̄ is W0-

equivariant and hence induces a map

resTT ′ : Z[X(T )]W0 → Z[X(T ′)]W0 .

Obviously, this commutes with the formal character map, i.e.

resTT ′ ◦ chG = chG′ ◦ resGG′ .
But it is clear from Weyl’s character formula 3.4.2 that resTT ′ maps ch(WG(λ)) to
ch(WGF (λ̄)).
(iv):

FG′F (λ̄) = resG
′

G′F (FG′(λ̄))
(ii)
= resG

′
G′F ◦ resGG′(FG(λ))

(i)
= resG

F

G′F ◦ resGGF (FG(λ)) = resG
F

G′F (FGF (λ)).

The second claim follows from the fact that every irreducible G′F -representation is
of the form FG′F (μ) for some μ ∈ X(T ′)+.
(v) follows similarly from (i) and (iii).

Proposition 3.4.4. (i) The Weyl modules {WG(λ)}λ∈X(T )+ are a basis of G0(G).

(ii) The Weyl modules {WGF (λ)}λ∈Xr(T )0 are a basis of G0(Fq[G
F ]). More pre-

cisely, there exists a total ordering extending ≤ such that the base change
matrix between {WGF (λ)}λ∈Xr(T )0 and {FGF (λ)}λ∈Xr(T )0 is upper triangular
with ones on the diagonal.

Proof. (i): Consider the endomorphism of the abelian groupG0(G) given by F (λ) �→
W (λ) for all λ ∈ X(T )+. We need to show that it is an isomorphism. But by
Theorem 3.1.1 (ii), the matrix representing this endomorphism is upper triangular
with ones on the diagonal in any total order extending ≤ on X(T )+.
(ii): We first show this for G′ instead of G. Let V (λ) = W (−w0λ)

∗. By [Jan87,
II, 2.13], V (λ) = W (λ) in G0(Fq[G

′F ]). Hence, they have the same composition
factors. By [Won72, Thm. 3E] any composition factor FG′F (μ) of VG′F (λ) (and
thus of WG′F (λ)) for λ ∈ Xr(T ) satisfies μ ≤ λ and μ ∈ Xr(T ). Moreover, by the
same source, FG′(λ) occurs with multiplicity one. Now the claim follows for G′ as
in (i).
In the general case, choose a splitting X(T ) ∼= X(T ′) ⊕ X(T )W0 . We endow

X(T )W0 with the order relation given by equality and X(T ) with the lexicographical
order coming from this and the natural order on X(T ′), i.e.

(λ0, λ) � (μ0, μ) ⇔

⎧⎪⎨
⎪⎩
λ < μ

or
λ = μ and λ0 = μ0.
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Now, let
WGF (λ) =

∑
μ∈Xr(T )0

aμFGF (μ)

and
WG′F (λ) =

∑
μ′∈Xr(T ′)

bμ′FG′F (μ
′).

Note that all aμ and bμ′ are non-negative integers as they are multiplicities of com-
position factors of the genuine modules WGF (λ) resp. WG′F (λ). By replacing some
μ by other representatives of their equivalence classes modulo (q − 1)X(T )W0 , we
may assume that μ � λ for all μ with aμ �= 0. Let μ0 ∈ Xr(T )

0 such that aμ0 �= 0.
Applying Lemma 3.4.3 (iv) and (v), we see that bμ0 =

∑
μ=μ0

aμ.

If μ̄0 < λ̄, we have μ0 ≺ λ by construction. If λ̄ = μ̄0, the simply connected case
yields bμ0 = 1. But as FG(λ) occurs with multiplicity one in WG(λ), we have aλ ≥ 1
which enforces aλ = 1 and hence μ0 = λ.
This shows that the matrix representing F (λ) �→ W (λ) for λ ∈ Xr(T )

0 is upper
triangular with ones on the diagonal for any total order extending � and we are
done as before.

3.5 Deligne-Lusztig Characters and Jantzen’s For-
mula

As before, let G be a reductive group with Frobenius map F and suppose we are
given aGF -conjugacy class (Tw, θ) with a maximal (possibly non-split) torus Tw ⊆ G

obtained from twisting T with w ∈ W0 and a character θ : Tw(Fq) → F
×
q .

Once and for all, we fix some prime l �= p and an isomorphism of abstract
fields L = Qp

∼= Ql. Then, the Teichmüller map F
×
q → Q

×
p defines an embedding

F
×
q → Q

×
l by which we will view θ as a character with values in Q

×
l . To such a

tuple (Tw, θ), Deligne and Lusztig assign a virtual representation

Rθ(w) ∈ G0(Ql[G
F ]) ∼= G0(Qp[G

F ])

(cf. [DL76, Def. 1.9]). Using the theory developed by Deligne and Lusztig, we get
an immediate consequence of what we have calculated before:
The resulting virtual Qp-representation is in fact independent of the chosen

isomorphism: If we denote by [·] : F×
p → Q

×
p the Teichmüller map and by φ : Qp →

Ql the chosen isomorphism, Rθ(w), considered as a character with values in Ql is
given by

Rθ(w)(g) =
1

#T F

∑
t∈TF

φ[θ(t−1)]L(g, t)

with integers L(g, t), the Lefschetz numbers of (g, t) acting on the affine algebraic
variety X̃ = Λ−1(U). Hence, if we view Rθ(w) as a character with values in Qp, it
will be given by

Rθ(w)(g) =
1

#T F

∑
t∈TF

[θ(t−1)]L(g, t),
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which is independent of the chosen isomorphism.

Corollary 3.5.1. The virtual character associated with an irreducible representa-
tion of WL resp. irreducible projective WL-representation is a cuspidal GLn(Fq)
resp. SLn(Fq)-representation after possibly multiplying with −1.

Proof. In both cases (Tw, θ) resp. (T ′
w, θ

′) is in general position. As the Fq-rank
of Tw resp. T ′

w is 1 resp. 0 those tori cannot be contained in nontrivial parabolic
subgroups defined over Fq. Now Theorem 8.13 in [DL76] yields the claim.

From now on we will always view the Rθ(w) as virtual representations over Qp

because this enables us to reduce them to Fq: Let V be such a Qp-representation
of GF and choose a lattice M ⊆ V . Then we can can define its reduction mod p as
M/ZpM . However, this depends on the choice of M , but its image in G0(Fq[G

F ])
does not by the Brauer-Nesbitt Theorem: This is for example stated in [CR90][16.16]
in a slightly differing setting: There Qp is replaced by the quotient field K of a
discrete valuation ring R which has a residue field of characteristic p. By taking K
large enough we can achieve that M is defined over OK , say M = M0 ⊗OK

Zp for
some latticeM0 inside a finite dimensional K-representation V0 with V0⊗KQp = V ,
and that the residue field of K contains Fq. After possibly enlarging K (e.g. if K
is a splitting field for GF ), the isomorphism-class of V0 does not depend on any
choices. But then the characters of M/ZpM and M0/πKM0 are obviously the same
and the latter is independent of any choices by [CR90][Prop. 16.16].
Jantzen has examined how those virtual representations reduce to virtual repre-

sentations over Fq. We begin with giving them a different parametrization. Firstly,
let g ∈ G such that g−1F (g) is a lift of w in G. Recall that Tw = gT . By [DM91,
Prop. 13.7 (i)] the restriction X(Tw) → Hom(T F

w ,F
×
q ) is surjective. Hence, we find

a μ ∈ X(T ) such that
θ = [T F

w → F
×
q , t �→ μ(g−1tg)].

We can multiply Rθ(w) with ±1 such that its value at 1 becomes positive and denote
the resulting character by Rw(μ).
From now on assume for simplicity that G is split. The group X(T )�W0 acts

on the set W0 ×X(T ) by

(χ,σ)(w, μ) = (σwσ−1, σμ+ (q − σwσ−1)χ).

If two elements of (w, μ) and (w′, μ′) in W0×X(T ) are conjugate under this action,
they define the same Deligne-Lusztig character, i.e. we have Rw(μ) = Rw′(μ

′) (cf.
[Jan81][3.1]).
Jantzen has given a formula for the reductions of the virtual representations

Rw(μ) mod p if G is a connected semisimple simply connected algebraic group
defined and split over Fp. He has also deduced the more general case where only G′

needs to be simply connected. This has been published by Herzig. From now on,
assume that either G = GLn or G = SLn.
So, let T be the standard split torus in G. Since G′ = SLn is simply connected,

we can find elements ωα ∈ X(T ) for any simple root α such that 〈ωα, β̌〉 = δα,β for
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any simple root β. For σ ∈ W0, we set

ρσ =
∑
α∈B

σ−1α∈R−

ωα and εσ = σ−1ρσ.

We set ρ := ρw0 where w0 is the longest element of W0. This goes hand in hand
with our notation above because 〈ρ, β̌〉 = 1 for each simple root β. Consider the
matrix

(mσ,τ )σ,τ∈W0 : = (det(τ)chW (−εw0σ + ετ − ρ))σ,τ∈W0

= (chW (τ(−εw0σ + ετ )− ρ))σ,τ∈W0

with entries in Z[X(T )]. It is upper triangular and unipotent in some ordering of
W0 and hence invertible (See [Her09][Appendix 3.3]). We can consider the inverse
matrix with entries γσ,τ . With this matrix we can express the reduction of Rw(μ)
by the restrictions of Weyl modules to the finite groups GLn(Fq) resp. SLn(Fq).

Proposition 3.5.2. Let G = GLn or G = SLn. In G0(Fq[G(Fq)]), we have

Rw(μ) =
∑

σ,τ∈W0

ch−1(γσ,τ )W (σ(μ− wεw0τ )− ρ+ qρσ).

Proof. See [Her09, Thm. 5.2].

This formula becomes very complicated for growing n. However it is quite
manageable and useful for explicit computations in low dimensions. We will now
give its explicit form for G = GL2 and G = GL3 when w = s = (1, 2) resp.
w = (1, 2, 3) in which case we shall apply it later.
We start with the GL2-case. For the unique root α, we may choose ωα = χ1 and

we get ρ1 = 0, ρ = ρs = χ1, ε1 = 0 and εs = sχ1 = χ2. So, using Weyl‘s character
formula, we can calculate

m1,1 = chW (−εs + ε1 − ρ) = chW (−χ1 − χ2) = e−χ1−χ2 ,

m1,s = −chW (−εs + εs − ρ) = 0,

ms,1 = chW (−ε1 + ε1 − ρ) = 0,

ms,s = det(s)chW (−ε1 + εs − ρ) = chW (s · (εs − ρ))

= chW (sεs − ρ) = chW (0) = e0.

Inserting this into the statement of the proposition, we get

Rs(w) = W (μ− sεs − ρ+ χ1 + χ2) +W (sμ+ (q − 1)ρ)

= W (μ− ρ+ sρ) +W (sμ+ (q − 1)ρ).

Let us now give the explicit version of Jantzen’s formula for GL3. We identify
X(T ) with Z3 by the choice of the basis {χ1, χ2, χ3}. Let α = (1,−1, 0) and
β = (0, 1,−1) be the simple roots and s1 = sα, s2 = sβ the corresponding simple
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reflections. We may take ωα = (1, 0, 0) and ωβ = (1, 1, 0) which implies ρ1 = 0,
ρs1 = ωα = (1, 0, 0), ρs2 = ωβ = (1, 1, 0), ρs1s2 = ωα = (1, 0, 0), ρs2s1 = ωβ = (1, 1, 0)
and ρw0 = ωα + ωβ = (2, 1, 0) and hence ε1 = 0, εs1 = (0, 1, 0), εs2 = (1, 0, 1),
εs1s2 = (0, 0, 1), εs2s1 = (0, 1, 1) and εw0 = (0, 1, 2). The matrix (mσ,τ )σ,τ is diagonal
for GL3 (cf. [Her09][5.1]) and hence we only need to calculate the diagonal entries:

m1,1 = chW (−εw0 − ρ) = chW (−2,−2,−2),

ms1,s1 = chW (s1(−εs1s2 + εs1)− ρ) = chW (−1,−1,−1),

ms2,s2 = chW (s2(−εs2s1 + εs2)− ρ) = chW (−1,−1,−1),

ms1s2,s1s2 = chW (s1s2(−εs1 + εs1s2)− ρ) = chW (−1,−1,−1),

ms2s1,s2s1 = chW (s2s1(−εs2 + εs2s1)− ρ) = chW (−1,−1,−1),

mw0,w0 = chW (w0εw0 − ρ) = chW (0, 0, 0).

Inserting our calculations before into the formula from Proposition 3.5.2 for
μ = (a, b, c), we obtain

Rw(a, b, c) =W (a− 2, b+ 1, c+ 1) +W (b+ q − 1, a− 1, c+ 1)

+W (a+ q − 2, c+ q − 1, b+ 1) +W (c+ q − 2, a, b+ 1)

+W (b+ q − 2, c+ q, a) +W (c+ 2(q − 1), b+ q − 1, a).

This illustrates that Jantzen’s formula becomes more complicated even when
moving from n = 2 to n = 3. This effect is only due to the growth of the Weyl
group. Obviously alone the order of W0 becomes very big quickly. For n > 3 there
arises another difficulty: The matrix (mσ, τ)σ,τ is no longer diagonal, so that there
are way more nonzero summands.
Despite this, the Jordan-Hölder constituents of Rw(μ) can still be described in

generic situations with results by Herzig. For the remainder of this section assume
q = p. We begin by remarking that we can identify the p-alcoves for varying p with
each other by the bijective map X(T )⊗ R → X(T )⊗ R, μ− ρ �→ p−1μ− ρ. If

C = {μ ∈ X(T )⊗ R : nα < 〈μ+ ρ, α̌〉 < (nα + 1)p for all α ∈ Φ+}
is any p-alcove with integers nα ∈ Z we will say that μ ∈ X(T ) ⊗ R lies δ-deep in
C if

nα + δ < 〈μ+ ρ, α̌〉 < (nα + 1)p− δ for all α ∈ Φ+.

A statement formulated for varying p is said to be true for μ sufficiently deep in
C if there is a δ > 0, independent of p, such that the statement is true for all
δ-deep μ ∈ C. The following proposition describes the Jordan-Hölder constituents
of Rw(μ) if μ lies sufficiently deep in an p-alcove.

Proposition 3.5.3. Suppose that C is a p-alcove and that μ ∈ X(T ) lies sufficiently
deep in C. Then the Jordan-Hölder constituents of Rw(μ) are the F (λ) with λ
restricted such that there exist σ ∈ W0, ν ∈ X(T ) with σ · (μ + (w − p)ν − ρ)
dominant and

σ · (μ+ (w − p)ν − ρ) ↑ w0 · (λ− pρ).

Proof. See [Her09][5.7].





Chapter 4

Hecke Algebras

4.1 The finite Hecke Algebra
Let G be a connected reductive group defined and split over Fq with corresponding
Frobenius map F . We keep the notations B, U and T as introduced before. We
have the representation Fq[U

F\GF ], where g ∈ GF acts by multiplication with g−1

from the right. Note that Fq[U
F\GF ] is isomorphic to the induced representation

IndGF

UFFq.
Recall that (GF , BF , NF , S0) is a strongly split BN -pair of characteristic p by

Lemma 1.5.3. In the context of finite Hecke algebras, we will write W
(1)
0 instead

of N(Fq). We are doing this because the superscript ?(1) will always denote an
extension of a group by the torus T (Fq). The length function extends from W0 to
W

(1)
0 by inflation. Recall that for each simple root α, we have defined the subgroups

Xα = UF
α , Gα = φα(SL2)

F and Tα = T F ∩Gα of GF . If s = sα is the corresponding
simple reflection, we will also replace the subscript α by s, i.e. we will write Ts for
Tα and so on.

Definition 4.1.1. The Fq-algebra

H(1)
0 = EndGF (Fq[U

F\GF ])

is called the finite Hecke algebra of G.

Recall that

nα = uα(1)uα(−1)uα(1) = φα

(
0 1
−1 0

)
∈ XαX−αXα ∩N(T )F

for all α ∈ Δ and the image of nα = nsα in W0 is sα. Denote by S
(1)
0 the set of all

nα for α ∈ Δ.

Theorem 4.1.2. There exist elements (τn)n∈W (1)
0

in H(1)
0 such that H(1)

0 has the
following presentation:

• H(1)
0 =

⊕
n∈W (1)

0
Fqτn as Fq-vector spaces.

53
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• τ 2n = −#T−1
α (

∑
t∈Tα

τnt) for all n = nα ∈ S
(1)
0 .

• τn1τn2 = τn1n2 if l(n1n2) = l(n1) + l(n2).

Proof. See [CE04, Prop. 6.8 (i)] and [CE04, Thm. 6.10 (ii)].

In the following, by an H(1)
0 -module, we will always mean a right module and

denote by G0(H(1)
0 ) the Grothendieck group of finitely generatedH(1)

0 right-modules.
This convention is due to the fact that the functor HomFq [GF ](Fq[U

F\GF ], ·) makes
a representation M of GF to an H(1)

0 -right module by

HomFq [GF ](Fq[U
F\GF ],M)×H(1)

0 → HomFq [GF ](Fq[U
F\GF ],M), (f, τ) �→ f(τ(·)).

By Frobenius reciprocity we have canonical isomorphisms

HomFq [GF ](Fq[U
F\GF ],M) ∼= HomFq [UF ](Fq,M) ∼= MUF

.

A classification for the simple H(1)
0 -modules is known, which we are going to

describe in the following. Let λ : T F → F
×
q be a character. We can consider the set

Sλ
0 = {s ∈ S0 : λ(Ts) = 1}

and some subset I ⊆ Sλ
0 . Then, we obtain a character ψ(λ,I) : H(1)

0 → Fq defined by

ψ(λ,I)(τn) =

{
(−1)lλ−1(t), if n = ns1 . . . nslt with s1, . . . , sl ∈ I, t ∈ T

0, if n /∈ 〈(ni)i∈I , T 〉.

Theorem 4.1.3. Every simple module of H(1)
0 is of the form ψ(λ,I) for some char-

acter λ : T (Fq) → F
×
q and a subset I ⊆ Sλ

0 . They are pairwise non-isomorphic.

Proof. See [CE04, Thm. 6.10 (iii)].

Theorem 4.1.4. (i) The functor HomFq [GF ](Fq[U
F\GF ], ·) from the category of

finite dimensional representations of GF to the category of finitely generated
H(1)

0 -right modules induces a bijection between the isomorphism classes of sim-
ple objects of both categories.

(ii) Under the bijection of (i) the simple module F(λ,I) is mapped to ψ(λ,I).

Proof. See [CE04, Thm. 6.12].

Corollary 4.1.5. The assignment F(λ,I) �→ ψ(λ,I) induces an isomorphism between
the Grothendieck groups G0(Fq[G(Fq)]) and G0(H(1)

0 ).
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4.2 The pro-p Iwahori Hecke Algebra
In this section, we describe the structure of pro-p Iwahori Hecke algebras. For more
details on anything stated here, see [Vig05]. Let G be a split connected reductive
group split over L. For convenience, further assume that the root datum of G is
irreducible. As before, let T be a maximal torus split over L, N the normalizer of T
and B = TU a Borel subgroup defined over L containing T with unipotent radical
U .
The groups G, T and U can be defined over OL. We fix such a model. Hence,

we may speak of OL- and Fq-rational points.
The Iwahori subgroup I ⊆ G(OL) is the preimage of B(Fq) with respect to the

reduction map and its unique pro-p Sylow subgroup I(1), the preimage of U(Fq), is
called the pro-p Iwahori subgroup.

N(L)/T (L) identifies with the finite Weyl groupW0 ofG. The groupN(L)/T (OL)
is isomorphic to the semidirect product W0 � Y (T ) with the natural action of W0

on Y (T ). We can consider Y (T ) as a subgroup of W by mapping a cocharacter γ
to γ(πL), where πL ∈ L is a prime element.
As before, we will use the notation wey for the element (w, y) ∈ W0 � Y (T ).

This has the advantage that we can write the multiplication of cocharacters multi-
plicatively in W and additively in Y (T ), i.e. exey = ex+y.
We will need to consider the group W (1) = N(L)/T (1 + πLOL). It is related to

W by the exact sequence

1 → T (Fq) → W (1) → W → 1.

Note that this sequence does not split in general. However, it splits for G = GLn.

As before, we have the elements nsα = nα = φα

(
0 1
−1 0

)
and hα(t) =

φα

(
t 0
0 t−1

)
= α̌(t) for α ∈ Φ. We will write ns for nα if s = sα ∈ S0 and

ns = hα0(πL)nα0 if s = s0 and hs = hα for s = sα ∈ S0 and hs0 = hα0 . We set
Ts(Fq) := hs(F

×
q ) if s is either a reflection, i.e. of the form sα for some α ∈ Φ or

s = s0. This is compatible with the notations of the previous section.

Definition 4.2.1. The integral pro-p Hecke algebra is the ring

H(1)
Z := EndZ[G(L)]Z[I

(1)\G(L)],

where g ∈ G acts on I(1)\G(L) by multiplying with g−1 from the right. Its scalar
extension H(1) = H(1)

Z ⊗Z Fq is the pro-p Iwahori Hecke algebra.

Both of these algebras have a nice description in terms of generators and rela-
tions. We have the decomposition G(L) =

∐
w∈W (1) I(1)wI(1) (cf. [Vig05, Thm.6]),

which implies that H(1)
Z identifies with the free Z-module generated by the double

cosets I(1)wI(1) for w ∈ W (1). Denote by τw ∈ H(1)
Z the element corresponding to

I(1)wI(1) and also its image in H(1).

Theorem 4.2.2. H(1)
Z has the following presentation:
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- H(1)
Z =

⊕
w∈W (1) Zτw as Z-modules.

- τ 2σ = qτσ2 + τσ
∑

t∈Ts(Fq)
τtn−1

s σ for all σ ∈ S(1) lifting s ∈ S.

- τw1τw2 = τw1w2 if l(w1w2) = l(w1) + l(w2).

Proof. See [Vig05, Thm. 1]

Corollary 4.2.3. H(1) has the following presentation:

- H(1) =
⊕

w∈W (1) Fqτw as Fq-vector spaces.

- τ 2σ = τσ
∑

t∈Ts(Fq)
τtn−1

s σ for all σ ∈ S(1) lifting s ∈ S.

- τw1τw2 = τw1w2 if l(w1w2) = l(w1) + l(w2).

We will refer to the relation in the the second line of the presentation as the
quadratic relations and those in the third line as the braid relations.
In particular, we see that H(1)

0 identifies with the subalgebra of H(1) generated
by all {τns}s∈S0 and all {τt}t∈T (Fq), which is isomorphic to H(1)

0 .

4.3 Idempotents and Inclusions
The non pro-p affine Iwahori Hecke algebras of split reductive groups over p-adic
fields do not change when L is replaced by a finite extension: They are given by a
presentation only depending on the root datum. However, this is no longer true for
pro-p Iwahori Hecke algebras because the finite torus is involved in the presentation
of H(1).
Let L′ be a finite extension with inertia degree f and let

W (f) = N(L′)/T (1 + πL′OL′) = W � T (Fqf ).

Then, W (f) and hence the pro-p Iwahori Hecke algebra only depends on the inertia
degree of L′/L. Thus we may speak of pro-p Iwahori Hecke algebras H(i) for each
integer i ≥ 1. If we want to specify in which algebra an expression is supposed to
be read, we write τ (i)w instead of τw.
One could naively try to use the injective homomorphism τ

(1)
w �→ τ

(i)
w of vector

spaces induced by the inclusion W (1) ⊆ W (i) to obtain an injection of algebras.
However, this is not compatible with the quadratic relation, because the sum in
this relation depends on the residue field.
Now, let m be the rank of T and denote by T̂ (Fqi) the set of characters from

T (Fqi) to F
×
q . For each λ ∈ T̂ (Fqi), we can define

ε
(i)
λ := (−1)m

∑
t∈T (Fqi )

λ−1(t)τt ∈ Fq[T (Fqi)] ⊆ H(i).

An immediate calculation shows that {ε(i)λ }λ∈T̂ (Fqi )
is a system of pairwise orthog-

onal idempotents with 1 =
∑

λ∈T̂ (Fqi )
ελ. W (i) operates on T̂ (Fqi) from the left by

(wλ)(t) := λ(w−1tw). Note that λ(w−1tw) makes sense because T (Fqi) is normal in
W (i).
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Lemma 4.3.1. For λ ∈ T̂ (Fqi) and w ∈ W (i), we have ε
(i)
λ τ

(i)
w = τ

(i)
w ε

(i)

w−1λ.

Proof. It suffices to treat the case i = 1. Since the length of each t ∈ T (Fq) is zero,
we get by the braid relations:

ελτw = (−1)m(
∑

t∈T (Fq)

λ−1(t)τt)τw = (−1)m
∑

t∈T (Fq)

λ−1(t)τtw

= (−1)m
∑

t∈T (Fq)

λ−1(t)τww−1tw = (−1)m
∑

t∈T (Fq)

λ−1(t)τwτw−1tw

= τw(−1)m
∑

t∈T (Fq)

λ−1(t)τw−1tw = τw(−1)m
∑

t∈T (Fq)

λ−1(wtw−1)τt

= τwεw−1λ

Denote by S̃ the set of all elements of sα ∈ W0, i.e. the set of all conjugates of S0

in W0. As W0 is a factor group of W (1), W (1) acts on S̃ by conjugation. Recall that
we have defined a torus Ts for each s ∈ S̃. For s ∈ S̃, and two integers i dividing j,
we set

ε(i,j)s : =
∑

λ∈T̂ (F
qj

),λ(Ts(Fqj
))=1

ε
(j)
λ +

∑
λ∈T̂ (F

qj
),λ(Ts(Fqi )) �=1

ε
(j)
λ

= 1−
∑

λ∈T̂ (F
qj

),λ(Ts(Fqj
)) �=1,λ(Ts(Fqi ))=1

ε
(j)
λ .

Because all summands are pairwise orthogonal idempotents, the ε(i,j)s are idem-
potents. These will help us to define an injective algebra homomorphism from H(i)

to H(j). The plan is to use the naive map but multiplying by ε
(i,j)
s . “Leaving out“

the idempotents in the sum in the second line fixes the quadratic relation but the
map will still remain injective because we have not left out too much.

Lemma 4.3.2. (i) For s ∈ S̃ and w ∈ W (j) we have: ε
(i,j)
s τ

(j)
w = τ

(j)
w ε

(i,j)

w−1sw.

(ii) ε
(i,j)
s τ

(j)
ns = τ

(j)
ns ε

(i,j)
s for all s ∈ S0 and ε

(i,j)
sα0

τ
(j)
ns0

= τ
(j)
ns0

ε
(i,j)
sα0

.
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Proof. (i): Using Lemma 4.3.1 we obtain

ε(i,j)s τ (j)w =

⎛
⎜⎝ ∑

λ∈T̂ (F
qj

),λ(Ts(Fqj
))=1

ε
(j)
λ +

∑
λ∈T̂ (F

qj
),λ(Ts(Fqi )) �=1

ε
(j)
λ

⎞
⎟⎠ τ (j)w

= τ (j)w

⎛
⎜⎝ ∑

λ∈T̂ (F
qj

),λ(Ts(Fqj
))=1

ε
(j)

w−1λ +
∑

λ∈T̂ (F
qj

),λ(Ts(Fqi )) �=1

ε
(j)

w−1λ

⎞
⎟⎠

= τ (j)w

⎛
⎜⎝ ∑

λ∈T̂ (F
qj

),λ(w−1Ts(Fqj
)w)=1

ε
(j)
λ +

∑
λ∈T̂ (F

qj
),λ(w−1Ts(Fqi )w)�=1

ε
(j)
λ

⎞
⎟⎠

= τ (j)w

⎛
⎜⎝ ∑

λ∈T̂ (F
qj

),λ(Tw−1sw(F
qj

))=1

ε
(j)
λ +

∑
λ∈T̂ (F

qj
),λ(Tw−1sw(Fqi )w)�=1

ε
(j)
λ

⎞
⎟⎠

= τ (j)w ε
(j)

w−1sw

(ii): This follows from (i) taking w = ns for for s ∈ S.

Recall that W (i)
aff is the preimage of Waff in W (1) and that Ω(i) is the preimage

of Ω. Let H(i)
aff be the subspace of basis (τw)w∈W (i)

aff
. Using induction on the word

length and the presentation of H(i) one sees that H(i)
aff is a subalgebra of H(i). We

have an isomorphism
H(i) ∼= Fq[Ω

(i)]⊗̂Fq [T (Fqi )]
H(i)

aff

where ⊗̂ denotes the usual tensor product as a module over Fq[T (Fqi)] and the
multiplication is twisted such that

τu ⊗ τw · τu′ ⊗ τw′ = τuu′ ⊗ τu′−1wu′τw′

(see Corollary 3 in [Vig05]).
We will now use this decomposition to construct our map from H(i) to H(j) by

constructing it first on the affine part. So, define ϕi,j : H(i)
aff → H(j)

aff as the Fq-linear
extension of

ϕi,j(τ
(i)
w ) =

⎛
⎜⎝ ∏

(α,k)∈Φ+
aff∩wΦ−aff

ε(i,j)sα

⎞
⎟⎠ τ (j)w ,

where W (1)
aff acts on Φaff by inflation. We can make this definition more explicit:

If w = tns1 . . . nsr is reduced we know the positive affine roots mapped to negative
affine roots by w−1 (see [Bor09][Lemma 2.2.13]) and we obtain

ϕi,j(τ
(i)
w ) = ε(i,j)s1

. . . ε(i,j)s1...sr...s1
τ (j)w .

For example, we have ϕi,j(τ
(i)
ns ) = ε

(i,j)
s τ

(j)
ns for any simple reflection s. This is

obviously Fq[T (Fqi)]-linear. Our first goal is to show that this map is multiplicative.
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Lemma 4.3.3. (i) Let T ′ ⊆ T (Fqj) be any subgroup, λ a character of T ′ and
ελ = (#T ′)−1

∑
t∈T ′ λ

−1(t)τ
(j)
t .Further let μ ∈ T̂ (Fqj). Then we have

ελε
(j)
μ =

{
ε
(j)
μ , if μ|T ′ = λ,

0, if μ|T ′ �= λ.

(ii) For s ∈ S̃, we set ε(i)1,s = ε1 as in part (i) for T ′ = Ts(Fq(i)); then

ε
(i)
1,sε

(i,j)
s = ε

(j)
1,sε

(i,j)
s .

Proof. (i): Let t1, . . . , tr be a system of representatives for T (Fqj)/T
′. We get

ελε
(j)
μ = ελ(−1)m

∑
t∈T (F

qj
)

μ−1(t)τ
(j)
t

= ελ(−1)m
∑
t∈T ′

r∑
l=1

μ−1(ttl)τ
(j)
ttl

= ελ(−1)m
∑
t∈T ′

μ−1(t)τ
(j)
t

r∑
l=1

μ−1(tl)τ
(j)
tl

= ελεμ|T ′

r∑
l=1

μ−1(tl)τ
(j)
tl

.

Now the product ελεμ|T ′ is either 0 or ελ. In the first case this yields the result
immediately and in the second case we have to read the above calculation backwards
without the factor ελ at the beginning of each line.
(ii): Using part (i) and the definition of ε(i,j)s we get

ε
(i)
1,sε

(i,j)
s =

∑
λ∈T̂ (F

qj
),λ(Ts(Fqi ))=1

ε
(j)
λ = ε

(j)
1,sε

(i,j)
s .

Proposition 4.3.4. ϕi,j : H(i)
aff → H(j)

aff is a homomorphism of Fq[T (Fqi)]-algebras.

Proof. By Fq[T (Fq)]-linearity it suffices to show that

ϕi,j(ττ
(i)
w ) = ϕi,j(τ)ϕi,j(τ

(i)
w )

for τ ∈ H(i)
aff and w ∈ W

(i)
aff . By induction on the length of w it suffices to treat the

case w = ns ∈ S(1), because this case implies for l(wns) = l(w)− 1

ϕi,j(ττ
(i)
w ) = ϕi,j(ττ

(i)

wn−1
s
τ (i)ns

) = ϕi,j(ττ
(i)

wn−1
s
)ϕ(τ (i)ns

)

= ϕi,j(τ)ϕi,j(τ
(i)

wn−1
s
)ϕi,j(τ

(i)
ns
) = ϕi,j(τ)ϕi,j(τ

(i)

wn−1
s
τ (i)ns

)

= ϕi,j(τ)ϕi,j(τ
(i)
w ).



60 4.3. IDEMPOTENTS AND INCLUSIONS

Hence, we are reduced to showing the ”w = ns”-case and we may assume that
τ = τ

(i)
v for some v ∈ W

(1)
aff by linearity.

Let us first assume that l(vns) = l(v) + 1 and assume that v = tns1 . . . nsr is
reduced such that vns = tns1 . . . nsrns is reduced. We obtain using Lemma 4.3.2 (i):

ϕi,j(τ
(i)
v τ (i)ns

) = ϕi,j(τ
(i)
vns

) = ε(i,j)s1
. . . ε(i,j)s1...sr...s1

ε(i,j)s1...srssr...s1
τ (j)vns

= ε(i,j)s1
. . . ε(i,j)s1...sr...s1

τ (j)v ε(i,j)s τ (j)ns
= ϕi,j(τ

(i)
v )ϕi,j(τ

(i)
ns
).

On the other hand, if l(vns) = l(v)− 1, we have

ϕi,j(τ
(i)
v τ (i)ns

) = ϕi,j(τ
(i)

vn−1
s
τ (i)ns

2
) = −ϕi,j(τ

(i)

vn−1
s
ε
(i)
1,sτ

(i)
ns
) = −ϕi,j(τ

(i)

vn−1
s
τ (i)ns

)ε
(i)
1,s.

By the first case this becomes

ϕi,j(τ
(i)
v τ (i)ns

) = −ϕi,j(τ
(i)

vn−1
s
)ϕi,j(τ

(i)
ns
)ε

(i)
1,s = −ϕi,j(τ

(i)

vn−1
s
)ε

(i)
1,sε

(i,j)
s τ (j)ns

With Lemma 4.3.3 (ii) we can conclude that

ϕi,j(τ
(i)
v τ (i)ns

) = −ϕi,j(τ
(i)

vn−1
s
)ε

(j)
1,sε

(i,j)
s τ (j)ns

= ϕi,j(τ
(i)

vn−1
s
)ε(i,j)s

2
τ (j)ns

2
= ϕi,j(τ

(i)

vn−1
s
)ϕi,j(τ

(i)
ns
)2

and using the first case again we obtain

ϕi,j(τ
(i)
v τ (i)ns

) = ϕi,j(τ
(i)

vn−1
s
)ϕi,j(τ

(i)
ns
)ϕi,j(τ

(i)
ns
) = ϕi,j(τ

(i)

vn−1
s
τ (i)ns

)ϕi,j(τ
(i)
ns
)

= ϕi,j(τ
(i)
v )ϕi,j(τ

(i)
ns
).

This finished the proof.

Our next goal is to see that ϕi,j is injective. For this we have to examine how
much information is lost by multiplying with ε

(i,j)
s and compute their product.

Lemma 4.3.5. (i) Let I ⊆ S̃ be a nonempty subset. For J ⊆ I, denote by MI,J

the set of all λ ∈ T̂ (Fqj) such that λ(Ts(Fqj)) = 1 for s ∈ J and λ(Ts(Fqi)) �= 1
for s ∈ I \ J . Then ∏

s∈I
ε(i,j)s =

∑
J⊆I

∑
λ∈MI,J

ε
(j)
λ .

(ii) ε
(i)
λ

∏
s∈I ε

(i,j)
s �= 0 for any λ ∈ T̂ (Fqi).

Proof. (i): We proceed by induction on the cardinality of I. If I consists of a single
reflection, the claim is precisely the definition of ε(i,j)s . For the general case fix some
s̄ ∈ I and let I0 := I \ {s̄}. By the induction hypothesis, we get∏

s∈I
ε(i,j)s = (

∏
s∈I0

ε(i,j)s )ε
(i,j)
s̄ = (

∑
J⊆I0

∑
λ∈MI0,J

ε
(j)
λ )(

∑
J⊆{s̄}

∑
λ∈M{s̄},J

ε
(j)
λ )

=
∑
J⊆I0

(
∑

λ∈MI,J∪{s̄}

ε
(j)
λ +

∑
λ∈MI,J

ε
(j)
λ ) =

∑
J⊆I

∑
λ∈MI,J

ε
(j)
λ .
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(ii): Let J0 = {s ∈ I : λ(Ts(Fqi)) = 1}. It suffices to show that there exists
a μ ∈ T̂ (Fqj) such that μ|T (Fqi )

= λ and μ(Ts(Fqj)) = 1 if s ∈ J0, because then

ε
(i)
λ

∏
s∈I ε

(i,j)
s is a sum of orthogonal idempotents which contains ε(j)μ precisely once

as a summand by Lemma 4.3.3 (i) and part (i) due to the fact that μ ∈ MI,J0 and
all the MI,J are pairwise disjoint.
Now, after the choice of a basis of X(T ), λ is given by m integers well-defined

modulo qi − 1. If we choose these integers all in {0, . . . , qm − 2} and restrict the
corresponding algebraic character to T (Fqj) we obtain a lift with the needed prop-
erties.
Proposition 4.3.6. The Fq[T (Fqi)]-algebra homomorphism ϕi,j : H(i)

aff → H(j)
aff is

injective.

Proof. We choose a system of representatives Ẇaff = {ẇ}w∈Waff
for W (i)

aff/T (Fqi).
Then H(i)

aff is a free Fq[T (Fqi)]-module with basis {τ (i)ẇ }w∈Waff
. Now let

0 = ϕi,j(
∑

ẇ∈Ẇaff

(
∑

λ∈T̂ (Fqi )

cw,λε
(i)
λ )τ

(j)
ẇ )

=
∑

ẇ∈Ẇaff

(
∑

λ∈T̂ (Fqi )

cw,λε
(i)
λ )(

∏
(α,k)∈Φ+

aff∩wΦ−aff

ε(i,j)sα )τ
(j)
ẇ .

Then
(

∑
λ∈T̂ (Fqi )

cw,λε
(i)
λ )(

∏
(α,k)∈Φ+

aff∩Φ−aff

ε(i,j)sα ) = 0

for each w ∈ Waff and hence all cw,λ = 0 by Lemma 4.3.5 (ii).

Now we can extend ϕi,j to H(i) by

H(i) = Fq[Ω
(i)]⊗Fq [T (Fqi )]

H(i)
aff

id⊗ϕi,j−−−−→Fq[Ω
(i)]⊗Fq [T (Fqi )]

H(j)
aff

=Fq[Ω
(i)]⊗Fq [T (Fqi )]

Fq[T (Fqj)]⊗Fq [T (F
qj

)] H(j)
aff

=Fq[Ω
(j)]⊗Fq [T (F

qj
)] H(j)

aff = H(j).

We will also denote this homomorphism by ϕi,j.
Theorem 4.3.7. ϕi,j : H(i) → H(j) an injective homomorphism of Fq[T (Fqi)]-
algebras.

Proof. The injectivity follows from the injectivity of ϕi,j : H(i)
aff → H(i)

aff and the
fact that Fq[Ω

(i)] is free and hence flat over Fq[T (Fqi)]. For u ∈ Ω(i) and w ∈ W
(i)
aff

we have
τ (j)u ϕi,j(τ

(i)

u−1wu) = ϕi,j(τ
(i)
w )τ (j)u

by Lemma 4.3.2 (ii) and the definition of ϕi,j. This shows that ϕi,j is indeed multi-
plicative.
Remark 4.3.8. An analogous construction yields injective algebra homomorphisms
for the case of finite Hecke algebras. It is even simpler in this case because the
intermediate step using the affine Hecke algebra is not needed because of the absence
of the group Ω(i) in this setting.
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4.4 Supersingular H(1)-Modules

For any commutative ring R with unit, let H(1)
R be the R-algebra H(1)

Z ⊗Z R. We
take R = Z[q−1/2]. As R is torsion free and hence flat over Z, H(1)

Z ⊆ H(1)
R is a

subalgebra. According to [Vig05, Prop. 4], there exists a unique ring morphism θ =

θ− : R[Y (T )(1)] → H(1)
R such that θ(y) = τy whenever y ∈ Y (T )(1) is antidominant,

by which we mean that its image in Y (T ) is antidominant. If w = eyv ∈ W (1) with
v ∈ W

(1)
0 and y ∈ Y (T )(1), we set

Ew = q
l(w)−l(ey)−l(v)

2 θ(y)τv.

It can be shown (cf. [Vig05, Prop. 7]) that the elements Ew lie in H(1)
Z . We will

write shortly Ey for Eey when y ∈ Y (T )(1).

Theorem 4.4.1. (i) (Ew)w∈W (1) is a Z-basis of H(1)
Z . It is called the Bernstein-

basis.

(ii) (Ey)y∈Y (T )(1) is a Z-basis of A(1)
Z := im(θ) ∩ H(1)

Z . A(1)
Z is presented by the

relations

Ey1Ey2 = q
l(ey1 )+l(ey2 )−l(ey1+y2 )

2 Ey1+y2 for y1, y2 ∈ Y (T )(1).

Proof. See [Vig05, Thm. 2, Lemma 3].

The Bernstein basis allows us to define an operation of W0 on A(1)
Z by

wEy := Ew(y).

Using this we can describe the center of H(1)
Z .

Theorem 4.4.2. (i) The center Z(1)
Z of A(1)

Z is equal to (A(1)
Z )W0. It has the Z-

basis z{y} :=
∑

x∈W0y
Ex, where y runs through the W0-orbits in Y (T )(1). A(1)

Z

and H(1)
Z are finitely generated Z(1)

Z -modules.

(ii) The center of H(1) is Z(1) = Z(1)
Z ⊗Z Fq.

Proof. See [Vig14, Thm. 1.2, 1.3].

By anH(1) (orH(1)
aff )-module we will always denote a right module. This conven-

tion is due to the fact that the functor of I(1)-invariants naturally yields H(1)-right
modules. Now, letM be any H(1)-module with a central character. This will be the
case in particular, if M is simple and finite dimensional (the last assumption being
a consequence of the first). As Z(1) is the center of H(1), Z(1) acts by a character
ω = ωM : Z(1) → Fq on M which we will call the central character of M .

Definition 4.4.3. (i) A character ω : Z(1) → Fq is called supersingular if ω(z{y}) =
0 for each y ∈ Y (T )(1) with l(y) > 0.
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(ii) A nonzero H(1)-module M with a central character ωM is called supersingular
if ωM is supersingular.

The notion of supersingularity can also be extended to modules without a central
character (see [Oll12][5.10]). However, this is technically more complicated and we
shall not need the definition in this generality because we will only be interested in
simple supersingular modules. There is a nice description of simple supersingular
modules involving characters of H(1)

aff . Let us first give a classification of characters
of the affine Hecke algebra. For this, we consider the set of all tuples (λ, I) such
that λ : T (Fq) → F

×
q is a character and I ⊆ S.

Proposition 4.4.4. The Fq-characters of H(1)
aff are all defined over Fq. They are

parametrized by pairs (λ, I) such that I ⊆ Sλ := {s ∈ S : λ(Ts(Fq)) = 1}. The
character χ = χ(λ,I) associated with (λ, I) is given by:

• χ(τt) = λ−1(t) for all t ∈ T (Fq).

• χ(τns) = 0 if s ∈ S \ I.

• χ(τns) = −1 if s ∈ I.

Proof. See [Vig05, Prop. 2].

Note that this classification induces an obvious map from characters of H(1)
0 to

characters of H(1)
aff .

There are two distinguished characters ofH(1)
aff , namely χtriv = χ(1,∅) and χsign =

χ(1,S), where 1 denotes the trivial character of T (Fq). Now suppose, λ0 is a character
of T (Fq) trivial on Ts for each s ∈ S. Then, we can define the twist of χ(λ,I) by λ0

as χ(λ0λ,I). Note that we still have I ⊆ Sλ0λ because of the condition imposed on
λ0. We will say that χ is a twist of χ′, if there exists some λ0 as above such that χ′

is the twist of χ by λ0. This yields a classification of supersingular simple modules:

Theorem 4.4.5. Suppose that the root system of G is irreducible. A simple H(1)-
module is supersingular if and only if it contains a character of H(1)

aff that is not a
twist of χtriv or χsign.

Proof. This is [Oll12] Thm. 5.14.

We will now give an operation of Ω on the tuples (λ, I). For u ∈ Ω, we set
uI := uIu−1 which is at least contained in S, as Ω normalizes S. Additionally,
we let Ω act on the characters of T (Fq) by the projection to W0, i.e. if u = wey,
uλ(t) = λ(w−1tw). So, we can define u(λ, I) = (uλ,u I).

Lemma 4.4.6. (i) The Ω-action restricts to an action on those tuples (λ, I) such
that I ⊆ Sλ := {s ∈ S : λ(Ts(Fq)) = 1}.

(ii) Ω ∩ Y (T ) acts trivially on the tuples (λ, I) such that I ⊆ Sλ.
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Proof. (i): Let u = wey ∈ Ω, s ∈ S and α ∈ Φ such that hs = α̌. We need to show
that uλ(Tus(Fq)) = 1. We have

Tus = Twsαw−1ey′ = Twsαw−1 = Tsw(α)
= im((wα)̌) = wim(α̌) = wTs,

where y′ = 0 if us ∈ S0 and y′ = α0 if us = s0. This implies

Tus(Fq) =
wTs(Fq),

and hence
uλ(Tus(Fq)) = λ(w

−1wTs(Fq)) = λ(Ts(Fq)) = 1.

(ii): By definition, Ω ∩ Y (T ) acts trivially on all λ. Hence, it suffices to show
that Ω∩Y (T ) is central in W . For this it suffices that any y ∈ Ω∩Y (T ) commutes
with any s ∈ S0, as Y (T ) is abelian. We can compute the length of y by

0 = l(ey) = |
∑
α∈R+

(α, y)|

(cf. [Bor09, Satz 2.3.4]). This yields (α, y) = 0 for all α ∈ Δ and hence sα(y) = 0,
which implies eysα = sαe

y.

Part (ii) of the previous lemma shows that the image of Ω under the projection
W � W0 acts on the tuples (λ, I) such that I ⊆ Sλ. We will denote this image by
Ω0. This is a finite abelian group. Denote its order by n. Note that this will not
cause any confusion when G = GLn, as Ω0 is generated by an n-cycle in this case.

Lemma 4.4.7. (i) (Y (T )(1))W0 is contained in the center of W (1).

(ii) (Y (T )(1))W0 ⊆ Ω(1).

(iii) Ω(1) ∩ Y (T )(1) = 〈T (Fq), (Y (T )(1))W0〉 and (Y (T )(1))W0 ∩ T (Fq) = T (Fq)
W0.

Proof. (i): This follows immediately from the facts that Y (T )(1) is commutative as
a quotient of T (L), and that W (1) is generated by W

(1)
0 and Y (T )(1).

(ii): Let y ∈ (Y (T )(1))W0 with image y0 ∈ Y (T )W0 . Then l(y0) = 0, which
implies y0 ∈ Ω and hence y ∈ Ω(1).
(iii): The inclusion from the right to the left is clear by (ii). Any element

Ω(1) ∩ Y (T )(1) has its image in Ω ∩ Y (T ) = Y (T )W0 under the natural projection
by definition. Hence it is congruent to some element of (Y (T )(1))W0 modulo T (Fq).
We have the second equality as

(Y (T )(1))W0 ∩ T (Fq) = (Y (T )(1) ∩ T (Fq))
W0 = T (Fq)

W0 .

Proposition 4.4.8. There exists a canonical bijection between

• the Ω0-orbits of cardinality n of triples (λ, I, ω) such that I ⊆ Sλ and ω :

(Y (T )(1))W0 → F
×
q is a character which coincides with λ−1 on T (Fq)

W0 and
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• the isomorphism classes of simple H(1)-modules of dimension n containing a
character of H(1)

aff .

Such a module M associated with (λ, I, ω) satisfies

M ∼=
⊕

(μ,J)∈Ω0(λ,I)

χ(μ,J)

as an H(1)
aff -module. If M is supersingular, and given by a triple (λ, I, ω), its central

character χλ,ω is determined by

χλ,ω(z{y}) =

⎧⎪⎨
⎪⎩
ω(u)

∑
t′∈W0t

λ−1(t′), if y = tu with t ∈ T (Fq),

u ∈ (Y (T )(1))W0 , i.e. l(y) = 0

0, if l(y) > 0.

Proof. This is [Vig05, Prop. 3]. As this proposition is of central importance for us,
we will give a detailed proof here. We first construct a map from the first to the
second set. So let (λ, I, ω) be a representative of such an orbit and χ = χ(λ,I). Let
H̃(1) be the submodule of H(1) generated by the elements τuw with u ∈ (Y (T )(1))W0

(viewed as an element of W (1)) and w ∈ W
(1)
aff . This is indeed a subalgebra of H(1),

as (Y (T )(1))W0 ⊆ Ω(1) normalizesW (1)
aff . Since (Y (T )(1))W0 is contained in the center

of W (1), there exists a unique extension of χ and ω to a character of H̃(1), which we
will denote by χω.
Now we set

M(χω) := χω ⊗H̃(1) H(1).

As v := 1⊗ 1 is an eigenvector for the character χ of H(1)
aff , this module contains a

character of H(1)
aff . If u1 ∈ Ω(1) is a lift of u ∈ Ω, vτu1 is an eigenvector for χu−1 (λ,I).

As these elements are a basis of M(χω) as an Fq-vector space, and the number of
those characters is precisely n by assumption, we have dimM(χω) = n.
So, it remains to show that M(χω) is simple. Let M ′ ⊆ M(χω) be a nonzero

submodule and v =
∑r

i=1 viai ∈ M ′, where r ≥ 1, all vi are characters of H(1)
aff

associated with elements of the Ω0-orbit of (λ, I) and all ai �= 0. If r = 1, we are
done, because this implies that M ′ contains all the Ω0-conjugates of χ. This shows
in particular, that M(χω) does not depend on our initial choice of a representative
(λ, I). Thus, we may assume r ≥ 2. As the vi are distinct, we can find an f ∈ H(1)

aff

such that vr(f) �= vr−1(f) and assume vr(f) �= 0 without loss of generality. This
implies

0 �= v − vf
1

vr(f)
∈ M ′ ∩

r−1∑
i=1

viFq.

Induction leads to the case r = 1.
Conversely, let M be a module as in the statement of the proposition and χ =

χ(λ,I) a character contained in M . As above, M contains all the χu(λ,I) for u ∈ Ω0

and the vector space generated by those characters is a submodule. Hence, its
dimension, which coincides with the length of the Ω0-orbit of (λ, I), must be n
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and as there is only one orbit, this does not depend on the choice of the character
χ. As M is simple, it contains a central character and by restriction, we obtain
ω : (Y (T )(1))W0 → F

×
q .

Now, we check that these constructions are inverse to each other. Obviously,
the first one followed by the second one yields the identity. So let us start with a
simple n-dimensional moduleM containing χ = χ(λ,I) on which (Y (T )(1))W0 acts by
ω. As M and M(χω) are simple, it suffices to show, that there exists a nontrivial
homomorphism between them. For this we observe that

0 �= HomH̃(1)(χω,M) = HomH̃(1)(χω,HomH(1)(H(1),M))

= HomH(1)(χω ⊗H̃(1) H(1),M) = HomH(1)(M(χω),M).

The description of the central characters is obvious.

Note that if n > 1 in the previous proposition, the supersingularity of M is
automatically given by Theorem 4.4.5 because sign- and trivial characters have
Ω0-orbits of length 1.

4.5 Supersingular Modules for GLn

We will now specialize to the case, where G = GLn with n ≥ 2. As there is a
canonical splitting of W → W (1), we may view Y (T ) and (Y (T ))W0 as subgroups
of Y (T )(1).
Fix λ : T (Fq) → F

×
q and ω : (Y (T ))W0 → F

×
q . Note that, by the choice of πL, fix-

ing ω is the same as fixing z = ω(diag(πL, . . . , πl)) ∈ F
×
q . We have a homomorphism

of Fq-vector spaces χλ,ω : Z(1) → Fq given by

χλ,ω(z{y}) =

⎧⎪⎨
⎪⎩
ω(u)

∑
t′∈W0t

λ−1(t′), if y = tu with t ∈ T (Fq),

u ∈ (Y (T ))W0 , i.e. l(y) = 0

0, if l(y) > 0.

Note that χλ,ω = χwλ,ω for all w ∈ W0. We know that χλ,ω is a character if there
is an I ⊂ Sλ such that #Ω0(λ, I) = n by Proposition 4.4.8. This will not be
true in general. However, we can always achieve this by replacing λ by another
representative of its W0-orbit, which leads to the same χλ,ω:
First consider the case that wλ �= λ for all w ∈ W0 \ {1}. Then the elements

uλ for u ∈ Ω0 are all distinct and we may take I = ∅. Now assume, that we can
find 1 �= w ∈ W0 such that wλ = λ. This means that we can find 1 ≤ i < j ≤ n
such that (i, j) acts trivially on λ. By conjugation, we can assume i = 1 and j = 2.
Then, (1, 2) ∈ Sλ and we can take I = {(1, 2)} which gives the desired result as
#Ω0I = n. As the map χλ,ω does not depend on the representative λ ∈ W0λ, this
shows that they are all supersingular characters of Z(1).
Now we want to answer the question when two such supersingular characters

coincide. First we need a technical lemma:
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Lemma 4.5.1. Let R be any integral domain and a1, . . . , an ∈ R. For any 1 ≤ i ≤
n, the multiplicity of ai as a root of

n∑
i=0

(−1)iX i
∑

j1<...<jn−i

n−i∏
k=1

ajk

is precisely #{j ∈ {1 . . . , n} : ai = aj}.
Proof. We have to show

n∑
i=0

(−1)iX i
∑

j1<...<jn−i

n−i∏
k=1

ajk =
n∏

i=1

(ai −X).

We proceed by induction on n. For n = 1, the claim is trivial and by induction, it
suffices to remark that

(
n−1∑
i=0

(−1)iX i
∑

j1<...<jn−1−i

n−1−i∏
k=1

ajk)(an −X)

=
n−1∑
i=0

(−1)iX i
∑

j1<...<jn−i=n

n−i∏
k=1

ajk)

−
n−1∑
i=0

(−1)iX i+1
∑

j1<...<jn−1−i

n−1−i∏
k=1

ajk

=
n−1∑
i=0

(−1)iX i
∑

j1<...<jn−i=n

n−i∏
k=1

ajk)

+
n∑

i=1

(−1)iX i
∑

j1<...<jn−i �=n

n−i∏
k=1

ajk

=
n∑

i=0

(−1)iX i
∑

j1<...<jn−i

n−i∏
j=1

aj

Proposition 4.5.2. Every supersingular character of Z(1) is of the the form χλ,ω

for some λ : T (Fq) → F
×
q and ω : (Y (T ))W0 → F

×
q . We have χλ1,ω1 = χλ2,ω2 if and

only if ω1 = ω2 and W0λ1 = W0λ2.

Proof. As H(1) is finitely generated as a Z(1)-module every supersingular character
χ of Z(1) is the central character of some supersingular simple finite dimensional
module, a quotient of χ ⊗Z(1) H(1). But those are of the form χλ,ω by Proposition
4.4.8.
Additionally, we already know the ”if”-statement. As (Y (T ))W0 is a subgroup of

Z(1)×, we can recover ω from χ. So it suffices to show that W0λ can be recovered
from χ. Let α be a generator of F×

q . Let ti be the diagonal matrix with (i, i)-entry α



68 4.5. SUPERSINGULAR MODULES FOR GLN

and all other diagonal entries equal to 1. If we let αmi = λ−1(ti), W0λ is determined
by the numbers mi modulo q − 1 with their multiplicities. Denoting by M(i) the
diagonal matrix with the first i entries equal to α and the other ones equal to 1, we
get these from χ by considering the polynomial

f(X) =
∑

(−1)iX iχ(z{M(n−i)}) =
∑

(−1)iX i
∑

1≤j1<...<jn−i≤n

n−i∏
k=1

αmjk

and using the previous lemma.

With the help of χλ,ω, we can define the algebra

H(1)
λ,ω := H(1) ⊗Z(1) χλ,ω.

This is a finite dimensional Fq-algebra by Theorem 4.4.2. There is an obvious
dimension-preserving bijection between (simple) modules with central character χλ,ω

over H(1) and (simple) modules over H(1)
λ,ω. Thus, studying n-dimensional simple

supersingular H(1)-modules is equivalent to studying n-dimensional simple H(1)
λ,ω-

modules for all (λ, ω).
We will now examine how simple supersingular modules behave under our in-

clusion construction of section 4.3. Let ϕ = ϕ(1,i) : H(1) → H(i) be that inclusion
for some i ≥ 1. For a simple supersingular H(i)-module M of dimension n we can
ask the question if M is also simple and supersingular considered as a module over
H(1). Let χ(μ,I) be a character of H(i)

aff contained in M and let λ be the restriction
of μ to T (Fq). Clearly, I ⊆ Sλ. However it is not necessary that the Ω0-orbit of
(λ, I) consists of n elements. For example, if i > 1 and μ(diag(t1, . . . , tn)) = tq−1

1 ,
and I = ∅, we have #Ω0(μ, I) = n and #Ω0(λ, I) = 1 if i > 1. As it turns out this
condition already decides our question:

Proposition 4.5.3. With the notations above, the following are equivalent:

(i) M is simple over H(1)

(ii) M is simple and supersingular over H(1)

(iii) #Ω0(λ, I) = n

Proof. Assume (i) and let v ∈ M be an eigenvector for ψ(μ,I) with some μ ∈ T̂ (Fqi)
and I ⊆ Sμ. We will show that v is an eigenvector for χ(λ,I) which proves (ii). As
φ(τ

(i)
t ) = τ

(i)
t for t ∈ T (Fq), we have vτ

(i)
t = vλ−1(t). If s /∈ I, we have

vϕ(τ (1)ns
) = vε(1,i)s τ (i)ns

= vτ (i)ns
ε(1,i)s = 0.

On the other hand, if s ∈ I we need to show that vε(1,i)s = v. Recall that

ε(1,i)s :=
∑

σ∈T̂ (Fqi ),σ(Ts(Fqi ))=1

ε(i)σ +
∑

σ∈T̂ (Fqi ),σ(Ts(Fq)) �=1

ε(i)σ
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For any σ ∈ T̂ (Fqi), we have

χ(μ,I)(ε
(i)
σ ) = (−1)nχ(μ,J)(

∑
t∈T (Fqi )

σ−1(t)τt) = (−1)n
∑

t∈T (Fqi )

μ−1(t)σ−1(t) = δμ−1,σ.

As s ∈ I, μ(Ts(Fqi)) = 1 and hence χ(μ,I)(ε
(1,i)
s ) = 1, which yields vε(1,i)s = v.

Let us now assume (ii). As before, M contains the character ψ(λ,I) as an H(1)
aff -

submodule. By the description of Proposition 4.4.8, we have

M ∼=
⊕

(σ,J)∈Ω0(λ,I)

χ(σ,J)

and we get #Ω0(λ, I) = dim(M) = n.
Finally, (i) follows from (iii) as in the proof of Proposition 4.4.8 where it is shown

that M(χω) is simple.

4.6 Computations on Große-Klönne’s Functor

For this section, assume that G = GLn and L = Qp. In [GK13], Große-Klönne has
constructed two contravariant functors – each corresponding to one of the extremal
simple roots in the Dynkin diagram of GLn and a generator of the group Ω – from
the category of H(1)-modules of finite length to étale (ϕ,Γ)-modules over Fontaine’s
ring OE which induces a bijection between simple supersingular H(1)-modules of
dimension n and irreducible n-dimensional Galois representations. In this section
we will make this bijection explicit so that we can compare our results with it later.
The proofs of Theorem 8.5 and 8.7 in [GK13] give an explicit description how

to compute the tuple (λ, I) from a given Galois representation. We start with a
Galois representation ρ = ind(ωh0

n )⊗μβ as in Proposition 2.1.9 with 0 ≤ h0 ≤ pn−1

primitive and β ∈ F
×
q . The corresponding simple supersingularH(1)-modules are de-

fined by triples (λ, I, ω) as in Proposition 4.4.8. Denote those tuples afforded by the
choice of the root α1 resp. αn−1 by (λ+(ρ), I+(ρ), ω+(ρ)) resp. (λ−(ρ), I−(ρ), ω−(ρ)).
In the following, we shall restrict to carrying out the calculations for the bijection
given by the choice of α1. The other one is calculated completely analogously.
We can write the p-adic expansion of h0

h0 = a1 + a2p+ . . .+ anp
n−1.

As ind(ωh0
n ) does not change when we multiply h0 by p by Proposition 2.1.9 (i),

we may permute the coefficients ai cyclically and thus assume that an is minimal
among the ai. We get

h0 = an
pn − 1

p− 1
+

n−1∑
j=1

(aj − an)p
j−1,
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where all coefficients are between 0 and p− 1 because of the minimality of an. Let

h :=
∑n−1

j=1 (aj − an)p
j−1. Because of ω

pn−1
p−1

n = ω1 we get

ind(ωh0
n )⊗ μβ = ind(ω

h+an
pn−1
p−1

n )⊗ μβ = ind(ωh
n)⊗ ωan

1 μβ.

The associated supersingular H(1)-module is described as follows: Let

h(p− 1) = i0 + i1p . . .+ in−1p
n−1

with 0 ≤ ij ≤ p − 1 and kj = p − 1 − in−j for 1 ≤ j ≤ n. Then λ+ is the unique
character of T (Fq) such that λ+(hsi−1

(x)) = xki and λ+(diag(1, . . . , 1, x)) = x for
x ∈ F

×
q . Here the si are given as in section 1.4. Further set I+ := {si ∈ S :

ki+1 = p − 1} and let b = (−1)n−1λ(diag(−1, . . . ,−1))
∏n−1

i=1 ki!β
n. Let ω+ be

character of Y (T )(1) which maps diag(πL, . . . , πL) to b and extends the restric-
tion of λ−1

+ to T (Fq)
W0 . Then the associated H(1)-module is given by the tuple

(λ+(ρ), I+(ρ), ω+(ρ) = (λ+, I+, ω+).
Now we will give explicit formulas for λ and I involving the ai. We have

h(p− 1) =
n−1∑
j=1

(aj − an)p
j −

n−1∑
j=1

(aj − an)p
j−1 =

n−1∑
j=0

(aj − aj+1)p
j

where we set a0 := an. Let us define numbers δ0, . . . , δn−1 inductively by δ0 = 0 and

δj+1 :=

{
1, if aj − aj+1 − δj < 0

0, if aj − aj+1 − δj ≥ 0

and set δn = 0. By construction,

h(p− 1) =
n−1∑
j=0

(pδj+1 + aj − aj+1 − δj)p
j

is the p-adic expansion of h(p− 1) and hence we get ij = pδj+1 + aj − aj+1 − δj and

kj = p− 1− in−j = p(1− δn−j−1)− (1− δn−j)an−j + an−j−1.

This way we can compute the character

λ+(diag(t1, . . . , tn)) = λ(hs1(t1)hs2(t1t2) . . . hsn−1(t1 . . . tn−1)diag(1, . . . , 1, t1 . . . tn))

= tk21 (t1t2)
k3 . . . (t1 . . . tn−1)

kn(t1 . . . tn)
an

= tk2+...+kn+an
1 tk3+...+kn+an

2 . . . tkn+an
n−1 tann
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We can further calculate the exponents: For l ≥ 2 we have

kl + . . .+ kn = (n− l + 1)(p− 1)−
n−1∑
j=0

ij

= (n− l + 1)(p− 1)− (pδn−l+1 +
n−l∑
j=1

pδl −
n−1∑
j=1

δj − δ0 +
n−l∑
j=0

aj −
n−l+1∑
j=1

aj)

= (n− l + 1)(p− 1)− (pδn−l+1 + (p− 1)
n−l∑
j=1

δj + an − an−l+1)

and hence

kl + . . .+ kn + an = (n− l + 1)(p− 1)− (p− 1)
n−l∑
j=1

−pδn−l+1 + an−l+1

= (p− 1)(n− l + 1−
n−l+1∑
j=1

δl)− δn−l+1 + an−l+1.

So, the character λ is given by

λ+(diag(t1, . . . , tn)) = t
an−1−δn−1

1 t
an−2−δn−2

2 . . . ta1−δ1
n−1 tan−δn

n

and si ∈ I+ if and only if ki+1 = p− 1.
The tuple (λ+, I+) obtained in this way is Ω0-conjugate to the tuple (μ, J) given

by
μ(diag(t1, . . . , tn) = tan−δn

1 t
an−1−δn−1

2 . . . ta2−δ2
n−1 ta1−δ1

n

and sj ∈ J if and only if kj = p− 1.
We can summarize the results of our calculations:

Lemma 4.6.1. With our notations above, we have

λ+(ρ)(diag(t1, . . . , tn) = tan−δn
1 t

an−1−δn−1

2 . . . ta2−δ2
n−1 ta1−δ1

n ,

I+(ρ) = {si ∈ S0 : pδn−i+1 − an−i − an−i+1 − δn−i = 0},
and ω+(ρ) is the character of Y (T )(1) given by λ−1

+ (ρ)|T (Fq)W0 on T (Fq)
W0 such that

ω+(ρ)(diag(πL, . . . , πL)) = (−1)n−1λ(diag(−1, . . . ,−1))
n−1∏
i=1

ki!β
n.

Additionally, we have

λ−(ρ)(diag(t1, . . . , tn) = t−a1+δ1
1 t−a2+δ2

2 . . . t
−an−1+δn−1

n−1 t−an+δn
n ,

I−(ρ) = {si ∈ S0 : pδi − ai+1 − ai − δi+1 = 0},
and ω−(ρ) is the character of Y (T )(1) given by λ−1

− (ρ)|T (Fq)W0 on T (Fq)
W0 such that

ω−(ρ)(diag(πL, . . . , πL)) = (−1)n−1λ(diag(−1, . . . ,−1))
n−1∏
i=1

ki!β
n.
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Proof. We have seen the ”+”-case and the other case is treated completely analo-
gously.

We emphasize the fact that, even in the GL2-case, one obtains two different
functors. This is due to the fact that these functors are defined by the choice of the
same root but different choices for the generator of Ω.

4.7 Maps between Grothendieck Groups

For this section, assume that G = GLn and n ≥ 2. Let H(1)
π be the subalgebra

of H(1) generated by H(1)
aff and τ±1

πL·id. This is the subalgebra called H̃(1) in the
proof of Proposition 4.4.8 because the subgroup generated by πL · id identifies with
Y (T )W0 . It is the unique subgroup of index n in Ω. Then, we have inclusions of
Hecke algebras

H(1)
0 ⊆ H(1)

aff ⊆ H(1)
π ⊆ H(1).

For each of these algebras denote by G0(?) the Grothendieck group of the category
of finite dimensional right modules over these algebras. As restriction of modules to
a subalgebra is an exact functor, we obtain homomorphisms of Grothendieck groups

G0(H(1)) → G0(H(1)
π ) → G0(H(1)

aff ) → G0(H(1)
0 ).

We will denote each of these maps by res, e.g. we have

resH
(1)

H(1)
π

: G0(H(1)) → G0(H(1)
π ).

We will now construct maps in the other direction. Recall that the characters ψ(λ,I)

are a basis for H(1)
0 by Theorem 4.1.3. Here λ is a character of T (Fq) and I ⊆ Sλ

0 .
Now, we may also view I as a subset of Sλ and thus define the character χ(λ,I) of
H(1)

aff by this pair. Hence, we obtain a homomorphism from G0(H(1)
0 ) to G0(H(1)

aff )

as the linear extension of ψ(λ,I) �→ χ(λ,I) which we will denote by inc
H(1)

aff

H(1)
0

.

For the map from G0(H(1)
aff ) to G0(H(1)

π ) fix some z ∈ F
×
q . τZπL·id identifies with

the subgroup Y (T )W0 = Y (T ) ∩ Ω of Ω. Hence H(1)
π is isomorphic to the algebra

Fq[Y (T )W0 ] ⊗Fq
H(1)

aff and each H(1)
aff -module has a unique extension to a module

over H(1)
π such that τπL

acts by multiplication with z. This defines an exact functor
and hence a homomorphism

inc[z]H
(1)
π

H(1)
aff

: G0(H(1)
aff ) → G0(H(1)

π ).

Finally, H(1) = Fq[Ω] ⊗Fq
H(1)

aff is a free module of rank n over H(1)
π = Fq[Ω ∩

Y (T )] ⊗Fq
H(1)

aff . So the functor ⊗H(1)
π
H(1) is exact and respects finite dimensional

modules. Hence we obtain a group homomorphism indH(1)

H(1)
π

: G0(H(1)
π ) → G0(H(1)).
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Now assume that we are given a character ψ(λ,I) of H(1)
0 such that the Ω0-orbit

of (λ, I) has cardinality n when we view I as a subset of Sλ. The proof of Propo-
sition 4.4.8 shows that the image of ψ(λ,I) in G0(H(1)) is the simple supersingular
module associated with the triple (λ, I, ω), where ω : Y (T )W0 → F

×
q is given by

ω(diag(πL, . . . , πL)) = z. However this does not work when the Ω0-orbit of (λ, I) is
not of maximal length.
There are tuples (λ, I) with I ⊆ Sλ such that#Ω0(λ, I) = n but#Ω0(λ, I∩S0) <

n. For example we can take (λ = 1, I = {s0}). But it is true that each simple
supersingular module of dimension n such that τπL

acts by multiplication with z is

contained in the image of indH(1)

H(1)
π

◦ inc[z]H(1)
π

H(1)
aff

◦ incH
(1)
aff

H(1)
0

. To see this it suffices to show

that each Ω0-orbit of cardinality n contains some (λ, I) such that s0 /∈ I. Assume
the contrary. Because Ω0 acts transitively on S, each representative of the orbit is of
the form (λ, S) for some λ. This means that λ is invariant under conjugation with
each simple reflection and hence with W0. So we have Ω0(λ, S) = 1 in contradiction
to our assumption.





Chapter 5

H(1)-Modules associated with Weil
Group Representations

5.1 The Strategy

Let G = GLn and keep the notations that were introduced in the previous chap-
ters. So far, we have done the following: The irreducible Galois representations of
dimension n are given by a subset of the fibre product

(Homcont(IL/PL, T
∗)/W ∗

0 )
F ∗ ×

Homcont(IL/PL,F
×
q )

Homcont(WL/PL,F
×
q )

by Theorem 2.1.7. Then we have reinterpreted the first factor as

(Homcont(Y (T )⊗ Z,F
×
q )/W0)

F

in Proposition 2.2.4 and its corollary. By Lemma 2.2.6, this defines a GLn(Fq)-
conjugacy class of a tuple (Tw, θ) where Tw is a torus of Fq-rank 1 and θ is a
character of Tw(Fq). We have explicitly determined this tuple in section 2.3.
By section 3.5, we obtain a virtual representation of GLn(Fq) over L which we

can reduce modulo p to G0(Fq[GLn(Fq)]) ∼= G0(H(1)
0 ). From there we can proceed

as described in section 4.7 to obtain an element of G0(H(1)). For this we need an
element z ∈ Fq in order to declare the action of τπL

. We obtain this from the other
factor of our fibre product Homcont(WL/PL,F

×
q ) = Homcont(W ab

L ,F
×
q ) in the begin-

ning: If ϕ is the Frobenius corresponding to πL and the reciprocity isomorphism
L× ∼= W ab

L of local class field theory, we define z as the image of ϕ in F
×
q .

Now we have constructed a map from irreducible n-dimensional Galois repre-
sentations to the Grothendieck group of finite dimensional modules over H(1). As
it turns out, this composite does not behave in a nice way as will be illustrated for
the GL2-case in the next section. However, we will see that a little tweak, a “shift“-
map on G0(Fq[GLn(Fq)]) will give us a way nicer behavior and establish a bijection
between irreducible n-dimensional Galois representations and simple supersingular
modules of dimension n in the case n = 2.
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5.2 The GL2-Case
Now we will examine the construction given in the previous section for GL2 by
making everything explicit. Let ρ be a continuous irreducible representation of WL

of dimension 2 and m = a + bq as in section 2.3. By Proposition 2.1.6, m is not
a multiple of q + 1, i.e. a �= b. We may assume that a > b without changing the
isomorphism class of ρ.
By Lemma 2.3.1 and the preceding discussion, the tuple (Tw, θ) is given in the

following way: w = s is the non trivial element of W0 = S2 and if g ∈ GL2(Fq)
such that g−1F (g) is a lift of s and θ is given as the restriction of g(aχ1 + bχ2) to
Tw(Fq) = gT (Fq). We can now use Jantzen‘s formula (Proposition 3.5.2) and the
explicit version of the discussion afterwards to calculate the reduction mod p of the
corresponding Deligne-Lusztig character. We will now identify X(T ) with Z2, so
that we will write W (m,n) instead of W (mχ1 + nχ2). Hence, we have

Rs(μ) = W (a− 1, b+ 1) +W (b+ q − 1, a).

If a−b ≥ 2, both weights occurring in the formula above are dominant. If a = b+1,
the formula

−W (a− 1, a) = det(s)W (a− 1, a) = W (s · (a− 1, a)) = W (a− 1, a)

implies that the first summand is 0.
Given that we are aiming for a bijection between irreducible 2-dimensional Galois

representations and supersingular 2-dimensional H(1)-modules, the first problem
becomes apparent. For simplicity let us stick to the case q = p. We have

W (a− 1, b+ 1) = F (a− 1, b+ 1)

(unless a = b+ 1) and

W (b+ p− 1, a) = F (b+ p− 1, a)

and the inequalities a − 1 − (b + 1) = a − b − 2 < p − 1, because a − 2 ≤ p − 1,
and b + p − 1 − a < p − 1, because a > b. By Proposition 3.3.2 this means that
the corresponding characters for the finite Hecke algebra are always of the form
ψ(λ,∅). Hence, by construction, surjectivity cannot be achieved. Additionally, the
two summands correspond to different characters of the finite torus and not all
characters of the finite torus arise in this way. Namely, those trivial on Ts(Fp) are
missing.
Now let q = pr be a general power of p again. We will introduce a “shift“-map

on G0(Fq[GL2(Fq)]) which fixes all of these problems. Let

(a, b) ∈ Xr(T ) = {(a, b) ∈ X(T ) : 0 ≤ a− b < q}.
Then (a, b − 1) ∈ X1(T ) unless a − b = q − 1. Thus, we can define the map
χ : G0(Fq[GLn(Fq)]) → G0(Fq[GLn(Fq)]) by

χ(F (a, b)) :=

{
F (a, b− 1), if a− b �= q − 1

0, if a− b = q − 1.
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When we want to apply this definition to reductions of Deligne-Lusztig characters
obtained as above, we are always in the first case: If F (c, d) is a summand of
W (a−1, b+1) (with a > b+1) resp. W (b+q−1, a), then (c, d) ≤ (a−1, b+1) resp.
(c, d) ≤ (b+q−1, a) by the strong linkage principle, so that c−d ≤ a−1−(b−1) ≤
q − 2 resp. c − d ≤ b + q − 1 − a ≤ q − 2. So the second part of the definition is
rather for the sake of completeness and not relevant in our applications.
So now, we can include the shift map χ in our construction by applying it to

Rs(μ) and then using the constructions from section 4.7. Let us treat the simpler
case q = p first. Assume that a = b+ 1. Then Rs(μ) = F (a− 2 + p, a) and hence

χ(Rs(μ)) = F (a− 1 + (p− 1), a− 1).

By Proposition 3.3.2 the corresponding H(1)
0 -module is ψ(λ,{s}) with

λ(diag(t1, t2)) = ta−1
1 ta−1

2 .

So, we get that

indH(1)

H(1)
π
inc[z]H

(1)
π

H(1)
aff

inc
H(1)

aff

H(1)
0

(χ(Rs(μ))) = M(λ,{s},z),

where M(λ,I,z) is the 2-dimensional supersingular H(1)-module given by the tuple
(λ, I) on which τπL

acts by z.
On the other hand assume that a > b+ 1. Then we have

χ(Rs(μ)) = F (a− 1, b) + F (b+ p− 1, a− 1).

Using Proposition 3.3.2 again, we see that the corresponding H(1)
0 -modules are ψ(λ,∅)

and ψ(sλ,∅) where λ(diag(t1, t2)) = ta−1
1 tb2, which implies that

indH(1)

H(1)
π
inc[z]H

(1)
π

H(1)
aff

inc
H(1)

aff

H(1)
0

(χ(Rs(μ))) = 2M(λ,∅,z).

In each of the cases we can speak of the supersingular simple 2-dimensional H(1)-
module associated with an irreducible 2-dimensional Galois-representation ρ and
denote it by M(ρ).

Theorem 5.2.1. Assume that L/Qp is totally ramified, i.e. q = p. The assignment
ρ �→ M(ρ) is a bijection between irreducible 2-dimensional WL-representations and
irreducible 2-dimensional supersingular simple H(1)-modules. If L = Qp, we have
M(ρ) = M(λ+(ρ),I+(ρ),ω+(ρ)).

Proof. All of this follows from the above explicit descriptions. It suffices to show
that the Galois representations such that the determinant of the Frobenius is z
correspond to the supersingular modules on which τπL

operates by z. The above
calculations show that we can reconstruct a and b from the character λ associated
with a supersingular simple module of dimension 2 and thus ρ �→ M(ρ) is injective.
In the “a = b+ 1“-case, a ranges from 1 to p− 1, so the characters λ obtained from
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this are all the characters with Sλ = S. In the “a > b + 1“-case, λ ranges over all
characters with Sλ = ∅.
That ρ �→ M(ρ) coincides with Große-Klönne’s functor follows from the explicit

descriptions given in this section and in 4.6, because a > b implies δ1 = 1 and
δ0 = 0. Of course, this also implies bijectivity with Große-Klönne’s results.

Remark 5.2.2. If q is a general power of p, indH(1)

H(1)
π
inc[z]H

(1)
π

H(1)
aff

inc
H(1)

aff

H(1)
0

(χ(Rs(μ))) is

no longer a multiple of a simple supersingular module. This is due to the fact that
W (a− 1, b) and W (b+ p− 1, a− 1) are not simple in this case. But by Proposition
3.4.4, there exists an automorphism φ of G0(Fq[GL2(Fq)]) mapping W (λ) to F (λ)

for λ ∈ Xr(T )
0 such that indH(1)

H(1)
π
inc[z]H

(1)
π

H(1)
aff

inc
H(1)

aff

H(1)
0

(χ(φ(Rs(μ)))) is the multiple of

supersingular simple module of dimension 2 with the same argument as above. φ
is represented by a upper triangular unipotent matrix with respect to the basis
given by the irreducible representations (in a suitable ordering). As a consequence
we obtain that there exists an automorphism Φ of G0(H(1)) given by an upper
triangular unipotent matrix in the basis given by the simple H(1)-modules such that

Φ(indH(1)

H(1)
π
inc[z]H

(1)
π

H(1)
aff

inc
H(1)

aff

H(1)
0

(χ(Rs(μ)))) is simple, supersingular and of dimension 2.

The case of G = SL2 can be treated similarly. For this, assume that q = p. Let
ρ : WL → PSL2(Fp) be a projective Weil group representation. By Lemma 2.4.1,
there exists some ρ0 : WL → GLn(Fp) which reduces to ρ modulo the center of
GLn(Fp). As in section 2.3 we associate with it the integer m = a + bp such that
0 ≤ b < a ≤ p − 2. Let T ′ be the standard split torus of SLn. Further denote
by (Ts, θ) resp. (T ′

s, θ
′) the associated tuples consisting of a maximal torus and a

character of Fp-rational points of that torus for GLn resp. SLn. Further let μ resp.
μ′ be algebraic characters of T resp. T ′ which give rise to θ resp. θ′ after conjugation
to Ts resp. T ′

s. From Proposition 3.5.2 and Corollary 3.4.3 we can deduce that

Rw(μ′) = Rw(μ)|SLn(Fp)
.

If we identify X(T ′) with Z by mapping the unique simple root α to 2, we thus
obtain

Rs(μ′) = W (a− b− 2) +W (p− 1− a+ b).

As in the GL2-case, the first summand is 0 if a = b+ 1.
Again, we can define a shift map χ : G0(Fp[SLn(Fp)]) → G0(Fp[SLn(Fp)]) by

χ(F (a)) :=

{
F (a+ 1), if a �= p− 1

0, if a = p− 1.

This shift is compatible with the shift map for GL2 such that the obvious dia-
gram involving shift maps and restrictions commutes. As for GLn, one obtains a
homomorphism incH

(1)′

H(1)
0

′ from G0(H(1)
0

′
) to G0(H(1)

aff

′
) = G0(H(1)′) where we denote
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the corresponding Hecke algebras for SL2 by ?′. Defining λ : T ′(Fp) → F×
p by

λ(diag(t, t−1) = tb−a+1, we obtain

incH
(1)′

H(1)
0

′(χ(Rs(μ′)) =

{
χ(1,{s}), if a = b+ 1

χ(λ,∅) + χ(sλ,∅), if a �= b+ 1.

The modules occurring here as summands are all supersingular and the only
supersingular simple module not occurring here is χ(1,{s0}) by Theorem 4.4.5. The
”missing” supersingular character is due to our construction exactly as we have seen
in the GLn-cases.
Also, we immediately see that the map ρ �→ incH

(1)′

H(1)
0

′(χ(Rs(μ′)) from irreducible

projective WL-representations of dimension 2 to G0(H(1)′) is injective. The charac-
ters which are the summands in the second case are an L-packet as introduced by
Koziol in [Koz13] Def. 6.4.

5.3 The GL3-Case
Now we will imitate the phenomena we have seen using the shift map for GL2 for
the GL3-situation. For the whole of this section, assume q = p. So, let ρ be an
irreducible continuous representation of WL of dimension 3 and let m = a+ bp+ cp2

be as in section 2.3.
Recall from 3.5 that

Rw(a, b, c) =W (a− 2, b+ 1, c+ 1) +W (b+ q − 1, a− 1, c+ 1)

+W (a+ q − 2, c+ q − 1, b+ 1) +W (c+ q − 2, a, b+ 1)

+W (b+ q − 2, c+ q, a) +W (c+ 2(q − 1), b+ q − 1, a).

with w = (1, 2, 3) = s1s2, is the reduction of the associated Deligne-Lusztig charac-
ter mod p. As cyclic permutation does not change the isomorphism class of ρ, we
may assume that either

(I) a ≥ b ≥ c or

(II) a ≤ b ≤ c.

The primitivity of m implies that a = b = c cannot occur. Thus, we may assume
that either a > b ≥ c in case (I) or a < b ≤ c in case (II).
We will begin by evaluating Jantzen’s formula in the first case. So assume for

now that we are in case (I), i.e. a > b ≥ c. We can use Proposition 3.2.3 and the
identity det(σ)W (λ) = W (σ · λ) to express the Weyl modules as sums of simple
modules. This is quite tedious but simple work so we will only do it for the first
summand in the formula. Recall that the two restricted p-alcoves are

C0 = {(a, b, c) ∈ X(T )⊗ R : −1 < a− b;−1 < b− c; a− c < p− 1}
and

C1 := {(a, b, c) ∈ R3 : p− 1 < a− c; a− b < p− 1; b− c < p− 1}.
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So we are considering the Weyl-module W (a− 2, b+ 1, c+ 1). We can have the
following cases:

(1) a = b+ 1, c = b:

W (a− 2, b+ 1, c+ 1) = W (c− 1, c+ 1, c+ 1)

= det(s1)W (s1 · (c− 1, c+ 1, c+ 1))

= −W (c, c, c+ 1) = − det(s2)W (s2 · (c, c, c+ 1))

= W (c, c, c+ 1),

so W (a− 2, b+ 1, c+ 1) = 0.

(2) a = b+ 1, c < b:

W (a− 2, b+ 1, c+ 1) = W (a− 2, a, c+ 1) = det(s1)W (a− 1, a− 1, c+ 1)

= −F (a− 1, b, c+ 1)

because (a− 1, a− 1, c+ 1) ∈ C0.

(3) a = b+ 2:

W (a− 2, b+ 1, c+ 2) = W (b, b+ 1, c+ 1) = det(s1)W (s1 · (b, b+ 1, c+ 1))

= −W (b, b+ 1, c+ 1),

so W (a− 2, b+ 1, c+ 1) = 0.

(4) a ≥ b+ 3 (the generic case)

W (a− 2, b+ 1, c+ 1) = F (a− 2, b+ 1, c+ 1).

Note that in all of the first three cases, the weight (a, b, c) lies ”close” to the
boundary of C0. That is why we can consider case (4) as the generic one. Now we can
do completely analogous calculations for all six summands. Instead of giving these
calculations in detail we will list all cases which can occur by different numerical
relations between the parameters. We have the following possibilities:

(A) a > b+ 2, b > c+ 1, a− c < p− 1 (the generic case):

Rw(a, b, c) =F (a− 2, b+ 1, c+ 1) + F (c+ p− 2, a, b+ 1)

+ F (b+ p− 2, c+ p, a) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (a− 1, b, c+ 1) + F (b+ p− 1, a− 1, c+ 1)

+ F (c+ p− 1, a− 1, b+ 1) + F (a+ p− 2, c+ p− 1, b+ 1)

+ F (b+ p− 1, c+ p− 1, a).

(B) a > b+ 2, b > c+ 1, a− c = p− 1:

Rw(a, b, c) =F (a− 2, b+ 1, c+ 1) + F (b+ p− 2, c+ p, a)

+ F (c+ 2(p− 1), b+ p− 1, a) + F (a− 1, b, c+ 1)

+ F (b+ p− 1, a− 1, c+ 1) + F (c+ p− 1, a− 1, b+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1) + F (b+ p− 1, c+ p− 1, a).
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(C) a > b+ 2, b = c+ 1, a− c < p− 1:

Rw(a, b, c) =F (a− 2, b+ 1, c+ 1) + F (c+ p− 2, a, b+ 1)

+ F (c+ 2(p− 1), b+ p− 1, a) + F (a− 1, b, c+ 1)

+ F (b+ p− 1, a− 1, c+ 1) + F (c+ p− 1, a− 1, b+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1) + F (b+ p− 1, c+ p− 1, a).

(D) a > b+ 2, b = c+ 1, a− c = p− 1:

Rw(a, b, c) =F (a− 2, b+ 1, c+ 1) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (a− 1, b, c+ 1) + F (b+ p− 1, a− 1, c+ 1)

+ F (c+ p− 1, a− 1, b+ 1) + F (a+ p− 2, c+ p− 1, b+ 1)

+ F (b+ p− 1, c+ p− 1, a).

(E) a > b+ 2, b = c, a− c < p− 1:

Rw(a, b, c) =F (a− 2, b+ 1, c+ 1) + F (c+ p− 2, a, b+ 1)

+ F (c+ 2(p− 1), b+ p− 1, a) + F (b+ p− 1, a− 1, c+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1).

(F) a > b+ 2, b = c, a− c = p− 1:

Rw(a, b, c) =F (a− 2, b+ 1, c+ 1) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (b+ p− 1, a− 1, c+ 1) + F (a+ p− 2, c+ p− 1, b+ 1).

(G) a = b+ 2, b > c+ 1, a− c < p− 1:

Rw(a, b, c) =F (c+ p− 2, a, b+ 1) + F (b+ p− 2, c+ p, a)

+ F (c+ 2(p− 1), b+ p− 1, a) + F (a− 1, b, c+ 1)

+ F (b+ p− 1, a− 1, c+ 1) + F (c+ p− 1, a− 1, b+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1) + F (b+ p− 1, c+ p− 1, a).

(H) a = b+ 2, b > c+ 1, a− c = p− 1:

Rw(a, b, c) =F (b+ p− 2, c+ p, a) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (a− 1, b, c+ 1) + F (b+ p− 1, a− 1, c+ 1)

+ F (c+ p− 1, a− 1, b+ 1) + F (a+ p− 2, c+ p− 1, b+ 1)

+ F (b+ p− 1, c+ p− 1, a).

(I) a = b+ 2, b = c+ 1, a− c < p− 1:

Rw(a, b, c) =F (c+ p− 2, a, b+ 1) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (a− 1, b, c+ 1) + F (b+ p− 1, a− 1, c+ 1)

+ F (c+ p− 1, a− 1, b+ 1) + F (a+ p− 2, c+ p− 1, b+ 1)

+ F (b+ p− 1, c+ p− 1, a).
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(J) a = b+ 2, b = c+ 1, a− c = p− 1:

Rw(a, b, c) =F (c+ 2(p− 1), b+ p− 1, a) + F (a− 1, b, c+ 1)

+ F (b+ p− 1, a− 1, c+ 1) + F (c+ p− 1, a− 1, b+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1) + F (b+ p− 1, c+ p− 1, a).

(K) a = b+ 2, b = c, a− c < p− 1:

Rw(a, b, c) =F (c+ p− 2, a, b+ 1) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (b+ p− 1, a− 1, c+ 1) + F (a+ p− 2, c+ p− 1, b+ 1).

(L) a = b+ 2, b = c, a− c = p− 1:

Rw(a, b, c) =F (c+ 2(p− 1), b+ p− 1, a) + F (b+ p− 1, a− 1, c+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1).

(M) a = b+ 1, b > c+ 1, a− c < p− 1:

Rw(a, b, c) =F (c+ p− 2, a, b+ 1) + F (b+ p− 2, c+ p, a)

+ F (c+ 2(p− 1), b+ p− 1, a) + F (b+ p− 1, a− 1, c+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1).

(N) a = b+ 1, b > c+ 1, a− c = p− 1:

Rw(a, b, c) =F (b+ p− 2, c+ p, a) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (b+ p− 1, a− 1, c+ 1) + F (a+ p− 2, c+ p− 1, b+ 1).

(O) a = b+ 1, b = c+ 1, a− c < p− 1:

Rw(a, b, c) =F (c+ p− 2, a, b+ 1) + F (c+ 2(p− 1), b+ p− 1, a)

+ F (b+ p− 1, a− 1, c+ 1) + F (a+ p− 2, c+ p− 1, b+ 1).

(P) a = b+ 1, b = c+ 1, a− c = p− 1:

Rw(a, b, c) =F (c+ 2(p− 1), b+ p− 1, a) + F (b+ p− 1, a− 1, c+ 1)

+ F (a+ p− 2, c+ p− 1, b+ 1).

(Q) a = b+ 1, b = c, a− c < p− 1:

Rw(a, b, c) =F (c+ p− 2, a, b+ 1) + F (c+ 2(p− 1), b+ p− 1, a).

(R) a = b+ 1, b = c, a− c = p− 1:

Rw(a, b, c) = F (c+ 2(p− 1), b+ p− 1, a).
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Although this is all quite technical, the upshot is the following: The generic
case is case (A). In all other cases, the weight (a, b, c) lies close to the boundary
of C0. The closer we move towards the boundary of the p-alcove C0, the more
summands become 0. Also there is one summand which “survives“ in any case,
namely F (c+2(p−1), b+p−1, a). This summand is connected to the character μ =
(a, b, c) in a simple way: We have w0μ = (c, b, a) and hence (c+2(p−1), b+p−1, a)
and w0μ induce the same character on T (Fp). More precisely, (c+2(p−1), b+p−1, a)
is the unique restricted weight, inducing the same character as w0μ on T (Fp).
Now, let us turn to the case (II) where a < b ≤ c. We have the problem that the

weights occurring in the Weyl modules are not restricted anymore. We can solve
this by taking duals. Lemma 2.1 and Lemma 10.1 of [Her06] explicitly describe the
characters of the cuspidal representations Rw(μ). This explicit description makes it
clear that the character of the dual of Rw(μ) is the character of Rw(−μ). We shall
denote the dual by the superscript ∗. On the other hand, W (λ)∗ = W (−w0λ) by
[Jan87, II 2.13] and thus, the same is true for the simple modules. So we can derive
the decomposition into simple modules.
For example, we have in the case (A’) where b > a+ 2, c > b+ 1, c− a < p− 1:

Rw(a, b, c) = Rw(−a,−b,−c)
∗

= (F (−a− 2,−b+ 1,−c+ 1) + F (−c+ p− 2,−a,−b+ 1)

+ F (−b+ p− 2,−c+ p,−a) + F (−c+ 2(p− 1),−b+ p− 1,−a)

+ F (−a− 1,−b,−c+ 1) + F (−b+ p− 1,−a− 1,−c+ 1)

+ F (−c+ p− 1,−a− 1,−b+ 1) + F (−a+ p− 2,−c+ p− 1,−b+ 1)

+ F (−b+ p− 1,−c+ p− 1,−a))∗

= F (c− 1, b− 1, a+ 2) + F (b− 1, a, c− p+ 2)

+ F (a, c− p, b− p+ 2) + F (a, b− (p− 1), c− 2(p− 1))

+ F (c− 1, b, a+ 1) + F (c− 1, a+ 1, b− (p− 1))

+ F (b− 1, a+ 1, c− (p− 1) + F (b− 1, c− (p− 1), a− p+ 2)

+ F (a, c− (p− 1), b− (p− 1).

We can proceed in a completely analogous way in all other cases (which we shall
omit here) and obtain cases (B’)-(R’) in the obvious way, i.e. we interchange the
variables in each of the defining inequalities.
As it turns out we need to define two different shift maps depending on whether

we are in case (I) or (II). So let us define

χ+(F (a, b, c)) :=

{
F (a, b, c− 1), if (a, b, c− 1) ∈ X1(T ),

0, if (a, b, c− 1) /∈ X1(T ).

and

χ−(F (a, b, c)) :=

{
F (a, b− 1, c− 1), if (a, b− 1, c− 1) ∈ X1(T ),

0, if (a, b− 1, c− 1) /∈ X1(T ).

As in the GL2-case one sees that the second part of the definition does not occur
applying the shift maps to Rw(μ) by going through the cases. Now we can apply
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the respective shift maps and consider the corresponding elements of G0(H(1)
0 ).

The cases are discussed similarly. We will discuss examples so that all occurring
phenomena can be seen in these examples.
For example in case (A) this yields the following: For (i, j, k) ∈ Z3 let ψ(i,j,k),I

be the character ψ(λ(i,j,k),I) with λ(i,j,k)(diag(t1, t2, t3)) = ti1t
j
2t

k
3. Then we get

χ+(Rw(a, b, c)) = ψ(c,b,a−1),∅ + ψw(c,b,a−1),∅ + ψw2 (c,b,a−1),∅
+ ψ(a−1,b,c),∅ + ψw(a−1,b,c),∅ + ψw2 (a−1,b,c),∅
+ ψ(a−2,b+1,c),∅ + ψ(c−1,a,b),∅ + ψ(b−1,c+1,a−1),∅.

So, the summands in the first and the second line are the restrictions of the supersin-
gular modules defined by the tuples (λ(c,b,a−1), ∅) resp. (λ(a−1,b,c), ∅) (and an action
of τπL

which is not seen anymore after restricting to H(1)
0 ). Also these are the re-

strictions of the two simple supersingular 3-dimensional modules M(λ+(ρ),I+(ρ),ω+(ρ))

and M(λ−(ρ)−1,I−(ρ),ω−(ρ)) obtained by Große-Klönne’s functors. This follows imme-
diately from the explicit description in Lemma 4.6.1. Note that it is however not
true that the supersingular modules given by Große-Klönne’s functors are contained

in indH(1)

H(1)
π
inc[z]H

(1)
π

H(1)
aff

inc
H(1)

aff

H(1)
0

(χ+(Rw(μ))). This is due to the fact that τπL
does not

operate by the determinant of the Frobenius in Große-Klönne’s construction which
is true for our construction by definition. For the other three summands we cannot
give a similar interpretation. We have

indH(1)

H(1)
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(χ+(Rw(μ))) = 3Mλ(c,b,a−1),∅,z + 3Mλ(a−1,b,c),∅,z + . . .

= 3Mλ+(ρ),I+(ρ),z) + 3Mλ−(ρ)−1,I−(ρ),z) + . . .

where the dots symbolize the image of the three summands in the bottom line. In
the case (A’), the situation behaves completely analogously. Namely, we get

χ−(Rw(a, b, c)) = ψ(c−1,b−1,a),∅ + ψw(c−1,b−1,a),∅ + ψw2
(c−1,b−1,a),∅

+ ψ(a,b−1,c−1),∅ + ψw(a,b−1,c−1),∅ + ψw2
(a,b−1,c−1),∅

+ ψ(c−1,b−2,a+1),∅ + ψb−1,a−1,c),∅ + ψ(a,c−2,b),∅.

Again, this contains the restrictions of the supersingular simple modules

M(λ+(ρ),I+(ρ),ω+(ρ))

and
M(λ−(ρ)−1,I−(ρ),ω−(ρ));

we have

indH(1)
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(χ−(Rw(μ))) = 3Mλ(c−1,b−1,a),∅,z + 3Mλ(a,b−1,c−1),∅,z + . . .

= 3Mλ+(ρ),I+(ρ),z) + 3Mλ−(ρ)−1,I−(ρ),z) + . . . .
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So, in the generic cases we obtain two supersingular simple three-dimensional
H(1)-modules corresponding to each irreducible three-dimensional Galois represen-
tation. Note that we always have I = ∅ in the generic cases. As for GL2, the cases
with nonempty I occur when μ is close to the boundary of its p-alcove. An example
for this is the case (E) where b = c: We get

χ+(Rw(a, b, c)) = ψ(c,b,a−1),{s1} + ψ(a−1,c,b),{s2} + ψ(b,a−1,c),∅
+ ψ(a−2,b+1,c),∅ + ψ(c−1,a,b),∅.

Similar to the generic case, χ+(Rw(a, b, c)) contains all the restrictions of
Mλ(c,b,a−1),{s1},z: We have

Mλ(c,b,a−1),{s1},z
∼= χλ(c,b,a−1),{s1} ⊕ χλ(a−1,c,b),{s2} ⊕ χλ(b,a−1,c,),{s0}

as H(1)
aff -modules. As the affine reflection s0 cannot be “seen“ by H(1)

0 , we obtain
the odd looking summand ψ(b,a−1,c),∅. Again, the reductions of M(λ+(ρ),I+(ρ),ω+(ρ))

and M(λ−(ρ)−1,I−(ρ),ω−(ρ)) are all contained in χ+(Rw(a, b, c)). Note that this time
M(λ+(ρ),I+(ρ),ω+(ρ)) and M(λ−(ρ)−1,I−(ρ),ω−(ρ)) coincide: They are given by (λ+(ρ) =
λ(c,b,a−1), I+(ρ) = {s1}) and (λ−(ρ)−1, I−(ρ)) = (λ(a−1,b,c), {s2}). But now b = c so
both those tuples are Ω0 conjugate.
The only cases where the restrictions of the modules assigned to ρ do not all

occur in χ+(Rw(a, b, c)) resp. χ−(Rw(a, b, c)) are the cases closest to the boundary,
namely (Q), (R); (Q’) and (R’). For example in case (R), we have

χ+(Rw(a, b, c)) = F (c+ 2(p− 1), b+ p− 1, a)) = Mλ(c,b,a−1),{s1,s2}

This is the restriction of one of the three summands of

M(λ+(ρ),I+(ρ),ω+(ρ)) = M(λ−(ρ)−1,I−(ρ),ω−(ρ)).

All other cases are treated similarly and no phenomena we have not discussed yet
occur. We summarize the results:

Theorem 5.3.1. Denote by

χ±(Rw(a, b, c)) :=

{
χ+(Rw(a, b, c)) in case (I)
χ−(Rw(a, b, c)) in case (II).

Then M(λ+(ρ),I+(ρ),z) and M(λ−(ρ)−1,I−(ρ),z) are contained in the virtual module
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(χ±(Rw(a, b, c))). Their multiplicities are:

• 3 in the cases (A), (B), (C), (D), (G), (H), (I), (J) and the corresponding
”prime”-cases,

• 2 in the cases (E), (F), (K), (L), (M), (N), (O), (P) and the corresponding
”prime”-cases,

• 1 in the cases (Q), (R), (Q’) and (R’).

In particular, each supersingular irreducible H(1)-module is contained in one
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(χ±(Rw(a, b, c))).
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5.4 The generic Case for GL4

Let G = GLn, q = p and ρ be an irreducible n-dimensional Galois representation
with corresponding w = (1, 2, . . . , n) and μ = (a1, . . . , an). For the remainder of
this section, assume that μ lies sufficiently deep in a p-alcove.

Lemma 5.4.1. Assume that μ lies sufficiently deep in C0. Then F (w0μ+(p− 1)ρ)
occurs as a summand of Rw(μ).

Proof. Here we use Proposition 3.5.3. Taking ν = 0 and and σ = 1, we have to
show that

μ− ρ ↑ w0 · (w0μ+ (p− 1)ρ− pρ).

But we even have equality here.

The cases where μ cannot be chosen inside C0 are more complicated. Without
changing the isomorphism-class of ρ, we may assume that an is already minimal
among the ai. Further, there exists a τ ∈ W0 such τμ lies in C0. Assume again that
τμ lies sufficiently deep in C0. We have

Rw(μ) = Rτvτ−1(τμ).

We will try to answer the question if Rw(μ) contains F (λ) for some λ ∈ X1(T )
which restricts to the same character of T (Fp) as w0μ. Up to X(T )W0 , we can only
have λ = w0μ+ (p− 1)ρw0τ−1 . To use Proposition 3.5.3, we need to find ν ∈ X(T )
and σ ∈ W0 as in that proposition. For this set ν := τw−1w0ρw0τ−1w0

and choose
σ ∈ W0 such that σ(τμ − pν) is dominant. As τμ lies sufficiently deep in C0,
σ · (τμ−ρ+(τwτ−1)ν− pν) is also dominant, because the difference is independent
of p. By Proposition 3.5.3, we have to show that

σ · (τμ− ρ+ (τwτ−1)ν − pν) ↑ w0 · (λ− pρ).

We can at least show the following:

Lemma 5.4.2. There exists w̃ ∈ Wp such that

w̃ · σ · (τμ− ρ+ (τwτ−1)ν − pν) = w0 · (λ− pρ).

Proof. We define w̃ as an element of W0 �X(T ):

w̃ = w0e
−pρ+pρw0τ

−1w0τ
−1epνσ−1

= epw0(ρw0τ
−1−ρ)τ−1epνσ−1

= epw0(w−1)ρw0τ
−1w0τ−1σ−1.

To show that w̃ lies in Wp, we have to show w0(w− 1)ρw0τ−1w0 ∈ Q and that means
that it suffices to show (w − 1)ρw0τ−1w0 ∈ Q. This is actually a general fact about
root data: For each x ∈ X(T ) and w ∈ W0, (w − 1)x ∈ Q, see e.g. Lemma 1.1.11
in [Bor09]. Hence, w̃ ∈ Wp.
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Now we show that w̃ satisfies the equation from the claim. We have

w̃ · σ · (τμ− ρ+ (τwτ−1)ν − pν) = w0e
−pρ+pρw0τ

−1w0τ
−1 · (τμ− ρ+ τwτ−1ν)

= w0 · (w0μ+ w0wτ
−1ν − ρ+ pρw0τ−1 − pρ)

= w0 · (w0μ+ (p− 1)ρw0τ−1 − pρ)

= w0 · (λ− pρ).

In the second line from the bottom, we have used that

w0wτ
−1ν − ρ = ρw0τ−1w0

− ρ = −ρw0τ−1 .

Proposition 5.4.3. If G = GL4 and μ lies sufficiently deep in a p-alcove, Rw(μ)
contains F (λ) with λ = w0μ+ (p− 1)ρw0τ−1.

Proof. By the discussion before, we have to show that

σ · (τμ− ρ+ (τwτ−1)ν − pν) ↑ w0 · (λ− pρ).

By the previous lemma, it is enough to show that the p-alcove of the left hand-side
lies below the p-alcove of the right hand side with respect to ↑. As μ lies sufficiently
deep in its p-alcove, we may replace the right hand side by σ(τμ − pν) without
changing its p-alcove. Because a4 is minimal among the ai, we get τ(4) = 4.
The case where τ = 1 is Lemma 5.4.1. If τ = s1, we get

λ = w0μ+ (p− 1)(ωα1 + ωα2)

and

w0 · (λ− pρ) = μ− (p− 1)w0ωα3 − ρ

= (a1, a2 − (p− 1), a3 − (p− 1), a4 − (p− 1))− ρ ∈ C2.

On the other hand, we get ν = ωα3 , σ = w and this leads to

σ(τμ− pν) = (a4, a2 − p, a1 − p, a3 − p) ∈ C0 ↑ C2.

Analogous calculations yield the claim in the other cases: If τ = s2,

σ(τμ− pν) ∈ C2 ↑ C4 � w0 · (λ− pρ).

If τ = s1s2s1,
σ(τμ− pν) ∈ C2 ↑ C5 � w0 · (λ− pρ).

If τ = s1s2,
σ(τμ− pν) ∈ C0 ↑ C3 � w0 · (λ− pρ).

If τ = s2s1,
σ(τμ− pν) ∈ C0 ↑ C1 � w0 · (λ− pρ).
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It is now tentative to define shift maps in the following way: We define integers
for j ≥ 0

δj+1 :=

{
1, if ταj ∈ Φ+

0, if ταj ∈ Φ−

and δ := δτ := (δn, . . . , δ1). Note that these δi are exactly those from 4.6. We define

χτ (F (μ)) :=

{
F (μ− δτ ), if μ− δτ ∈ X1(T )

0, if μ− δτ /∈ X1(T )

The following is an immediate consequence from the calculations of 4.6 and
Proposition 5.4.3:

Corollary 5.4.4. Assume G = GL4, and that μ lies sufficiently deep in a p-alcove
such that τμ is dominant. Then,
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(χτ (Rw(μ)))

contains M(λ+(ρ),I+(ρ),z).

It is however not true that χτ (Rw(μ)) contains the restriction of M(λ+(ρ),I+(ρ),z).
This is shown by the following counterexample, Assume that τ = s2. The restriction
of the associated module contains F (λ) with λ = ww0μ + (p − 1)ρww0τ−1 + δ − wδ

which we will show not be contained in Rw(μ) = Rτvτ−1(τμ). Assume the contrary:
We have δ = (0, 1, 0, 1). and ρww0τ−1 = ωα2 which implies

w0 · (λ− pρ) = (a2 + 1, a3 − p, a4 − p+ 2, a1 − 2p+ 1)− ρ ∈ C2.

By assumption, there exists σ ∈ W0 and ν ∈ X(T ) such that

σ · (τμ− ρ+ (τwτ−1)ν − pν) ↑ w0 · (λ− pρ),

so the left hand side must be contained in C0, C1 or C2.
In the C2-case we have to choose σ such that στμ = w0ww0μ, i.e. σ =

w0ww0τ
−1, because otherwise, say for example s1σ = w0ww0τ

−1 we would have
for ν = (ν1, ν2, ν3, ν4):

s1σ · (τμ− ρ+ (τwτ−1)ν − pν) = w0 · (λ− pρ),

or explicitly

(a3−pν2+ν3, a2−pν3+ν1, a4−pν4+ν−2+2, a1−pν1+ν4) = (a2+1, a3−p, a4−p+2, a1−2p+1).

For ai << p this implies ν = (2, 0, 1, 1) which implies again a3 = a2 + 1 which
we can avoid by choosing a μ further apart from the boundary of its p-alcove.
This way one sees that σ = w0ww0τ

−1 in the C2-case and similarly one shows
that σ = sα1+α2w0ww0τ

−1 in the C1-case and σ = sα1+α2+α3sα1+α2w0ww0τ
−1 in the

C0-case. Let us go through these cases:
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Case 1: σ ·(τμ−ρ+(τwτ−1)ν−pν) ∈ C2. In order for σ ·(τμ−ρ+(τwτ−1)ν−pν)
to be dominant, we have to choose ν = (2, 1, 0, 1) and we obtain

σ ·(τμ−ρ+(τwτ−1)ν−pν) = (a2+2, a3−p, a4−(p−1), a1−2p+1)−ρ �= w0 ·(λ−pρ).

Case 2: σ ·(τμ−ρ+(τwτ−1)ν−pν) ∈ C1. In order for σ ·(τμ−ρ+(τwτ−1)ν−pν)
to be dominant, we have to choose ν = (2, 1, 1, 0) and we obtain

σ ·(τμ−ρ+(τwτ−1)ν−pν) = (a2+2, a3−p+1, a4−(p−1), a1−2p)−ρ �= w0 ·(λ−pρ).

Case 3: σ ·(τμ−ρ+(τwτ−1)ν−pν) ∈ C0. In order for σ ·(τμ−ρ+(τwτ−1)ν−pν)
to be dominant, we have to choose ν = 0 and we obtain

σ · (τμ− ρ+ (τwτ−1)ν − pν) = (a2 + p, a3, a4, a1 − p)− ρ �= w0 · (λ− pρ).
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