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Abstract. We provide some proofs of generation of derived bounded and unbounded cat-
egories of chain complexes of groups in Kropholler’s hierarchy in terms of the classes of
modules induced up from subgroups that are at a lower level in the hierarchy compared to
the big group. We formulate and use some generation results from the module category
for this. The treatment is fairly straight-forward. We use these results to show that stable
module categories for a large class of infinite groups, as defined by Mazza and Symonds
in [14], are well-generated which is a generalization of the analogous result for finite groups
whose stable module categories are compactly generated.

1. Introduction

The groups that this article will be mostly dealing with come from a hier-
archy of groups that was first introduced by Peter Kropholler in the nineties
in [12]. If we start with the class of all finite groups as our base class, we get an
infinite family of infinite groups that satisfy many fascinating properties like,
for example, admitting a finite-dimensional proper classifying space as long as
they are of type FP∞ (this highly nontrivial result was proved in [13]).

In this article, we will be looking at the derived unbounded, bounded above,
bounded below, and bounded categories of chain complexes of modules of
these groups over any commutative ring and prove some important genera-
tion properties pertaining to those derived categories in Section 4 with classes
of chain complexes associated to modules induced up from subgroups belonging
to a lower level of Kropholler’s hierarchy. We shall then, in Section 6, com-
ment on how those results can be handy in deriving some properties about the
stable module categories of groups belonging to Kropholler’s hierarchy when-
ever those stable module categories can be defined in the way of Mazza and
Symonds [14].

To derive the generation results for all these derived and stable categories
in Section 4 and Section 6, we have to first derive a number of useful analogous
generation results in the module category, and we do that in Section 3, and
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before that, in Section 2, we set up a little bit of the abstract framework of
generation in the context of module categories and prove some results which we
then use in Section 4. Please note that, in [4], we elaborately study the abstract
framework of generation that we introduce in Section 2 here. Regarding this
abstract theory, in this article, we only develop those concepts and those results
that we make use of to derive generation results in the derived and stable
categories in the later sections.

We begin by providing a definition of Kropholler’s hierarchy.

Definition 1.1 (see [12]). Let X be a class of groups. We define H0X := X ,
and for any successor ordinal α, a group G is said to be in HαX if and only if
there exists a finite-dimensional contractible CW-complex on which G acts by
permuting the cells with cell stabilizers in Hα−1X . If α is a limit ordinal, then
we define HαX as

⋃

β<αHβX . Further, G is said to be in HX if and only if

G is in HαX for some ordinal α (note that α need not be a limit ordinal here).

The following result is easy to see from the above definition.

Lemma 1.2 ([12]). Let X be a class of groups. Then HαX ⊆ HβX , where
α and β are any two ordinals such that α < β.

It is important to note that, in the above definition, if we start with the
class of all finite groups, denoted F , then the classes H0F , H1F , . . . , HnF ,
and so on are all distinct, by which we mean, for each positive integer n, there
exists a group that is in HnF but not in Hn−1F . This is quite nontrivial
and is due to a result by Januszkiewicz, Kropholler and Leary [11]. It is worth
keeping in mind that the class HF is a much larger class than F—just H1F

contains all groups of finite virtual cohomological dimension, all groups of finite
Bredon cohomological dimension, etc. We give the following solid example of
groups lying in one class of the hierarchy and not in the one immediately below
up to H3F .

Theorem 1.3 ([8, Thm. 7.10]). Let ω denote the first infinite ordinal, and let
F denote the class of all finite groups.
(a) The free abelian group of rank t, where 1 ≤ t < ℵ0, is in H1F but not

in H0F .
(b) The free abelian group of rank t, where ℵ0 ≤ t < ℵω, is in H2F but not

in H1F .
(c) The free abelian group of rank ℵω is in H3F but not in H2F .

2. Some general results on generation in the module category

In this section, we define a notion of generation for modules that can be
said to have been inspired from some notions of generation for triangulated
categories which have been looked into by Raphael Rouquier [20], Jeremy
Rickard [19], and others [1]. We prove a number of useful general results
regarding generation of modules using our definition of generation, look into
the significance of a module being generated in a finite number of steps by
a class (in our definition), and investigate how that is related to the same
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module admitting finite resolutions by modules of that class. Some of the re-
sults discussed and proved in this discussion are interesting in their own right,
and we will establish some new generation properties of modules of groups that
lie in Kropholler’s hierarchy. Those generation properties will be useful for us
to prove our generation results in the derived categories later.

Definition 2.1. Let R be a ring, and let T be a class of R-modules. We define
generation of modules from T inductively—we say an R-module is generated
from T in n steps if and only if there exists a short exact sequence 0→M1 →
M2 →M → 0, where M1,M2 are generated from T in a1, a2 steps respectively
and a1 + a2 ≤n− 1; to begin the induction, we say anR-moduleM is generated
in 0 steps from T if and only if M ∈ T . So if we are given a short exact
sequence 0 → M1 → M2 → M → 0 and we know that each Mi is generated
from T in ai steps, then M is generated from T in a1 + a2 + 1 steps.

We shall denote the class of all modules that can be generated in n steps
from T by 〈T 〉n and the class of all modules that can be generated in finitely
many steps from T by 〈T 〉.

For any R-moduleM , we define the T -generation number, denoted αT (M),
to be min{n ∈ Z |M ∈ 〈T 〉n}. If M /∈ 〈T 〉n for any finite n, we define αT (M)
to be infinite.

For the rest of this section, we fix an arbitrary ring R. Note that saying
an R-module M is generated in n steps from a class of R-modules T implies
that M can be generated in m steps from T as well, where m is any integer
greater than n. From this, the following lemma follows.

Lemma 2.2. For any class of R-modules T , T = 〈T 〉0 ⊆ 〈T 〉1 ⊆ 〈T 〉2 ⊆ · · · .

Remark 2.3. It is noteworthy that, in Definition 2.1 of generation of modules
from a class of modules, we are not putting the new module in the middle of the
short exact sequence that we are using to generate it. The main reason for this
is that if we put the new module on the right as we are doing in Definition 2.1,
then under suitable conditions, for a class of modules, our generation number
of any module coincides with the dimension of that module over that class,
i.e. the length of the shortest resolution of modules coming from that class
admitted by that module. We prove this result in Lemma 2.8.

Also, putting the new module in the middle can give a different class. We
prove this result below in Lemma 2.4. So putting the new module in the middle
and putting it on the right are not equivalent for all classes of modules.

Lemma 2.4. For any class of R-modules T , let m-〈T 〉 be the smallest class of
R-modules containing T and satisfying the property that an R-module M is in
m-〈T 〉 if and only if there exists a short exact sequence 0→ A→M → B → 0,
where A, B ∈ m-〈T 〉. Then there exists a class of R-modules U such that
m-〈U 〉 6= 〈U 〉.

Proof. Let U be the class of all simple R-modules. Then 〈U 〉 is the class of
all simple modules and the zero modules. This is easy to see. Denote the class
of all simple modules and the zero module by U . If αU (M) = 0, then M ∈ U .
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Assume if αU (M) ≤ n, then M ∈ U —this is our induction hypothesis. If
we take a module M such that αU (M) = n + 1, then we have a short exact
sequence 0 → A→ B → M → 0, where αU (A), αU (B) ≤ n, and hence, by the
induction hypothesis, A, B ∈ U , so M is a quotient of the zero module or
a simple module, and therefore M ∈ U . Thus, we have shown that 〈U 〉 ⊆ U .
Clearly, U ⊆ 〈U 〉, as any simple module is in U by definition, and since we
have an exact sequence 0→ S → S → 0→ 0 for any simple S, the zero module
is in 〈U 〉. Thus, 〈U 〉 = U . Now note that, for any two simple modules S1

and S2, S1 ⊕ S2 is not simple, but S1 ⊕ S2 ∈ m-〈U 〉 as we have an exact
sequence 0 → S1 → S1 ⊕ S2 → S2 → 0. So m-〈U 〉 6= 〈U 〉. �

We can see from the definition of a module being generated in n steps from
a given class of modules that the module that we are trying to generate is
occurring rightmost in a short exact sequence. In the following lemma, we look
at what can be said about the number of steps required to generate a module
if the module occurs rightmost in an exact sequence consisting of more than
three modules.

Lemma 2.5. Let T be a class of R-modules. If there exists an exact sequence
0→Mn → · · · →M1 → M → 0 for some n > 1, where each Mi is generated in
ai steps from T , then M can be generated from T in n− 1 +

∑n
i=1 ai steps.

Proof. We will provide a proof by induction on n. Note that, when n = 2, this
result holds true by definition of the number of steps of generation. Now let
us assume that, for all n ≤ k, if there exists an exact sequence

0 → Mn → · · · → M1 → M → 0,

where each Mi is generated in ai steps from T , then M can be generated
from T in n− 1 +

∑n

i=1 ai steps—this is our induction hypothesis.
Now let n = k + 1. If we have an exact sequence

0 → Mk+1 → Mk → · · · → M1 → M → 0,

we can split it into two exact sequences:
(S1) 0 → Mk+1 → Mk → Im(Mk → Mk−1) → 0,
(S2) 0 → Im(Mk → Mk−1) → Mk−1 → · · · → M1 → M → 0.
Since Mk+1 is generated in ak+1 steps and Mk is generated in ak steps from T ,
looking at (S1), we can say that Im(Mk →Mk−1) can be generated from T in
ak+1 + ak + 1 steps. And since Im(Mk → Mk−1), Mk−1, . . . , M2,M1 can be
generated from T in ak+1 + ak + 1, ak−1, . . . , a2, a1 steps respectively; looking
at (S2), we can say using the induction hypothesis that M can be generated
from T in

(k − 1) + (ak+1 + ak + 1) + ak−1 + · · ·+ a2 + a1

= k +

k+1∑

i=1

ai = ((k + 1)− 1) +

k+1∑

i=1

ai

steps. This completes our induction. �
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Definition 2.6. For any class of R-modules T , we define the T -dimension
of an R-module M , denoted T -dim(M), to be

min{i ∈ Z | there exists an exact sequence
0 → Ti → Ti−1 → · · · → T0 → M → 0,

where each Ti ∈ T }.

If, for an R-module M , no such exact sequence exists for any i, we say that
T -dim(M) is infinite.
• [T ]n is the class of all R-modules M such that T -dim(M) ≤ n.
• [T ]∞ is the class of all R-modules M such that there exists an exact

sequence (of possibly infinite length) T∗ ։ M , where each Ti ∈ T .
• [T ] is the class of all R-modules with finite T -dimension.

The following result is obvious.

Lemma 2.7. For any class of R-modules T ,
(a) [T ]0 ⊆ [T ]1 ⊆ [T ]2 ⊆ · · · ,
(b) [T ]n ⊆ 〈T 〉n for any n ∈ Z≥0,
(c) [T ] ⊆ 〈T 〉,
(d) if U is a class of R-modules such that T ⊆ U , U -dim(M) ≤ T -dim(M)

for all R-modules M .

Proof. (a) follows from the definition of [T ]n. (b) and (c) follow directly from
Lemma 2.5. To prove (d), we can start with assuming that T -dim(M) = n<∞
and then note that if 0→ Tn → · · · → T0 →M → 0 is an exact sequence, where
all the Ti’s are in T , then they are also in U as T ⊆ U , and therefore
U -dim(M) ≤ n. �

The following result is important, in light of Remark 2.3, to show why
putting the new module on the right of the generating exact sequence is useful,
and it also shows how the generation number of a module over a given class can
be a very useful invariant when the class satisfies some reasonable conditions.

Lemma 2.8. Let T be a class of R-modules. If, for any short exact sequence
of R-modules 0 → M2 → M1 → M → 0,

T -dim(M) ≤ 1 + max{T -dim(M1),T -dim(M2)},

then T -dim(M) = αT (M) for all R-modules M .

Proof. For any R-module M , it is clear from the definition of T -dim(M)
and Lemma 2.5 that αT (M) ≤ T -dim(M). Assuming the conditions in the
hypothesis of the statement of the lemma hold, we will prove by induction on
αT (M) that T -dim(M)≤ αT (M). If αT (M) = 0, then M ∈T , and therefore
T -dim(M) = 0. Assume that, for all modules M such that αT (M) ≤ n, if the
hypothesis of our lemma is satisfied, then T -dim(M) ≤ αT (M)—this is our
induction hypothesis. Now let αT (M) = n+ 1, then by definition, we have an
exact sequence 0 → M2 → M1 → M → 0, where αT (M1), αT (M2) ≤ n. By
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the induction hypothesis, it follows that T -dim(M1), T -dim(M2) ≤ n, and
therefore, from the hypothesis of the statement of the lemma, it follows that
T -dim(M) ≤ n+ 1 = αT (M). This ends our induction. �

Remark 2.9. There are many examples of classes of R-modules that sat-
isfy the hypothesis of Lemma 2.8. Classes of all projective R-modules, all
Gorenstein projective R-modules, etc. satisfy it. In this remark, we provide
a short proof for the case of projectives: if we take a short exact sequence
0 → A → B → C → 0 of R-modules, where proj.dimR(A), proj.dimR(B) ≤ n,
then, in the long exact Ext-sequence

· · · → Extn+1
R (A,M) → Extn+2

R (C,M)

→ Extn+2
R (B,M) → Extn+2

R (A,M) → · · ·

and since Extn+1
R (A,M) = Extn+2

R (B,M) = 0, it follows that Extn+2
R (C,M) = 0

for any R-module M , and therefore proj.dimR(C) ≤ n + 1. We arrive at the
same conclusion for the Gorenstein projective dimension of the rightmost mod-
ule in a short exact sequence by noting that, for any R-module M , the Goren-
stein projective dimension of M , denoted GpdR(M), satisfies GpdR(M) ≤ n

if and only if ExtkR(M,L) = 0 for all k > n and all projective modules L (see
[10, Thm. 2.20]).

In the next lemma, we see that, when we have a class where each module
is generated in finitely many steps from another class, then every module
generated in finitely many steps from the first class is also generated in finitely
many steps from the second class, and a similar result is true when we have
a bound on the number of steps required to generate every module in a similar
situation.

Lemma 2.10. Let T and U be two classes of R-modules.
(a) If T ⊆ 〈U 〉, then 〈T 〉 ⊆ 〈U 〉. In other words, any module that can be

generated in finitely many steps from T can also be generated in finitely
many steps from U if every module in T is generated in finitely many
steps from U .

(b) If T ⊆ 〈U 〉m, then 〈T 〉n ⊆ 〈U 〉mn+m+n.

Proof. (a) We proceed by strong induction on the T -generation number of
modules. First, we check our base case. Note that our lemma holds true for
modules in T , i.e. for all modules whose T -generation number is zero.

Now let us assume that all modules of T -generation number ≤ n is in U ;
this is our induction hypothesis. If αT (M) = n + 1, by definition, M admits
a generation sequence 0 → D2 → D1 → M → 0, where D1, D2 ∈ 〈T 〉n. This
means αT (D1), αT (D2) ≤ n. It follows from our induction hypothesis that
D1,D2 ∈ 〈U 〉. That means D1 and D2 can be generated from U in d1 and d2
steps respectively for some nonnegative integers d1, d2, and from that, it follows
that M can be generated from U in d1 + d2 + 1 steps. Thus, M ∈ 〈U 〉, and
that ends our induction.
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(b) We proceed by strong induction on n. If M ∈ 〈T 〉0,

M ∈ T ⊆ 〈U 〉m = 〈U 〉m.0+m+0.

Let us assume that the result is true when n ≤ k. If M ∈ 〈T 〉k+1, there exists
a short exact sequence 0 → C2 → C1 → M → 0, where C1, C2 are generated
from T in a1, a2 steps respectively, where a1 + a2 ≤ k, so a1, a2 ≤ k. By the
induction hypothesis, Ci is generated from U in mai +m+ ai steps for i= 1,2.
So M is generated from U in

(ma1 + a1 +m) + (ma2 + a2 +m) + 1 = m(a1 + a2 + 2) + a1 + a2 + 1

≤ m(k + 2) + k + 1

= m(k + 1) +m+ (k + 1)

steps. This ends our induction. �

The following result will come handy when we will handle generation of
modules of groups in Kropholler’s hierarchy. We are not including a proof
because it is quite trivial.

Lemma 2.11. For any class of R-modules, T and any nonnegative integer n,
[T ]n is closed under arbitrary direct sums if T is closed under arbitrary direct
sums.

3. Generation of modules in Kropholler’s hierarchy

For our dealings in this section, we fix an arbitrary commutative ring R.

Notation. For any class of R-modules T , we denote by T ⊕ the smallest class
containing T that is closed under arbitrary direct sums.

Lemma 3.1. Let G be a group that acts cellularly on a G-CW-complex X with
stabilizers in a class L . Let I(G,L ) be a class of RG-modules consisting of all

modules of the form IndGH M , where H is some subgroup of G that is in L and
M is some RH-module. Then the number of steps needed to generate trivial
module from I(G,L )⊕ is bounded by the dimension of X.

Proof. We can assume that the maximal dimension of cells in X is finite be-
cause if it is not finite we have nothing to prove. Let this number be n. The
augmented cell complex is of the form 0 → An → · · · → A1 → A0 → R → 0,
where each Ai is an RG-permutation module that we get from the action of G
as a group of permutations of the i-dimensional cells of X . Each Ai is a di-
rect sum of the trivial module induced up to G from subgroups of G that are
in L . By Lemma 2.5, the trivial module can be generated from I(G,L )⊕ in
(n+ 1)− 1 + 0 = n steps. �

Definition 3.2. For any groupG and a class of groups X , we define Λn(G,X )

to be {IndGH M |M is some RH-module and H is some HnX -subgroup of G}.
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The following lemma will prove crucial in proving some important generation
results later in Section 4. Before stating it, we recall that the successor of an
ordinal number α is the smallest ordinal number greater than α. An ordinal
number that is a successor is called a successor ordinal. If α is a successor
ordinal, we define α − 1 to be the ordinal number β whose successor is α (in
ordinal addition notation, α = β + 1).

Lemma 3.3. For any group G, a class of groups X , and any successor ordi-
nal α, Λα(G,X ) ⊆ [Λα−1(G,X )⊕].

Proof. Let H be a HαX -subgroup of G. Then, by definition, there exists
a finite-dimensional contractible complex T on which H acts with stabilizers
in Hα−1X . Its cellular chain complex is of the form

0 → At → · · · → A1 → A0 → R → 0,

where each Ai is a permutation module that we get from the action of H as
a group of permutations of the i-dimensional cells of T .

Let X be an arbitrary RH-module. If we tensor the above complex by X ,
we get the complex

0 → At ⊗X → · · · → A1 ⊗X → A0 ⊗X → X → 0.

Now if we induce all these modules up to G, we get the complex

0 → IndGH(At ⊗X) → · · · → IndGH(A0 ⊗X) → IndGH X → 0.

Ai can be written as a direct sum of the trivial module induced up to H
from subgroups of H that are of the form Hσ, where Hσ denotes the stabilizer
of the cell σ (note that Hσ ∈ Hα−1X for all σ), with σ running over the
set of H-orbit representatives for the i-dimensional cells (we can denote this

set by ∆). Thus, IndGH(Ai ⊗ X) =
⊕

σ∈∆ IndGHσ
X ∈ Λα−1(G, X )⊕. Thus,

IndG
H X ∈ [Λα−1(G,X )⊕]. �

The following result follows straight-forwardly from Lemma 3.3.

Corollary 3.4. For any class of groups X , any group G, and any positive
integer n,

Λn(G,X ) ⊆ [Λn−1(G,X )⊕] ⊆ · · · ⊆ [[. . . [
︸ ︷︷ ︸

n times

Λ0(G,X )⊕]⊕] . . .⊕]
︸ ︷︷ ︸

n times

.

Theorem 3.5. Let X be a class of groups and G a group. For any n ≥ 1 and
for any group J , let

dn,X (J) := inf{dim(X) | X is a finite-dimensional contractible CW-complex

on which J acts with stabilizers in Hn−1X },

and let tn,X (G) := sup{dn,X (H) |H ≤G,H ∈HnX }; we write tn for tn,X (G)
when there is no ambiguity over X and G. Then, for any fixed n, we have
Λn(G,X )⊕ ⊆〈Λn−m(G,X )⊕〉∏n

i=n−m+1(1+ti)−1 for anym such that 1≤m≤n.
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Proof. We shall proceed by induction on m.
Let IndGH(M) ∈ Λn(G,X ), where H is some HnX -subgroup of G and M is

someRH-module. From the proof of Lemma 3.3, IndGH(M)∈ [Λn−1(G,X )⊕]tn ,
and by Lemma 2.11, any arbitrary direct sum of modules in Λn(G,X ) is in
[Λn−1(G,X )⊕]tn . Thus, Λn(G,X )⊕ ⊆ [Λn−1(G,X )⊕]tn ⊆ 〈Λn−1(G,X )⊕〉tn
(the last inclusion is by Lemma 2.7 (b)). This proves the theorem for m = 1.

Similarly, we get Λa(G,X )⊕ ⊆ [Λa−1(G,X )⊕]ta ⊆〈Λa−1(G,X )⊕〉ta for any
a between 0 and n (this follows from the definition of ta and Lemma 2.7 (b)).

We assume the statement of the theorem to be true for m = d. Now let
m = d+ 1. We have the following:
(a) Λn−d(G,X )⊕ ⊆ 〈Λn−d−1(G,X )⊕〉tn−d

;
(b) Λn(G,X )⊕ ⊆ 〈Λn−d(G,X )⊕〉∏n

i=n−d+1(1+ti)−1 (induction hypothesis).

By Lemma 2.10, therefore, every module in Λn(G,X )⊕ is generated from
Λn−d−1(G,X )⊕ in

tn−d

n∏

i=n−d+1

(1 + ti)− tn−d + tn−d +

( n∏

i=n−d+1

(1 + ti)− 1

)

= (1 + tn−d)

n∏

i=n−d+1

(1 + ti)− 1 =

n∏

i=n−(d+1)+1

(1 + ti)− 1

steps. This ends our induction. �

Corollary 3.6. Let X be a class of groups and G an HnX group. Using the
notation of Theorem 3.5, every RG-module is generated from Λ0(G,X )⊕ in
∏n

i=1(1 + ti)− 1 steps.

Proof. We can assume that all the ti’s are finite because if any of them are
not, we have nothing to prove. The corollary then follows by taking m = n in
the statement of Theorem 3.5 and by noting that, as G ∈ HnX , Λn(G,X ) is
the class of all RG-modules. �

We end this section with the following remark.

Remark 3.7. For any class of RG-modules U , define the finitistic U -dimen-
sion of RG, denoted FU -dim(RG), to be

sup{U -dim(M) | M ∈ Mod(RG), U -dim(M) < ∞}.

It is obvious that if T ⊆ U , then FT -dim(RG) ≤ FU -dim(RG).
Note that one can just replace tn,X (G) by the finitistic Λn−1(G,X )⊕-di-

mension of RG in the statement of Theorem 3.5. This way, it might be more
algebraic for visualization purposes. Also, from the inequality mentioned in
the previous paragraph, it follows that we can replace all the ti’s by t. So
Corollary 3.6 can be restated as: for G ∈HnX , every module can be generated
from Λm(G,X )⊕, for any m satisfying 1 ≤ m ≤ n, in (1 + t)n−m − 1 steps.
This shows very clearly that the number of levels we go down in the hierarchy
to generate our class of modules gets reflected in the degree of the polynomial
in t that we get as the number of steps. This number of steps need not be
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optimal, but this is very much in line with the spirit of Kropholler’s hierarchy
because, taking X to be the class of all finite groups for example, we see that
we are generating all modules from the class of modules induced up from finite
subgroups closed under direct sums.

4. Generation in the derived categories

For the rest of this article, for any ring R, we will use the following notations:
• Mod-R is the standard module category of R-modules,
• Db,+(Mod-R) for the derived category of bounded above chain complexes

of R-modules,
• Db,−(Mod-R) for the derived category of bounded below chain complexes

of R-modules,
• Db(Mod-R) for the derived category of bounded chain complexes of R-

modules,
• D(Mod-R) for the derived category of unbounded chain complexes of R-

modules.
For any class of modules C , when we write D∗(C ), as we do in the statements
of Theorem 4.3, we mean a class of all chain complexes in the relevant derived
category where the modules in the chain complexes are from C .

We begin straightaway with two very useful lemmas which are both standard
knowledge (for Lemma 4.1, one can consult [5] for details and background).

Lemma 4.1. Let R be a ring. Let D(Mod-R) be the derived unbounded cate-
gory of chain complexes of R-modules, and let U be a triangulated subcategory
of D(Mod-R). If U is closed under coproducts, then it is closed under direct
limits of chain complexes, and if U is closed under products, then it is closed
under inverse limits of chain complexes.

Proof. Let U be closed under coproducts, and let {Si}i≥0 be a collection of
chain complexes in U where we have chain complexes fi :Si →Si+1. The direct
limit lim

−→i≥0
Si, from the definition of homotopy colimits, arises as a cokernel

in the following short exact sequence:

0 →
⊕

i≥0

Si

⊕
i≥0(idSi

−fi)
−−−−−−−−−−→

⊕

i≥0

Si → lim
−→
i≥0

Si → 0.

Here, the first two terms are in U as U is closed under coproducts, and
therefore the third term is in S as well since U is a triangulated subcategory
of D(Mod-R).

Similarly, now if we let U be closed under products where we have maps
fi : Si → Si−1, then the inverse limit lim

←−i≥0
Si arises as a kernel in the short

exact sequence by the definition of homotopy limits

0 → lim
←−
i≥0

Si →
∏

i≥0

Si

∏
i≥1(idSi

−fi)
−−−−−−−−−−→

∏

i≥0

Si → 0.

Here, the last two terms are in U as U is closed under products, and therefore
the third term is in U since U is a triangulated subcategory of D(Mod-R). �
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The following lemma is standard knowledge too. One can look up the proof
of [18, Prop. 2.1 (f)] for an idea of the proof in the derived unbounded case;
that same proof works for us.

Lemma 4.2. Let R be a ring, and let T be a triangulated subcategory of
D(Mod-R), Db,+(Mod-R), Db,−(Mod-R), or Db(Mod-R). Then any chain
complex X∗ of the form 0→ Xn → Xn−1 → · · · → X0 → 0 is in T if each Xi,
when considered as a chain complex concentrated in degree zero, is in T .

Proof. Let us assume that we are working in D(Mod-R). We will prove this
by induction on the length of X∗. Of course, if X∗ is of length 1, then it is
in T by the hypothesis and since triangulated subcategories are closed under
shifts. We now assume that if X∗ is of length ≤ n, then it is in T —this is
our induction hypothesis. Let X∗ : 0→Xn →Xn−1 → · · · →X1 →X0 → 0 be
a bounded complex of length n + 1, where each Xi is in T . We can fit this
into a short exact sequence of bounded complexes as shown below.

0 0 0

0 0 Xn Xn 0

...
...

...

0 0 X2 X2 0

0 0 X1 X1 0

0 X0 X0 0 0

0 0 0

0 Id

0 Id

0 Id

Id

Here, the first chain complex is in T by the hypothesis of our lemma, and the
third chain complex is in T by the induction hypothesis as each Xi is in S
and it is a bounded complex of length n − 1. So, since T is a triangulated
subcategory of D(Mod-R), X∗ is in T , and we are done.

Note that the exact same proof works when T is a triangulated subcategory
of Db,+(Mod-R) or Db,+(Mod-R) or Db(Mod-R). �

We are now in a position to prove the following theorem about genera-
tion of the derived bounded above derived bounded and derived unbounded
categories of chain complexes of modules with respect to classes of modules
induced up from subgroups in Kropholler’s hierarchy. In many of the upcom-
ing statements, we will come across classes of modules, in most cases con-
sidered as classes of chain complexes concentrated in degree zero, with the
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superscript “⊕”, which means closed under direct sums as explained earlier,
and in some cases with the superscript “⊕,Π”, which means we are taking the
direct-sum closed class and closing it under products. Throughout this paper,
for chain complexes, whenever we use the phrase “product”, we mean “direct
product of chain complexes”.

Note that, although the statements of our next two results, Theorem 4.3
and Theorem 4.5, might seem a little technical, the proofs are actually quite
straight-forward and easy to follow. The only reason why length-wise some of
the proofs are quite long is we have chosen to elaborate in detail what limits
we are using in what case and why.

Theorem 4.3. Let G be a group, and let R be a commutative ring. We fix
a class of groups, X . For any triangulated category T and a class of objects
in it denoted U , we shall denote the smallest triangulated subcategory of T

containing U by ∆T U .
(a) Let T = Db,−(Mod-RG). Then, for any n ∈ N,

· · · = ∆T Db,−(Λn(G,X )⊕) = ∆T Db,−(Λ0(G,X )⊕).

(b) Let T =Db,+(Mod-RG). If tn,X (G) or FΛn−1(G,X )⊕-dim(RG) is finite
for some n ∈ N, then

∆T Db,+(Λn(G,X )⊕,Π) = ∆T Db,+(Λn−1(G,X )⊕,Π)

= · · · = ∆T Db,+(Λ0(G,X )⊕,Π).

(c) Let T = D(Mod-RG). In this case, for any class of objects U in T ,
denote by T -〈U 〉 the smallest triangulated subcategory of T containing
U closed under products and coproducts (direct sums). Then

· · · T -〈D(Λn(G,X ))〉 T -〈D(Λn−1(G,X ))〉 · · · T -〈D(Λ0(G,X ))〉

· · · T -〈Λn(G,X )〉 T -〈Λn−1(G,X )〉 · · · T -〈Λ0(G,X )〉.

(d) Let T = Db(Mod-RG). Then, for any n,

∆T Db(Λn(G,X )) ⊆ ∆T Λn−1(G,X )⊕.

If additionally tn,X (G) or alternatively FΛn−1(G,X )⊕-dim(RG) is finite,
then

∆T Db(Λn(G,X )⊕) ∆T Db(Λn−1(G,X )⊕) · · · ∆T Db(Λ0(G,X )⊕)

∆T Λn(G,X )⊕ ∆T Λn−1(G,X )⊕ · · · ∆T Λ0(G,X )⊕.

Proof. The techniques used in this proof for each of the subparts have some
similarities.

(a) Note that, for any n, Λn−1(G,X )⊕ ⊆ Λn(G,X )⊕. Thus,

Db,−(Λn−1(G,X )⊕) ⊆ Db,−(Λn(G,X )⊕) ⊆ ∆T Db,−(Λn(G,X )⊕),

and therefore ∆T Db,−(Λn−1(G,X )⊕) ⊆ ∆T Db,−(Λn(G,X )⊕).
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Take a bounded below chain complex X∗ = · · · → Xm+k → · · · → Xm+1 →
Xm → 0, where each Xi in Λn(G,X )⊕. We now look at the following trunca-
tions of X∗:

g0(X∗) = · · · → 0 → 0 → Xm → 0

g1(X∗) = · · · → 0 → Xm+1 → Xm → 0

...

gk(X∗) = · · · → 0 → Xm+k → · · · → Xm+1 → Xm → 0.

In gi(X∗) as defined above, we haveXm+j in degreem+ j for all j ∈{0,1, . . . , i},
and zero everywhere else. Note that each Xi =

⊕

σ∈Σi
Xi,σ for some indexing

set Σi, where each Xi,σ ∈ Λn(G,X ). Now, as Λn(G,X ) ⊆ [Λn−1(G,X )⊕] by
Lemma 3.3, each Xi,σ admits a finite length resolution I∗i,σ ։ Xi,σ with mod-
ules from Λn−1(G,X )⊕. We thus get a resolution of

⊕

σ∈Σi
Xi,σ of possibly in-

finite length with modules from Λn−1(G,X )⊕ :
⊕

σ∈Σi
I∗i,σ ։

⊕

σ∈Σi
Xi,σ =Xi.

Thus, a chain complex with Xi in degree zero and zero everywhere else is quasi-
isomorphic to a bounded below complex

· · · →
⊕

σ∈Σi

Iki,σ → · · · →
⊕

σ∈Σi

I1i,σ →
⊕

σ∈Σi

I0i,σ → 0 → 0 → · · ·

with
⊕

σ∈Σi
Iki,σ ∈ Λn−1(G,X )⊕ in degree k for k ≥ 0 and zero in every other

degree. So each Xi, considered as a complex concentrated in degree zero, is in
∆T Db,−(Λn−1(G,X )⊕). Now note that each gi(X∗) is a bounded complex,
where each module, when considered as a complex concentrated in degree zero,
is in ∆T Db,−(Λn−1(G,X )⊕). By Lemma 4.2, it follows that each gi(X∗) is in
∆T Db,−(Λn−1(G,X )⊕). Note that

⊕

i∈N
gi(X∗) is in ∆T Db,−(Λn−1(G,X )⊕)

as each gi(X∗) is bounded below at degree m. We now apply the homo-
topy colimit construction artificially. We have a sequence of chain maps
g0(X∗)

φ0−→ g1(X∗)
φ1−→ g2(X∗)

φ2−→ · · · between complexes, where φi : gi(X∗)→
gi+1(X∗) is given by the identity map at every degree between m and m+ i
and the zero map at every other degree. In D(Mod-RG), the homotopy colimit
of the gi(X∗)’s is X∗, and it follows from the definition of homotopy colimits
that, in D(Mod-RG), we have a short exact sequence (see Lemma 4.1)

0 →
⊕

i∈N

gi(X∗)

⊕
i≥0(idgi(X∗)−φi)

−−−−−−−−−−−−−→
⊕

i∈N

gi(X∗) → X∗ → 0.

Now note that
⊕

i∈N
gi(X∗),X∗ ∈ Db,−(Mod-RG) which is a triangulated sub-

category of D(Mod-RG), and the above short exact sequence is a distinguished
triangle in Db,−(Mod-RG). We can see, in the short exact sequence above, the
first two terms are in ∆T Db,−(Λn−1(G,X )⊕) which is a triangulated subcat-
egory of Db,−(Mod-RG); it follows that

X∗ ∈ ∆T Db,−(Λn−1(G,X )⊕).
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(b) Again, just like we saw in (a),

∆T Db,+(Λn−1(G,X )⊕,Π) ⊆ ∆T Db,+(Λn(G,X )⊕,Π).

We start with an arbitrary bounded above chain complex

X∗ := · · · → 0 → Xm → Xm−1 → Xm−2 → · · · ,

where each Xi is in Λn(G,X )⊕,Π, with Xm−i in degree m− i for all i ≥ 0 and
zero in every other degree. Now look at the following truncations of X∗:

g0(X∗) = · · · → 0 → Xm → 0 → 0 → · · ·

g1(X∗) = · · · → 0 → Xm → Xm−1 → 0 → · · ·

...

gk(X∗) = · · · → 0 → Xm → Xm−1 → · · · → Xm−k → 0 → 0 → 0 → · · · .

In gi(X∗), we have the module Xm−j in degreem− j for all j ∈ {0,1, . . . , i} and
zero in every other degree. The chain map φk+1 : gk+1(X∗) → gk(X∗) is given
by the identity map in every degree between m and m− k and the zero map in
every other degree. As tn := tn,X (G) <∞ or FΛn−1(G,X )⊕-dim(RG) <∞,
we denote either of these quantities by t, and we have

Λn(G,X ) ⊆ [Λn−1(G,X )⊕]t,

and since, by Lemma 2.11, for any class of modules T that is closed under
arbitrary direct sums, [T ]l is closed under arbitrary direct sums as well for any
finite l, we have Λn(G,X )⊕ ⊆ [Λn−1(G,X )⊕]t. Now, for any i, Xi =

∏

j∈J Xi,j

for some indexing set J , where each Xi,j ∈ Λn(G,X )⊕, and we have a complex
· · ·→ 0→Xi,j,t →Xi,j,t−1 →· · ·→Xi,j,0 → 0→· · · withXi,j,k ∈Λn−1(G,X )⊕

in degree k for all k ∈ {0, 1, . . . , t} and zero in every other degree, quasi-
isomorphic to the complex with Xi,j in degree zero and zero in every other
degree. Thus, each Xi, when considered as a complex concentrated in degree
zero, is in ∆T Db,+(Λn−1(G, X )⊕,Π)—note that here the direct product of
exact sequences, each of length t, is still an exact sequence of length t because
we are in the module category. So, by Lemma 4.2, each

gi(X∗) ∈ ∆T Db,+(Λn−1(G,X )⊕,Π).

Every gi(X∗) has just the zero module in every degree higher than m, so the
bounded above chain complex

∏

i∈N
gi(X∗) is in ∆T Db,+(Λn−1(G,X )⊕,Π). In

D(Mod-RG), the homotopy limit of the gi(X∗)’s is X∗, and from the definition
of homotopy limit, we get the short exact sequence (see Lemma 4.1)

0 → X∗ →
∏

i∈N

gi(X∗)

∏
i≥1(idgi(X∗)−φi)

−−−−−−−−−−−−→
∏

i∈N

gi(X∗) → 0.
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All the terms here are in Db,+(Mod-RG) which is a triangulated subcategory of
D(Mod-RG), and the above short exact sequence is a distinguished triangle in
Db,+(Mod-RG). Note that the last two terms are in ∆T Db,+(Λn−1(G,X )⊕,Π),
which means X∗ is in ∆T Db,+(Λn−1(G,X )⊕,Π) as well since, by definition,
∆T Db,+(Λn−1(G,X )⊕,Π) is a triangulated subcategory of Db,+(Mod-RG).

Thus, we have ∆T Db,+(Λn(G,X )⊕,Π) = ∆T Db,+(Λn−1(G,X )⊕,Π). Note
that FΛα(G,X )⊕-dim(RG) ≤ FΛβ(G,X )⊕-dim(RG) whenever α < β (sim-
ilarly, tm,X (G) ≤ tn,X (G) for all m ≤ n, see Remark 3.7), which means

FΛn−1(G,X )⊕-dim(RG) < ∞ =⇒ FΛn−2(G,X )⊕-dim(RG) < ∞,

and now we can show that

∆T Db,+(Λn−1(G,X )⊕,Π) = ∆T Db,+(Λn−2(G,X )⊕,Π).

We can go all the way down to ∆T Db,+(Λ0(G,X )⊕,Π) like this.
(c) We first show that, for any n ≥ 1, T -〈Λn(G,X )〉 = T -〈Λn−1(G,X )〉,

which follows straight-forwardly from the fact that any complex in Λn(G,X ) is
a module from the class of modules Λn(G,X ) concentrated in degree zero, and
by Lemma 3.3, such a complex in Λn(G,X ) is quasi-isomorphic to a bounded
complex of modules from Λn−1(G,X )⊕ and is therefore in T -〈Λn−1(G,X )⊕〉
by Lemma 4.2, and since

T -〈Λn−1(G,X )⊕〉 = T -〈Λn−1(G,X )〉

because T -〈Λn−1(G,X )〉 is closed under arbitrary direct sums, we have

T -〈Λn(G,X )〉 ⊆ T -〈Λn−1(G,X )〉.

The other direction is obvious as Λn−1(G,X ) ⊆ Λn(G,X ) ⊆ T -〈Λn(G,X )〉
implies that T -〈Λn−1(G,X )〉 ⊆ T -〈Λn(G,X )〉.

Now we show that, for any n ≥ 0, T -〈D(Λn(G, X ))〉 = T -〈Λn(G, X )〉.
Again, it is clear that T -〈Λn(G, X )〉 ⊆ T -〈D(Λn(G, X ))〉. Now take an
arbitrary unbounded chain complex (X∗, d∗), where each Xi is in Λn(G,X ).
Over chain complexes, for any fixed m, it can be written as the inverse limit
of its truncations given by

gm,0(X∗) : · · · → Xm → 0 → 0 → · · ·

gm,1(X∗) : · · · → Xm → Xm−1 → 0 → 0 → · · ·

...

gm,k(X∗) : · · · → Xm → Xm−1 → · · · → Xm−k → 0 → 0 → · · · .

In gm,k(X∗), we have Xm−i in degree m− i for all m ≥ i ≥m− k. The reason
why we have an inverse limit here is because, like in the proof of (b) where we
artificially used the short exact sequence used to define inverse limits in the
derived unbounded category, our chain maps are from gm,k+1(X∗) to gm,k(X∗)
for all k—the map from gm,k+1(X∗) to gm,k(X∗) is given by the identity map in
all degrees strictly higher than m− k and the zero map in every other degree.
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Each gm,k(X∗) is a bounded below chain complex and, like in the proof of
part (a), can be written as the direct limit of its truncations given by

j0(gm,k(X∗)) : · · · → 0 → Xm−k → 0

j1(gm,k(X∗)) : · · · → Xm−(k−1) → Xm−k → 0

...

jt(gm,k(X∗)) : · · · → Xm−(k−t) → · · · → Xm−k → 0.

Here, we have a direct limit because our chain maps go from jt(gm,k(X∗))
to jt+1(gm,k(X∗)) for all t—the map from jt(gm,k(X∗)) to jt+1(gm,k(X∗)) is
given by the identity map in all degrees between m − k and m − k + t and
the zero map in all other degrees. Thus, X∗ = lim

←−k
lim
−→t

jt(gm,k(X∗)). Note
that each jt(gm,k(X∗)) is a bounded complex of modules from Λn(G,X ), and
so, by Lemma 4.2, each jt(gm,k(X∗)) is in T -〈Λn(G, X )〉, and now, since
T -〈Λn(G, X )〉 is closed under both products and coproducts by definition,
it is closed under both direct limits and inverse limits by Lemma 4.1, and
therefore X∗ is in T -〈Λn(G,X )〉.

(d) Take a bounded chain complex

X∗ = 0 → Xm → Xm−1 → · · · → X0 → 0,

where each Xi is in Λn(G,X ). By Lemma 3.3, it follows that each Xi, con-
sidered as a chain complex concentrated in degree zero, is quasi-isomorphic
to a bounded chain complex in Db(Λn−1(G,X )⊕), and by Lemma 4.2, that
bounded chain complex is in ∆T Λn−1(G,X )⊕. This proves the first part.

Now note that, for any k,

Λk−1(G,X )⊕ ⊆ Λk(G,X )⊕ ⊆ Db(Λk(G,X )⊕)

⊆ ∆T Db(Λk(G,X )⊕),

which implies that

∆T Λn−1(G,X )⊕ ⊆ ∆T Db(Λn(G,X )⊕).

Denote tn,X (G) (or FΛn−1(G,X )⊕-dim(RG)) by t. From Lemma 3.3, we
have Λn(G,X ) ⊆ [Λn−1(G,X )⊕], and when we have the additional assump-
tion that t < ∞, we get Λn(G,X ) ⊆ [Λn−1(G,X )⊕]t, which implies, courtesy
of Lemma 2.11, that Λn(G,X )⊕ ⊆ [Λn−1(G,X )⊕]t. Using Lemma 4.2, we
can say that all chain complexes in Db(Λn(G,X )⊕) are in ∆T Λn−1(G,X )⊕;
therefore ∆T Db(Λn(G,X )⊕) ⊆ ∆T Λn−1(G,X )⊕. Thus, we have

∆T Db(Λn(G,X )⊕) = ∆T Λn−1(G,X )⊕.

All the vertical equalities follow from Lemma 4.2.
Since tn,X (G) ≥ tm,X (G), and similarly,

FΛn−1(G,X )⊕-dim(RG) ≥ FΛm−1(G,X )⊕-dim(RG),
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for any m ≤ n, we have Λk(G,X )⊕ ⊆ [Λk−1(G,X )⊕]t for all k ∈ {1,2, . . . , n},
and again using Lemma 4.2 the way we used it above, we get that

∆T Λk(G,X )⊕ ⊆ ∆T Λk−1(G,X )⊕.

Since the inclusion in the other direction is obvious, this gives us our horizontal
chain of equalities, and we are done. �

Definition 4.4. Let G be a group and R a commutative ring. We make the
following definitions.
(a) Let T := D(Mod-RG), and let U be a class of objects in T . We denote

by LocT -〈U 〉, called the localizing subcategory of T generated by U , the
smallest triangulated subcategory of T containing U and closed under
coproducts (direct sums), and if this is all of T , we say U generates T .

We denote by ColocT -〈U 〉, called the colocalizing subcategory of T

generated by U , the smallest triangulated subcategory of T containing U

and closed under products, and if this is all of T , we say U cogeneratesT .
We denote by T -〈U 〉, as in the statement of Theorem 4.3 (c), the smallest
triangulated subcategory of T containing U closed under products and
coproducts.

If LocT -〈U 〉= T (resp. ColocT -〈U 〉= T ), we say U generates (resp.
cogenerates) T . If T -〈U 〉 = T , we say U generates T with products
and coproducts.

(b) Let T :=Db,+(Mod-RG), and let U be a class of objects in T . We denote
by LocT -〈U 〉 (resp. ColocT -〈U 〉) the smallest triangulated subcategory
of T containing U satisfying the following property.

If {Xλ
∗ }λ∈Λ is a class of chain complexes in U such that there exists

n∈ Z such that, for every λ ∈Λ, degi(X
λ
∗ ) = 0 for all i > n, then

⊕

λ∈ΛXλ
∗

(resp.
∏

λ∈Λ Xλ
∗ ) is in LocT -〈U 〉 (resp. ColocT -〈U 〉).

(c) Let T :=Db,−(Mod-RG), and let U be a class of objects in T . We denote
by LocT -〈U 〉 (resp. ColocT -〈U 〉) the smallest triangulated subcategory
of T containing U satisfying the following property.

If {Xλ
∗ }λ∈Λ is a class of chain complexes in U such that there exists

n∈ Z such that, for every λ ∈Λ, degi(X
λ
∗ ) = 0 for all i < n, then

⊕

λ∈ΛXλ
∗

(resp.
∏

λ∈Λ Xλ
∗ ) is in LocT -〈U 〉 (resp. ColocT -〈U 〉).

(d) For any triangulated category T , and any class of objects in it U , we
denote by 〈U 〉 the smallest triangulated subcategory of T containing U .
Note that we used a different notation for this in the statement of Theo-
rem 4.3, but this 〈〉 notation is more convenient in the context of genera-
tion.

With the aid of the above definitions, we get the following generation re-
sults for groups that are themselves in Kropholler’s hierarchy (note that in
the statement of Theorem 4.3, we did not require the big group G to be in
Kropholler’s hierarchy).

Theorem 4.5. Let G be a group in HnX for some class of groups X . The
following statements hold.
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(a) If T = D(Mod-RG), then

LocT -〈Λn−1(G,X )〉 · · · LocT -〈Λ0(G,X )〉

D(Mod-RG) T -〈Λn−1(G,X )〉 · · · T -〈Λ0(G,X )〉

ColocT -〈Λn−1(G,X )⊕〉.

(b) If T = Db,+(Mod-RG) and FΛn−1(G, X )⊕-dim(RG) or alternatively
tn,X (G) is finite, then

Loc
T
-〈Λn−1(G,X )〉

Db,+(Mod-RG) Coloc
T
-〈Λn−1(G,X )⊕〉 · · · Coloc

T
-〈Λ0(G,X )⊕〉.

(c) If T = Db,−(Mod-RG), then

Coloc
T
-〈Λ⊕

n−1〉

Db,−(Mod-RG) Loc
T
-〈Λn−1〉 Loc

T
-〈Λn−2〉 · · · Loc

T
-〈Λ0〉.

(d) Db(Mod-RG) = 〈Λn−1(G, X )⊕〉. If, additionally, tn,X (G) or alterna-
tively FΛn−1(G,X )⊕-dim(RG) is finite (see Remark 3.7), then

Db(Mod-RG) = 〈Λk(G,X )⊕〉 for all k ≥ 0.

Proof. (a) To prove the first horizontal line of equalities, first note that, for
any k, Λk(G,X ) ⊆ [Λk−1(G,X )⊕], so

LocT -〈Λk(G,X )〉 ⊆ LocT -〈Λk−1(G,X )⊕〉 = LocT -〈Λk−1(G,X )〉

(the last equality follows from the fact that localizing subcategories are closed
under arbitrary direct sums (coproducts) by definition). For the other di-
rection, it is obvious that LocT -〈Λk−1(G,X )〉 ⊆ LocT -〈Λk(G,X )〉 because
Λk−1(G,X ) ⊆ Λk(G,X ). Note that, up to here, we have not used the fact
that G ∈ HnX .

Note that, since G ∈ HnX , Λn(G,X ) = Mod-RG. We start by observing
that the second horizontal line of equalities follow directly from the lower
horizontal line of equalities in Theorem 4.3 (c). Take an arbitrary unbounded
chain complex of RG-modules (X∗, d∗) = · · · → Xk → Xk−1 → · · · . We fix
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an m. We look at the following truncations:

j0(X∗) : · · · → Xm+2 → Xm+1 → Ker(dm) → 0 → 0 → · · ·

j1(X∗) : · · · → Xm+2 → Xm+1 → Xm → Ker(dm−1) → 0 → 0 → · · ·

...

jk(X∗) : · · · → Xm+2 → · · · → Xm−(k−2) → Xm−(k−1)

→ Ker(dm−k) → 0 → · · · .

Here, in jk(X∗), there is Xm−i in degree m− i for all i ≥ k − 1 and Ker(dm−k)
in degree m− k and zero in every other degree. The map fk between jk(X∗)
and jk+1(X∗) is given by the identity map in every degree bigger than or equal
to m− (k − 1), the inclusion map in degree m− k and the zero map in every
other degree, and X∗ can be written as the direct limit of these truncations,
lim
−→k

jk(X∗).

Each jk(X∗) is a bounded below chain complex and, as shown in the proof
of part (a) of Theorem 4.3, can be written as the direct limit of their non-ca-
nonical truncations gi(jk(X∗)) (using the gi notation from the proof of Theo-
rem 4.3 (a)), each of which in turn are bounded chain complexes. So we have
X∗ = lim

−→k
lim
−→i

gi(jk(X∗)). Now note that each gi(jk(X∗)) is a bounded com-
plex, where each module, when concentrated as a chain complex concentrated
in degree zero, is quasi-isomorphic to a bounded complex with modules from
Λn−1(G,X )⊕ by Lemma 3.3. So each of the modules in the bounded chain
complex gi(jk(X∗)) for any i and k is in LocT -〈Λn−1(G,X )⊕〉 by Lemma 4.2.
Therefore, by Lemma 4.2 again, each

gi(jk(X∗)) ∈ LocT -〈Λn−1(G,X )⊕〉 = LocT -〈Λn−1(G,X )〉

(the last equality follows from the fact that localizing subcategories are closed
under arbitrary direct sums by definition). Now localizing subcategories are
closed under coproducts by definition, so they are closed under direct limits
by Lemma 4.1, so X∗ ∈ LocT -〈Λn−1(G,X )〉.

To prove the result about colocalizing subcategories, we start with the same
chain complex X∗ and the same fixed m and look at the following truncations
(note that our gi and ji notations in the remaining part of the proof of (a)
differ from the gi and ji notations used in the last paragraph):

g0(X∗) : · · · → Xm → 0 → 0 → · · ·

g1(X∗) : · · · → Xm → Xm−1 → 0 → 0 → · · ·

...

gk(X∗) : · · · → Xm → Xm−1 → · · · → Xm−k → 0 → 0 → · · · .

Here, in gk(X∗), we have the module Xm−i in degree m− i for all i ≤ k and
zero in every other degree. The map between gk+1(X∗) and gk(X∗) is given by
the identity map in every degree bigger than or equal to m− k and the zero
map in every other degree, and X∗ can be written as an inverse limit of these
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truncations, lim
←−k

gk(X∗). Each gk(X∗) is a bounded below chain complex, and
they can be written as the inverse limit of their canonical truncations in the
following way.

Let (Y∗, δ∗) be a bounded below chain complex, where t is the smallest
degree with a nonzero module. We define

jk(Y∗) = · · · → 0 → Ker(δt+k) →֒ Yt+k → Yt+k−1 → · · · → Yt → 0,

where every degree i with t ≤ i ≤ t+ k has Yi, degree t+ k + 1 has Ker(δt+k),
and every other degree has zero. The map from jk+1(Y∗) and jk(Y∗) is given
by δt+k+1 in degree t+ k + 1, the identity map in every degree between t and
t+ k, and the zero map in every other degree. In this case, Y∗ = lim

←−k
jk(Y∗).

Using the above information, we can write each gk(X∗) as an inverse limit
lim
←−i

ji(gk(X∗)), and therefore we have

X∗ = lim
←−
k

lim
←−
i

ji(gk(X∗)).

Again, each ji(gk(X∗)) is a bounded chain complex, where each module, when
considered as a chain complex concentrated in degree zero, is quasi-isomorphic
to a bounded chain complex with modules from Λn−1(G,X )⊕ by Lemma 3.3.
So ji(gk(X∗)) is in ColocT -〈Λn−1(G,X )⊕〉 by Lemma 4.2 as colocalizing sub-
categories are triangulated subcategories. Now colocalizing subcategories are
closed under products by definition, and so they are closed under inverse limits
by Lemma 4.1; therefore X∗ is in ColocT -〈Λn−1(G,X )⊕〉.

(b) Here, the horizontal chain of equalities follows from Theorem 4.3 (b). To
show that Db,+(Mod-RG) = LocT -〈Λn−1(G,X )〉, we start with an arbitrary
bounded above chain complex (X∗,d∗) ofRG-modules withm being the biggest
degree without the zero module, and note that, like we saw in the proof of (a),
over chain complexes, X∗ can be realized as the direct limit of its truncations

jm,k(X∗) : · · · → 0 → Xm → Xm−1 → · · · → Xm−(k−1)

→ Ker(dm−k) → 0.

Denote by fk the chain map between jm,k(X∗) and jm,k+1(X∗) which is given
by the identity map in every degree between m and m − k + 1, the inclu-
sion map in degree m − k, and the zero map in every other degree. Since
all RG-modules are in [Λn−1(G,X )⊕] by Lemma 3.3, each of the modules in
jm,k(X∗), when considered as a chain complex concentrated in degree zero, is
quasi-isomorphic to a bounded chain complex of modules from Λn−1(G,X )⊕

and, by Lemma 4.2, is therefore in LocT -〈Λn−1(G,X )〉 (note that we do not
need the ⊕ sign here since any module in Λn−1(G,X )⊕, as a chain complex
concentrated in degree zero, can be written as a direct sum of chain com-
plexes concentrated in degree zero with each of them having a module from
Λn−1(G,X ) in degree zero, and is therefore in LocT -〈Λn−1(G,X )〉). And
since each jm,k(X∗) is a bounded chain complex, we can say using Lemma 4.2
again that each jm,k(X∗) is in LocT -〈Λn−1(G,X )〉. So, in D(Mod-RG), we
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have the short exact sequence (see Lemma 4.1)

0 →
⊕

k∈N

jm,k(X∗)

⊕
i≥0(idjm,i(X∗)−fi)

−−−−−−−−−−−−−−→
⊕

k∈N

jm,k(X∗) → X∗ → 0,

and again, we note, like in the proof of Theorem 4.3 (b), the above short
exact sequence is a distinguished triangle in Db,+(Mod-RG). Now the first
two terms are in LocT -〈Λn−1(G,X )〉 by definition since each jm,k(X∗) is in
LocT -〈Λn−1(G,X )〉 and is bounded above at degree m. Therefore, X∗ is in
LocT -〈Λn−1(G,X )〉 by definition of triangulated subcategories.

(c) Again, the horizontal chain of equalities follows from Theorem 4.3 (a). To
show that Db,−(Mod-RG) = ColocT -〈Λn−1(G,X )⊕〉, note that if (Xi, di)i≥m

is an arbitrary bounded below chain complex of RG-modules, over chain com-
plexes, it is the inverse limit of its truncations

jm,k(X∗) : · · · → 0 → Ker(dm+k) →֒ Xm+k → · · · → Xm → 0

which is bounded, and again, like in the proof of part (b), it follows that these
truncations are in ColocT -〈Λn−1(G,X )⊕〉. Here, the chain map fk between
jm,k(X∗) and jm,k−1(X∗) is given by the identity map in every degree between
m and m + k − 1, dm+k in degree m + k, and the zero map in every other
degree. In D(Mod-RG), we have the short exact sequence (see Lemma 4.1)

0 → X∗ →
∏

k∈N

jm,k(X∗)

∏
i≥1(idjm,i(X∗)−fi)

−−−−−−−−−−−−−−→
∏

k∈N

jm,k(X∗) → 0.

Again, we note that this is a distinguished triangle in Db,−(Mod-RG), and
since the last two terms are clearly in ColocT -〈Λn−1(G,X )⊕〉 by definition,
we have that X∗ is in ColocT -〈Λn−1(G, X )⊕〉 as well by the definition of
triangulated subcategories.

(d) This follows from Theorem 4.3 (d). �

The following corollary is obvious from the proof of Theorem 4.5.

Corollary 4.6. Let G be a group, and let X be a class of groups. Assume
that, for some n, Λn(G,X )⊕ is closed under kernels. Then

LocT -〈Λn−1(G,X )〉 = ColocT -〈Λn−1(G,X )⊕〉,

with T being the derived unbounded category D(Mod-RG).

Remark 4.7. It follows from the proof of Theorem 4.5 (a) that, for an HnX -
group G, we can generate the whole derived unbounded category in three
distinct ways from the class Λn−1(G,X )⊕—with coproducts, with products,
and with using both products and coproducts. We can of course also state this
result by replacing n with a limit ordinal and having in place of n − 1 some
ordinal strictly smaller than α.

Comparing the class of localizing subcategories with the class of colocal-
izing subcategories arising from a given triangulated category with arbitrary
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products and coproducts is a question of classical interest. The following was
proved by Amnon Neeman in [15, 17].

Theorem 4.8 ([15, 17]). Let R be a commutative noetherian ring. For U

a triangulated subcategory of D(Mod-R), write

φ(U ) := {X ∈ D(Mod-R) | HomD(Mod-R)(U,X) = 0 for all U ∈ U },

ψ(U ) := {X ∈ D(Mod-R) | HomD(Mod-R)(X,U) = 0 for all U ∈ U }.

(a) If U is a localizing subcategory of D(Mod-R), then φ(U ) is colocalizing,
and if U is a colocalizing subcategory of D(R), then ψ(U ) is localizing.
Also, if U is localizing, then ψ(φ(U )) = U .

(b) The assignment U 7→ φ(U ) induces a bijection between the collection of
localizing subcategories of D(Mod-R) and the collection of colocalizing sub-
categories of D(Mod-R).

Remark 4.9. What Theorem 4.8 shows is that if the group ring is noetherian,
then we do not get any “new” colocalizing subcategories other than the ones
we get from the localizing subcategories. (To see an easy example, note that
if we take a group not all of whose subgroups are finitely generated, then its
group ring over any field is not noetherian. Theorem 1.3 tells us, for example,
that the free abelian group of rank ℵω, where ω is the first infinite ordinal, is
in H3F , with F being the class of all finite groups—so this group does not
have a noetherian group ring over fields.) So it is nice to see in Theorem 4.5 (a)
that, as far as the localizing and colocalizing subcategories generated by the
smallest direct-sum closed class containing modules induced from subgroups
in lower levels on the hierarchy are concerned, they coincide with each other.
Can we find an example of a group G in HnX , for some n and X , and
a commutative ring R such that RG is not noetherian, where we get some
colocalizing subcategories of D(Mod-RG) that do not come from localizing
subcategories the way shown in Theorem 4.8?

We end this section with the following remark and a subsequent pair of
questions.

Remark 4.10. For simplicity, in this remark, when there is no ambiguity
over G, we shall denote the smallest direct sum closed class of modules induced
up from HαX -subgroups of G by Λα, where α is some ordinal.

Can we replace n in the statement of Theorem 4.5 by a limit ordinal α? If
G ∈ HαX for some limit ordinal α, then it follows from Definition 1.1 that
G ∈ HβX for some successor ordinal β < α. It follows from the arguments in
the proof of Theorem 4.5 that, for any HαX -group G, where X is a class of
groups, we have the following equality of localizing subcategories and filtra-
tion of colocalizing subcategories of D(Mod-RG) for some fixed commutative
ring R, where δ is the biggest limit ordinal strictly smaller than α:

LocT -〈Λδ〉 = LocT -〈Λδ+1〉 = · · · = LocT -〈Λβ−1〉 = D(Mod-RG),

ColocT -〈Λδ〉 ⊆ ColocT -〈Λδ+1〉 ⊆ · · · ⊆ ColocT -〈Λβ−1〉 = D(Mod-RG),
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where T = D(Mod-RG) and each of the inclusion functors in the filtration is
triangulated. The main reason, in short, as to why we do not get an equality
for the generated colocalizing subcategories is because they need not be closed
under coproducts.

Denoting ω to be the first infinite ordinal, if we now take

α = ω.n = ω + ω + · · ·+ ω (n times)

and find a group G ∈ HαX for some X but not in HβX for any β < α (note
that we do not yet have examples of such groups—the best result that we
have in the literature is that there are groups in HαF \H<αF for all ordinals
α smaller than the first uncountable ordinal; this result is from [11]), then
we do get a filtration of localizing subcategories that need not be a chain of
equalities (this is because Lemma 3.3 need not hold when α is not a successor
ordinal): for any integer k, let LocT -〈Λ[k−1,k]〉 := LocT -〈Λβ〉 for any successor
ordinal β satisfying ω.(k − 1) < β < ω.k. This is well-defined because, for any
two successor ordinals β1 and β2 between ω.(k − 1) and ω.k, LocT -〈Λβ1〉 =
LocT -〈Λβ2〉; this follows from the above chain of equalities. Now we have the
following filtration of localizing subcategories:

LocT -〈Λ[0,1]〉 ⊆ LocT -〈Λ[1,2]〉 ⊆ · · · ⊆ LocT -〈Λ[n−1,n]〉 = D(Mod-RG)

We end this remark with a little comment on how the above filtration can be
useful in studying the Krull dimension of the derived unbounded categories of
groups in Kropholler’s hierarchy which has not been studied at all before. Be-
fore providing the definition for the Krull dimension of triangulated categories,
we recall that thick subcategories of a triangulated category are defined as tri-
angulated subcategories closed under summands. For any two subcategories
I1,I2 of T , we define I1 ∗ I2 to be the full subcategory of T consisting of
objects M such that there is a distinguished triangle M1 → M → M2  with
Mi ∈ Ii. Rouqier [20] defines a thick subcategory I of T to be irreducible
if given two thick subcategories I1 and I2 of I such that I is the small-
est thick subcategory of T containing I1 ∗ I2, then at least one of the Ii’s
is I . The Krull dimension of T is the length of the maximal chain of thick
irreducible subcategories 0 6= I0 ⊂ I1 ⊂ · · · ⊂ In = T . Now, can we use the
above filtration of localizing subcategories with the same G to comment on
the Krull dimension of D(Mod-RG)? Localizing subcategories are thick (this
is standard knowledge; see Lemma 6.16), and making the inclusions strict can
be possible with the choice of our group or possibly with making sure that, at
every level of Kropholler’s hierarchy below α, G has a subgroup which is not
in any lower level. The most nontrivial part will be checking irreducibility of
the localizing subcategories, but that can possibly be handled with looking at
the irreducible components.

We end this section with the following question on groups that are beyond
Kropholler’s hierarchy.
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Question 4.11. (a) The two filtrations mentioned in Remark 4.10, except the
last equality, where we have one of the subcategories in the filtration being equal
to the whole derived unbounded category, hold for any arbitrary group. Now let
G be Thompson’s group given by 〈x0, x1, x2, · · · : x

−1
k xnxk = xn+1 for k < n〉.

We know this group is not in HF (see [12]), where F is the collection of all
finite groups. Now, using the notation of Remark 4.10 with X = F , does any
of the filtrations LocT -〈Λ[0,1]〉 ⊆ LocT -〈Λ[1,2]〉 ⊆ · · · ⊆ LocT -〈Λ[n−1,n]〉 ⊆ · · ·
and ColocT -〈Λ0〉 ⊆ ColocT -〈Λ1〉 ⊆ · · · ⊆ ColocT -〈Λn−1〉 ⊆ ColocT -〈Λn〉 ⊆ · · ·
eventually stabilize, where T = D(Mod-RG) and R is a fixed commutative
ring?

(b) Again, using the notation from Remark 4.10, is there an example of
a group G for which one of the filtrations, as mentioned in (a), eventually
stabilizes but the other one does not?

(c) In Theorem 4.5 (d), we see that if G ∈ HnX for any X and R is some
commutative ring, then Db(Mod-RG) = 〈Λn−1(G,X )⊕〉. Are there examples
of groups not in HnX for some X , satisfying this result? Also, are there ex-
amples of groups G /∈HX for some X such that Db(Mod-RG) = 〈Λ(G,X )⊕〉
for any commutative ring R, where

Λ(G,X ) := {IndGH(M) | M ∈ Mod(RH), H ∈ HX }?

5. Ending comments on generation of derived categories

In Theorem 4.3 and Theorem 4.5, we have seen that with derived unbounded
and derived bounded below categories, when we look to generate them with the
smallest direct-sum closed class of modules induced up from subgroups lower
down the hierarchy, we can go all the way down to the zeroth level, whereas in
the case of derived bounded above, we need additional conditions to get down
even one level. So working with generating the derived category seems like the
best bet. Below, we prove an easy result showing that if we introduce a similar
definition for steps of generation like we did for modules in Section 2, we see
that the number of steps taken to generate anything in the n-th hierarchy from
the 0-th hierarchy is dependent exponentially on n but linearly on the length
of the chain complex that we are generating.

Theorem 5.1. Define generation of chain complexes in the following way,
similar to the way we defined generation of modules: a chain complex X∗ is
generated from a class of chain complexes T in 0 steps if and only if X∗ ∈ T ,
and if we have a short exact sequence 0 → X∗

1 → X∗
2 → X∗

3 → 0, where the
chain complex X∗

i for any two i, say i = j, k ∈ {1, 2, 3}, is generated from T

in ai steps, then the third chain complex is generated from T in aj + ak + 1
steps.

Let G be a group and X a class of groups. Assume that tn,X (G) or alterna-
tively FΛn−1(G,X )⊕-dim(RG) is finite, and denote any of these by t. Then
a bounded chain complex, where each module is in Λn(G,X )⊕, of length m
can be generated from Λ0(G,X )⊕ in m(t+ 1)n − 1 steps.
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Proof. We proceed by induction on m. When m = 1, we have one module
from the class Λn(G,X )⊕ in one degree and zero in every other degree. The
result follows from Theorem 3.5 and Remark 3.7. Assume that, for all k ≤ m,
all bounded chain complexes, where each module is in Λn(G,X ), of length k
are generated from Λ0(G,X )⊕ (note that we are considering Λ0(G,X )⊕ to
be a class of complexes by considering all of the modules contained in it as
chain complexes concentrated in degree zero) in k(t + 1)n − 1 steps—this is
our induction hypothesis. Now let X∗ be a bounded chain complex of length
m+ 1. Like in the proof of Lemma 4.2, we can put X∗ in the middle of a short
exact sequence, where the other two terms are of lengths m and 1 respectively,
so those other complexes are generated from Λ0(G,X )⊕ in m(t+ 1)n − 1 and
(t + 1)n − 1 steps respectively. Thus, X∗ can be generated from Λ0(G,X )⊕

in m(t+ 1)n − 1 + (t+ 1)n − 1 + 1 = (m+ 1)(t+ 1)n − 1 steps. This ends our
induction. �

We end this section with a table on generation information in module and
derived categories (Table 1). In it, generation results in the derived category
have been gathered along with the analog results in the module category. The
inclusion symbols on the first two columns on the right denote triangulated
inclusion provided, for the terms those symbols are connecting, we consider the

Module category Derived category

Anything in Λn(G,X )⊕ can be generated
from Λ0(G,X )⊕ in finite (given by
(1 + t0)(1 + t1) . . . (1 + tn)− 1) steps
with t0, t1, . . . , tn < ∞

Db,+(Λn(G,X )⊕)
⊻

...

~
w
w
w

(generates)

⊻

Db,+(Λ0(G,X )⊕)
with t0, t1, . . . , tn < ∞

Λn(G,X )⊕ ⊆ [Λn−1(G,X )⊕]∞

⊆ [[Λn−2(G,X )⊕]⊕∞]∞

⊆ · · ·

⊆ [[. . . [
︸ ︷︷ ︸

n times

Λ0(G,X )⊕]⊕∞]∞ . . .⊕]∞
︸ ︷︷ ︸

n times

Db,−(Λn(G,X )⊕)
⊻

...

~
w
w
w

(generates)

⊻

Db,−(Λ0(G,X )⊕)

Λn(G,X ) ⊆ [Λn−1(G,X )⊕] Λn−1(G,X )⊕ generates
Db(Λn(G,X ))

Λn(G,X ) ⊆ [[. . . [
︸ ︷︷ ︸

n times

Λ0(G,X )⊕]⊕] . . .⊕]
︸ ︷︷ ︸

n times

Λ0(G,X ) generates
D(Λn(G,X )) with
products and coproducts

Table 1. Generation in module and derived categories
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smallest triangulated subcategory of the relevant derived category containing
those terms. Note that, for derived bounded above categories here, what we
have is cogeneration because we cannot generate in that case without closing
our generating classes under products. The diagram is informal, so we are
a little loose with the word “generates” for every case. It is worth noting that,
when we are talking about generating a derived category on Λn(G,X ), we are
talking about generating the smallest triangulated subcategory of the relevant
whole derived category.

6. Generation in stable module categories of infinite groups

Our results on the generation of the derived categories for groups in Krop-
holler’s hierarchy (Theorem 4.3 (d), Theorem 4.5 (d)) can be used to comment
on the generation of stable module categories for a large family of infinite
groups. We need to provide some background material on this first, and we
start with the stable module categories of finite groups.

6.1. Stable module categories of finite groups.

Definition 6.2. For a finite group G and a field k whose caracteristic divides
the order of G, define the stable module category of G, denoted StMod(kG),
as having the same objects as Mod-kG, and its morphisms are given by quoti-
enting out those module homomorphisms that factor through some projective
kG-module.

For finite groups, stable module categories are usually studied over fields of
prime characteristic.

Theorem 6.3 (see [3, Thm. 2.31]). Let G be a finite group, and let k be a field
whose characteristic divides the order of G. Then StMod(kG) is triangulated,
with the suspension given by Ω−1.

Note that, since finite groups admit complete resolutions, we have the Ω−1

functor for finite groups, and also it follows from the definition of the stable
module category that the Ω−1 functor is well-defined in the stable module
category. It is now a standard fact that stable module categories of finite groups
are compactly generated, i.e. generated by the compact objects in the stable
module category which is a triangulated category. We provide a definition of
compact objects of triangulated categories below.

Definition 6.4. Let T be a triangulated category with coproducts. An object
C ∈ T is called compact if HomT (C,?) commutes with coproducts. We say T

is compactly generated if the smallest localizing subcategory of T containing
all the compact objects is the whole of T .

Theorem 6.5 (see [3, Thm. 2.31]). Let G be a finite group, and let k be a field
whose characteristic divides the order of G. Then StMod(kG) is compactly
generated, and the class of compact objects is precisely the class of finitely
generated modules.
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The localizing subcategories of stable categories for finite groups have been
classified by Benson, Iyengar and Krause in [2]. For infinite groups that admit
complete resolutions, we can similarly define stable module categories.

6.6. Stable module categories of infinite groups. Now let G be a (not
necessarily finite) group that admits complete resolutions over a commutative
ring R of finite global dimension. Almost all of the material in this section up
to Theorem 6.14 is from [21] which is connected to the paper [14].

Definition 6.7 (see [21]). Define a category ModProj(RG) in which the ob-
jects are the same as in Mod(RG) except all the projective RG-modules are
identified with the zero module. For any two objects M,N in ModProj(RG),
we define the Hom-sets of ModProj(RG) in the following way:

HomModProj(RG)(M,N) = HomMod(RG)(M,N)/P HomMod(RG)(M,N),

where P HomMod(RG)(M,N) is the class of all morphisms f : M → N such
that f is the composition of g : M → P and h : P → N for some projective
RG-module P .

Remark 6.8. Note that, in comparison with Definition 6.2, ModProj(RG) as
introduced in Definition 6.7 coincides with the stable module category of G
when G is finite and R is a field whose characteristic divides the order of G.

In ModProj(RG), if we have a morphism f : M → N , the syzygy functor Ω
induces a map between Ω(M) and Ω(N). It is clear that, for any object M
in ModProj(RG), Ω(M) is well-defined up to isomorphism. The following is
clear now.

Lemma 6.9. Ω is a functor from ModProj(RG) to itself.

Definition 6.10. We define the stable module category of RG-modules, writ-
ten Stab(RG) (to distinguish from the way we write stable module categories
for finite groups), by stating it has the same objects as Mod(RG) and, for any
two objects M,N ∈ Stab(RG),

HomStab(RG)(M,N) = lim
−→
Ω

HomModProj(RG)(Ω
n(M),Ωn(N)).

Recall that sinceG admits complete resolutions and since R is of finite global
dimension, all RG-modules admit complete resolutions. In [14], the following
was shown.

Theorem 6.11 ([14, Thm. 3.9]). Any complex in Db(Mod-RG) admits a com-
plete resolution.

We now need to expand a bit on Ω0(M) for a given RG-module M .

Definition 6.12. Fix an RG-module M .
Take a complete resolution (F∗, d∗) of

M : · · ·
dn+1
−−−→ Fn

dn−−−→ Fn−1
dn−1
−−−→ · · ·

d1−−−→ F0
d0−−−→ F−1 −−−→ · · · ,
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and denote Ωt(M) := Ker(dt−1) for any integer t. Note that t can be negative.
It is easy to see that Ω∗(M) is well-defined in the stable category.

Remark 6.13. Note that, with the notation of Definition 6.12, Ω0(M) need
not be the same as M in the module category; however, Ω0(M) and M are
isomorphic in the stable category. We have a natural map f : Ω0(M) → M
such that Ω≫0(f) = id.

We now provide the following characterization of the stable module category
of G in terms of other known triangulated categories. It was proved in [14]
with G belonging to a large class of infinite groups called groups of type Φ
over R (groups of type Φ were introduced in [22], and in the same paper, it
was shown that they admit complete resolutions), but the proof works fine if
it is just known that G admits complete resolutions over R.

Theorem 6.14 ([21, Thm. 3.7], also [14, Thm. 3.10]). The following cate-
gories are equivalent as triangulated categories (here, Db(Proj-RG) denotes
the derived category of bounded complexes of projective RG-modules):
(a) Stab(RG),
(b) Db(Mod-RG)/Db(Proj-RG),
(c) the category of acyclic complexes of projectives with the morphisms being

given by chain homotopies,
(d) the category of Gorenstein projective RG-modules with the morphisms be-

ing given by ModProj(RG).
Here, the (a)→ (b) map is given by considering modules as complexes concen-
trated in degree zero, the (b) → (c) map is given by complete resolutions (see
Theorem 6.11), the (c) → (d) map is given by Ω0, and the (d) → (a) map is
given by inclusion, and the composition of these maps in this order is isomor-
phic to the identity map.

We are now well settled to state the main result of this section. To do so, we
need to first go through some technical definitions, all of which are from [16].

Definition 6.15. If we have a triangulated category T that admits coprod-
ucts of small sets of objects, for any regular cardinal α, we define α-localizing
subcategories of T to be triangulated subcategories of T that are closed under
taking fewer than α many coproducts. The α-localizing subcategory of T gen-
erated by U , written 〈U 〉α, where U is a class of objects in T , is the smallest
triangulated subcategory of T closed under taking fewer than α many coprod-
ucts containing U .

Of course, if α=ℵ0, then taking fewer than αmany coproducts means taking
finite coproducts. The following lemma, which provides a nice application of
this terminology, is standard knowledge in localizing categories.

Lemma 6.16. Let T be a triangulated category that admits arbitrary coprod-
ucts. Then α-localizing subcategories are thick if α > ℵ0.
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Proof. Let U be an α-localizing subcategory of T , where α > ℵ0, and let
X ⊕ Y ∈ U . Then, since (X ⊕ Y )⊕ (X ⊕ Y )⊕ · · · is isomorphic to

X ⊕ (Y ⊕X)⊕ (Y ⊕X)⊕ · · · ,

we have a triangle X → (X ⊕ Y )(N) → (X ⊕ Y )(N) → ΣX , where Σ is the
suspension. Here, (X ⊕ Y )(N) ∈ U because U is an α-localizing subcategory
of T , where α > ℵ0. Thus, X is in U . �

For any regular cardinal α, there is a process of attaching to a triangulated
category T admitting coproducts of small sets of objects a canonically defined
α-localizing subcategory T α (see [16, Chap. 1] for details). We are not going
to provide the definition of T α here. However, if T is generated by a class of
objects U in our definition which is the strongest notion of generation (in our
definition (see Definition 4.4 (d)), U generates T if the smallest triangulated
subcategory of T containing U is T , and in general, we write 〈U 〉 for the
smallest triangulated subcategory of T containing U ), then 〈U 〉α, meaning
the canonically attached α-localizing subcategory of 〈U 〉, coincides with the
α-localizing subcategory of T generated by U as in Definition 6.15 (see [16,
Def. 1.12 and Lem. 1.13]). In [16], Neeman uses the generation sign 〈〉 to mean
⋃

α〈〉
α, but again, our notion of generation is stronger, so we need not worry.

Now assume that, in addition to admitting coproducts of small sets of ob-
jects, T also has small Hom-sets. If, for some regular cardinal α, T α is
essentially small and T α generates T in Neeman’s sense, then T is said to be
well-generated (see [16, Def. 1.15]). Now if we take T =Db(Mod-RG), whereG
is in HnF and admits complete resolutions, then T satisfies all these proper-
ties (due to Theorem 6.14) with α= ℵ0 and T = 〈Λn−1(G,F )⊕〉 (we are using
the symbol 〈〉 in our sense which is stronger than the sense in which it is used by
Neeman, so we are fine). So T α = 〈Λn−1(G,F )⊕〉α = T (the last equality fol-
lows from the fact that the α-localizing subcategory generated by Λn−1(G,F )⊕

is T —see Theorem 4.5 (d)), and it follows that Db(Mod-RG) is well-generated,
and using [16, Rem. 1.16], we get that Db(Mod-RG)/Db(Proj(RG)) is well-
generated. This gives us the following theorem.

Theorem 6.17. Let G be an HnF -group that admits complete resolutions
over a commutative ring R of finite global dimension. Then Stab(RG) is well-
generated.

Remark 6.18. Well-generation is a generalized version of compact generation
(see [16, Chap. 1]). So Theorem 6.17 generalizes the analogous result for finite
groups, Theorem 6.5.

We seem to be seeing a combination of two classes of groups in the statement
of Theorem 6.17. One being HnF and the other being groups that admit
complete resolutions over R with R being a commutative ring of finite global
dimension. It is important to note that these two classes are not disconnected.
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Remark 6.19. Combining [22, Conj. A] and [6, Conj. 43.1], we get the con-
jecture that a group G admits complete resolutions over Z if and only if it is
in H1F .

One can state an algebraic version of this conjecture: for any commutative
ring R of finite global dimension, a group admits complete resolutions over R
if and only if the trivial module admits a finite-length resolution by direct
sums of permutation modules with finite stabilizers. Conjecture A of [22]
does not use the phrase “complete resolutions”, but one of the conjectured
equivalent statements there is that the Gorenstein projective dimension of the
trivial ZG-module Z is finite, which is equivalent to all ZG-modules admitting
complete resolutions (the same is true with any commutative ring of finite
global dimension; see [9, Thm. 1.7]).

All known examples of groups that admit complete resolutions over the
integers are in H1F . And for any G ∈ H1F , all RG-modules admit com-
plete resolutions for any commutative ring R of finite global dimension—see
[7, Thm. 1.5] and [9, Thm. 1.7]; alternatively, one can prove this by first prov-
ing it over Z by noting that permutation modules with finite stabilizers are
Gorenstein projectives and using [9, Prop. 2.1 and Thm. 1.7].

We end with the following question. The case of finite groups was handled
in [2].

Question 6.20. For any fixed commutative ring R of finite global dimension,
classify the localizing subcategories of Stab(RG), where G is an HnF group,
for some positive integer n, that admits complete resolutions over R.
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