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Abstract

Positron Emission Tomography (PET) plays an important role in medical imaging. In
contrast to techniques like Computerized Tomography (CT) providing information about
the anatomy of the patients body, PET can be used to study the metabolism of the
patient. Often both, functional and morphological, devices are combined in a single
system in order to benefit from both techniques.
Although PET is already used in daily routine, improvements in the underlying mathe-
matical model are still possible. In general, the X-ray transform is used the analytical
model for PET. The main drawback of this model in connection with PET is the fact
that it is only suitable for particles that travel along straight rays. Scattered particles,
which are a major problem in quantitative PET, are not considered by this model.
In order to use the straight line model the scatter fraction is usually estimated based
on physical considerations and subtracted from the measured data. After this correction
the X-ray transform can be assumed as the correct model for PET. Obviously, this data
correction leads to reduced statistics and strictly speaking the model is still somehow
wrong for PET.
In this work a new model is presented that includes, in addition to the particles travelling
along straight rays, all possible measurements resulting from scattered events. It is shown
in particular that this mathematical model, which is based on the Boltzmann equation,
fits exactly to the physical processes behind PET. A detailed analysis using a Neumann
series approach leading to Sobolev space estimates is performed in order to show that
the new model can be seen as a perturbation of the X-ray transform. Additionally, this
approach allows to recover the unknown activity distribution using the inversion formulas
for the X-ray transform.
The scatter estimate of the new model can be used as input for standard scatter correction
methods. Next the the classical approaches it is possible to modify existing reconstruction
algorithms by projecting along volumes resulting from the scatter distribution. This
reconstruction technique contains a precise but time-consuming preprocessing step where
all projection volumes for all possible lines of responses are precalculated. An evaluation
of this approach on simulated 2D data proofed its superiority in case of low statistics.
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Outline

In the first chapter the basic principles of Computerized Tomography (CT), Single Photon
Emission Computerized Tomography (SPECT) and of course Positron Emission Tomog-
raphy (PET) are introduced. Further, the mathematical relation between those three
techniques is presented. Additionally, several problems inherent in quantitative PET like
attenuation of photons or random and scattered coincidences are discussed in detail. For
each problem the corresponding correction strategies are reviewed. The main focus is put
on the different scatter correction techniques. At this point the physical relation between
PET and CT arises. It will become obvious to the reader that scatter is one of the major
problems in quantitative PET and in addition one of the hardest problems to correct for.
In the second chapter a new analytical model for describing the process of PET data ac-
quisition based on the stationary Boltzmann equation is presented. Contrary to the X-ray
transform, which is the current analytical PET model, it includes scattered coincidences
and energy dependency of photons. It is shown that the new model exactly character-
izes the physical properties of PET whereas the X-ray transform requires a scatter-free
dataset as input. The special cases of single scatter and no scatter are analyzed in detail.
In general the amount of scatter in the measured data can be controlled by a threshold
that defines the energy window of the system. In this context it will become apparent
that the new model is closely related to the X-ray transform.
Chapter three deals with the inverse problem for the new PET model in order to derive the
unknown activity distribution. Obviously the inversion formula for the X-ray transform
cannot directly be applied to the new model without a detailed analysis of the impact
of scattered photons. Therefore the new model is treated as a perturbation of the X-ray
transform. This approach leads to a Neumann series whose convergence is proofed under
a simple restriction on the attenuation map in combination with the energy window.
In the fourth chapter numerical experiments are discussed. Firstly, reconstructions of
Monte Carlo simulated mouse PET data are studied. The impact of scatter and attenua-
tion is analyzed as a function of object size, i.e. the mouse used as input for the simulation
is systematically increased. Secondly the direct implementation of the new PET model
is studied. The corresponding reconstruction algorithm using projections along volumes
is compared to standard reconstructions using the straight line model.
The last chapter contains the conclusions and an outlook for possible future research.
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Chapter 1

Introduction

Medical imaging covers a broad range of techniques used to create images of the patients
body. Since this work is mainly focused on Positron Emission Tomography (PET) we will
only present three different techniques that are related by using similar integral trans-
forms. We give a short introduction to Computed Tomography (CT) and Single Photon
Emission Computerized Tomography (SPECT) followed by a detailed presentation of
PET.

1.1 Computed Tomography

Computed Tomography (CT) is a medical imaging method used to visualize the body’s
anatomical structures by sending X-rays through the patient. Since X-rays are attenuated
while passing matter the measured energy on the other side of the body is lower than
the incident energy. Hence in case of a linear attenuation coefficient the change of the
incident X-ray intensity I0 along the straight line L to the measured intensity I1 can be
described as

log
(
I0

I1

)
=
∫
L

f (x) dx, (1.1)

where we denote f as the linear attenuation coefficient of the patient’s body (see figure
1.1). The challenge now is to compute the attenuation coefficient f from (1.1) known
for several lines L. Therefore the X-ray source rotates around the patient to collect data
from all directions. In order to speed up the measuring process the X-ray tube emits a
fan-shaped beam or even a cone beam of X-rays. Depending on the scanner, the source
may not only move circular but in axial directions, too. Thus the data is collected along
a helical or similar - like the circle and line - source trajectory. For a detailed study of the
different trajectories we refer to Katsevich [Kat02, Kat04]. If we rewrite equation (1.1)
using the notation x ·Θ = s with Θ ∈ S1 and s ∈ R1 as

Rf (Θ, s) =
∫

x·Θ=s

f (x) dx, (1.2)

the operatorR is called the Radon transform. In order to derive f out of the measurements
g we have to invert the R. A solution to this problem was given in 1917 by the austrian
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1.2 Single Photon Emission Computerized Tomography

B

A

B

A

fCf

Figure 1.1: The attenuation of the incident intensity I0 along the path AB must be
equal to the attenuation along AC followed by the attenuation along CB, i.e. I1 =
I0 · E

(
AB
)

= I0 · E
(
AC + CB

)
= I0 · E

(
AC
)
· E
(
CB

)
if we denote E as the function

describing the change of intensity from I0 to I1 along a given path. Only the exponential
function satisfies this requirement. Thus the changing of the incident beam intensity I0

to I1 measured at B can be expressed by (1.1).

mathematician Radon [Rad17]. His inversion formula for R reads

f (x) =
1

4π2

∫
S1

∫
R1

d
dsg (Θ, s)
x ·Θ− s

dsdΘ. (1.3)

In real applications usually the filtered backprojection algorithm [PSV09] is used to derive
f which can be viewed as a numerical implementation of the inversion formula (1.3).
Current CT scanner have a resolution up to several µm and allow to analyze very small
structures, but since they cannot show metabolism they are not ideal for detecting some
tumors.
Hence CT is often combined with other devices like SPECT or PET which are able to show
metabolism to benefit from advantages of both approaches, i.e. showing the anatomical
information with very high resolution fused with an image of the actual metabolism inside
the body.
Although we want to work on PET correction techniques we mention that CT is very
important for us since we use the measured and derived respectively attenuation coefficient
for attenuation and scatter correction in PET. Details will be given in the PET section.

1.2 Single Photon Emission Computerized Tomography

Next to CT where photons are send through the patient, there exists another class of
imaging techniques called emission tomography that relies on measuring photons that are
emitted inside the patient. These ”internal sources” are given by molecules which are
labelled with a radioactive marker and are injected prior to the measurement. In Single
Photon Emission Computed Tomography (SPECT) these markers emit gamma photons.
Depending on the choice of molecules we can predict where inside the body the radioactive
marker must be located. Hence we are interested to reconstruct these internal sources,
i.e. the tracer distribution and not the attenuation coefficient as in CT.
Since we cannot control the flying direction of the emitted particles we have to introduce
collimators [MDDH86] in front of the detector, see figure 1.3. In combination with photons
flying out of the ring the loss of particles is immense. Nevertheless we are now able to

16



1.2 Single Photon Emission Computerized Tomography

(a) Example of parallel beam geometry:
Parallel lines at 45◦ and 135◦ are send
through the object, whereas the shape of the
object can be seen in the projections as in
figure 1.2(b).
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(b) The projections displayed in figure 1.2(a)
are usually stored in a sinogram. The name
sinogram results from the sinusoidal struc-
ture in the projections in case of a single ob-
ject that is placed off-center.

Figure 1.2: Parallel projections of two different angles and the corresponding sinogram.

track photons flying on a straight line and obtain a similar line model as in the case of
CT. Photons measured on line L are proportional to

I =
∫
L

f (x) e
−
R

L(x)

µ(y)dy

dx, (1.4)

where L (x) denotes the half-life of L with endpoint x. In contrast to the previous section
f denotes the unknown tracer distribution while the attenuation coefficient which may
be measured using a CT scanner is given by µ. If no CT scanner is available there are
other approaches to deal with the missing information like using approximations for µ
[WCNG97] or solving (1.4) alternating for f and µ [GN02].

Figure 1.3: The collimated detector rotates around the patient to collect data from all
directions. State of the art SPECT scanner use much more complicated collimator tech-
niques as shown in this example [vdHVR+09].

Again we introduce the notation x·Θ = s with Θ ∈ S1 and s ∈ R1 to define the attenuated
Radon transform Rµ

Rµf (Θ, s) =
∫

x·Θ=s

f (x) e−Dµ(x,Θ
⊥)dx, (1.5)
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1.3 Positron Emission Tomography

where Dµ is given by the cone beam transform

Dµ (x,Θ) =

∞∫
0

f (x+ tΘ) dt.

Assuming the attenuation map µ is given one is interested to have an exact inversion
formula for (1.5) as in the case of the classical Radon transform. More than 80 years
after Radon presented his inversion formula (1.3), Novikov [Nov00, Nov02] followed by
Natterer [Nat00] and Kunyansky [Kun01] presented inversion formulas for (1.5).

1.3 Positron Emission Tomography

Analogous to SPECT the emission of radiation is the physical basis of positron emission
tomography (PET). Here the beta+ decay is used instead of the gamma decay. Although
an electron neutrino νe and a positron e+ are emitted during a beta+ decay we still
measure gamma particles: While travelling through tissue the emitted positron is slowed
down and finally annihilates with an electron e− resulting in two gamma photons γ at
511 keV that are emitted in opposite directions under an angle of 180◦:

e+ + e− → 2γ.

This leads to the main difference compared to SPECT: In PET we need two particles
for one measurement. Due to the short transit time of photons crossing the body the
two particles can be detected nearly simultaneously by the detectors. If a single photon
arrives at a detector, a small time window, the so-called coincidence window of about
some milliseconds, is opened. The next photon arriving at a different detector is assumed
to originate from the same decay and the two photons are considered as a measurement
(see figure 1.7) where the decay should have taken place on the line connecting these two
detectors.
In most of the current PET scanners the detectors are arranged in a ring (see figure
4.1(c)) where several rings are stacked to increase both the sensitivity and the field of view
(FOV). As an example the Siemens Biograph Sensation 16 used for numerical experiments
in chapter 4 has 24 rings each containing 384 detectors leading to 9216 detectors in total.
For a detailed description of the detection process, i.e. the conversion of photon energy
to an electronical impulse we refer to [WA04].
Analogous to the integral equation (1.3) for SPECT, there is a corresponding equation
for PET where we have to consider the two gammas instead of a single one in SPECT.
This leads to

I =
∫
L

f (x) exp

− ∫
L+(x)

µ (y) dy −
∫

L−(x)

µ (y) dy

 dx, (1.6)

where L− (x) , L+ (x) denote the two half-lines of L with endpoint x. The integrals along
the half-lines can be merged and we obtain

I = exp

−∫
L

µ (y) dy

∫
L

f (x) . (1.7)
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1.3 Positron Emission Tomography

Positron

Electron

Photon

Isotope

Offset

(a) Decay process in
PET: The emitted
positron hits an elec-
tron after a short trip
resulting in two photons.

(b) 2D PET acquisition: The
collimators prevent strongly
scattered particles to be mea-
sured.

(c) 3D PET acquisition: No
photons are rejected result-
ing in an increased sensitivity
but also increase the amount
of measured events.

Figure 1.4: The first generation of PET scanners used 2D acquisitions, where only coinci-
dences between different detectors of the same and adjacent rings were allowed. Collima-
tors were used in order to reduce the amount of scattered events in the measurements as
can be seen in b). Modern PET scanner allow 3D acquisitions that significantly increase
the sensitivity of the system but also increase the amount of measured scattered events
[CMH93]. Hence an exact scatter correction plays an important role in 3D PET.

Since (1.7) has the same form as the reconstruction problem described in the CT section
we may use the already proposed methods to reconstruct f . In fact filtered back projection
was the gold standard reconstruction algorithm in PET for a long time and is still quite
common in clinical applications [Cas08].
Next to the analytical approaches, i.e. inverting the integral equation, there are stochas-
tically based reconstruction algorithms to derive f from the measurements. For those
discrete approaches we subdivide the reconstruction region into pixels (2D) or voxels
(3D) and introduce the system matrix A = (Aij) containing the probability that a pho-
ton pair emitted in voxel j is measured on line i. The corresponding probabilities can be
found by complex measurements or by regarding the scanner geometry. We may write
for the expected number of events detected at line i

mi :=
N∑
j=1

Aijfj ,

where fj is the unknown activity represented by a grid of N voxels. The measurements
g = (gi)i=1,··· ,K on line i are assumed to be poisson-distributed since the radioactive
decay of atoms is usually modelled by poisson processes. In order to derive f given the
measurements g the likelihood function

L (g|f) =
K∏
i=1

mi
gi exp (−mi)

gi!
(1.8)

is introduced. An iterative reconstruction algorithm to solve (1.8) for f called Expectation
Maximization (EM) was introduced by Shepp and Vardi [SV82, VSK85]

fk+1 = fk
1

AT1
AT

g

Afk
. (1.9)
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1.3 Positron Emission Tomography

(a) True event (b) Scattered event (c) Random event

Figure 1.5: In the mathematically idealized PET model we only measure true events as
in a). Since the particles may not only be absorbed but scattered as in b), the idealized
model has to be extended. Also, due to the measurement process we may introduce
another error source with the random events as in figure 1.5(c). Here the dotted lines are
the true coincidences that should be measured but eventually the random coincidences
represented by the solid lines are measured.

EM is widely used in real world application and there exists a plethora of modifications
of the original version; we only mention the Ordered Subset Expectation Maximization
(OSEM) developed by Hudson and Larkin [HL94] that reduces the reconstruction time
by updating the image using only parts of the data. A detailed analysis of these algorithms
can be found in [Kö06]. In contrast to the analytical models the system matrix A may
be extended with any correction needed to imitate the PET measuring process. This is
a nice feature since the presented algorithms of section 1.1 to derive f only work if the
given data has the form (1.7). Unfortunately, there are several factors in PET disturbing
the measurements and therefore the resulting f :

1. The positron may travel up to several mm before it annihilates with an electron.
Therefore the assumption that the original decay took place on the line where the
two gammas are measured is not really accurate. This effect is called positron range
or positron offset [LH99]. Additionally the angle of the two photons is not always
180◦ but may vary up to 0.5% leading to wrong measurements especially in large
detector rings. Usually these two effects are not corrected precisively.

2. The photons may not only get lost due to attenuation as modelled in (1.7) but get
scattered on their way to the detectors - in some cases up to 60% [LK04]. Hence
the photons are lost on the original line of response but they still may contribute
to another measurement.

3. The measuring process that depends on the time resolution of the PET scanner
may lead to problems if one accounts two photons of two different decays as a
measurement. These events are called random events and can be up to 35% of all
measured events [BKL+05].

4. The amount of activity in the scanner may lead to problems when comparing differ-
ent acquisitions. Also, there may be more decays per second than the PET scanner
can measure, which leads to the so-called dead time effect [MRH85].

Hence the line model itself can just be seen as a rough approximation of the real PET
model. From here on we split the measurement Mi,j between two detectors di and dj in
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1.3 Positron Emission Tomography

three components, true events (Ti,j), random events (Ri,j) and scattered events (Si,j):

Mi,j = Ti,j +Ri,j + Si,j , (1.10)

which are usually stored in a sinogram (see figure 1.2(b)) as in the case of CT or SPECT.
The other effects usually only introduce a scaling of the data and not a different event
type. Thus, we focus on scatter and randoms. So far we can only reconstruct f from Mi,j

if Ri,j and Si,j are zero. Otherwise the resulting f cannot be exact. Therefore one can
think about two possible strategies to derive a quantitative image out of (1.10) given for
a suitable number of detector combinations:

1. Estimate Ri,j and Si,j , substract the estimations from Mi,j and reconstruct f from
Ti,j only,

2. Use the information still included in Ri,j and Si,j to modify the PET model and
reconstruct f directly from Mi,j .

As a next step we will give an overview of possible error sources in PET and corresponding
correction techniques.

1.3.1 Decay correction

The radioactive labelled markers used in emission tomography decay over time depending
on their half-life, i.e. on the time after which the amount of radioactivity is halved. In
order to compare different measurements quantitatively the data has to be corrected for
this decay. Assuming N0 is the activity at the beginning of the measurement. Then the
activity at time t is given by

N (t) = N0 · 2−
t
T ,

where T denotes the half-life of the corresponding tracer. Thus the correction can be
performed by multiplying N (t) with an adequate exponential factor.

Isotop Element Half-life
124I Iodine 4.176 days
18F Fluorine 109.77 min
11C Carbon 20.39 min
13N Nitrogen 9.965 min
15O Oxygen 2.04 min
82Rb Rubidium 1.273

Table 1.1: The tables [WA04] gives an overview of the half-life for commonly used PET
tracer.

1.3.2 Deadtime correction

While converting photon energy to an electronical impulse the corresponding detector
pair or even the complete scanner may be unable to detect new events for a while. This is
not a problem if the activity inside the scanner is low because in that case the probability
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1.3 Positron Emission Tomography

is very low that another photon pair arrives at the same detector pair in this small time
window.
To correct for this effect we have to multiply the number of measured events M by a
factor > 1 depending on the time window - called dead time - where no events can be
measured, to obtain the correct number of events C. The correction factor depends on the
way the scanner deals with events arriving in dead time state: do new events extend the
dead time where no events can be measured or are new events dismissed while arriving
during this time window? The former leads to a paralyzed system and the correction
factor can be obtained from the relation

M = C · e−Cτ ,

where τ denotes the system dead time. In case of a non-paralyzable system we have

C = M/ (1−Mτ) .

For a detailed derivation of the corresponding formulas we refer to [SP87, Phe04].

1.3.3 Arc correction

Figure 1.6: The LOR sampling changes due to
the circular alignment of the detectors. The
larger the distance to the center of the field of
view is, the denser the different LORs become.

For analytical reconstruction algo-
rithms like the filtered backprojection
we need equidistant sampled lines of re-
sponses. In real applications, this sam-
pling usually does not exist due to the
circular alignment of the detectors (see
figure 1.6). Hence the measured coin-
cidences have to be corrected for this
misalignment [BBF+00]. As mentioned
before, EM type algorithms can include
a more detailed model of the different
LORs and therefore use the exact de-
tector positions. Thus we do not need
to perform arc correction in that case.

1.3.4 Random correction

Basically there are two different strategies to estimate the amount of random coincidences
during a PET measurement. The first approach is based on the straight forward compu-
tation of the number of randoms from measured single coincidences. This is possible since
each detector measures only single events, i.e. one of the two photons, and the underlying
electronic creates the coincidences afterwards. Regarding two detectors di and dj , the
number of expected randoms between these two detectors is equal to

Ri,j = 2τsisj

where si, sj are the corresponding single rates and 2τ the coincidence window [LK04]. Due
to the high number of single events the variance of this kind of random estimate is low
provided all characteristics like system dead times are well known. If not, the calculated
number of random events may be disturbed.
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1.3 Positron Emission Tomography

In contrast to the singles-based method the delayed window method does not calculate
the number of randoms, but directly measure them. This is done by introducing a second
coincidence window with a certain delay after the usual coincidence window.

¿delay

¿coin

di

dj

delayprompt

¿coin

prompt

¿delay

¿coin ¿coin

Figure 1.7: Estimation of random events by introducing a second coincidence window.
The events measured in the first window may contain true, scatter as well as random
events. None of the events measured in the second window can contribute to true coin-
cidences since the maximum travel time of both photon is much shorter than the time
delay τdelay so the measured events must be random, but may also be scattered on their
way to the detectors.

With this delay one can assure that two measured singles in different time windows cannot
originate from the same decay. This method is actually the gold standard [BKL+05] to
estimate the random distribution, although it has some problems when applied to low
statistic measurements. In this case the estimate may be very noisy. We mention that
not all scanner support this technique, for example the quadHIDAC small animal PET
scanner installed at the University Hospital at Münster [MMH+04], but most of the
current scanners used in clinical applications do.
Recently a third approach was presented [Wat09] where both of the two approaches were
combined in order to benefit from the advantages of each one.
The random coincidences do no longer contain any spatial information so there is no way
to incorporate the randoms in the system model (1.7). Therefore we can only modify the
data in order to correct for randoms.
Once the number of randoms Ri,j is calculated by one of these methods the correction
can be performed as following:

Mi,j = Ti,j + Si,j +Ri,j

⇒Mi,j −Ri,j = Ti,j + Si,j ,

i.e. by simply subtracting the estimated number of randoms on each sinogram bin. Since
one is mainly interested to reconstruct the image only from true coincidences there is still
the need to estimate Si,j or to get somehow else rid of the scattered coincidences.

1.3.5 Attenuation correction

As we can easily see from equation (1.7) we have to correct the measured data for the
events that got lost due to attenuation. Since we are now interested in the reconstruction
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1.3 Positron Emission Tomography

of f only instead of in the reconstruction of µ as in section 1.1 we use the attenuation
coefficient µ from an additional CT scan. Standalone PET scanners usually have a ger-
manium (Ge68) source that rotates around the patient to perform a transmission scan
prior or after to the emission scan in order to estimate µ [ETC+02].
It is quite obvious that the attenuation correction with given µ for a measurement Mi,j

must have the following form

MAC
i,j = Mi,j · exp

(∫ dj

di

µds

)
, (1.11)

but we are also interested in how the attenuation effects a photon and if it is really
lost or just scattered to another direction. There are three ways for the interaction
between the gamma energy- and material dependent linear attenuation coefficient µ =
µ (Eγ ,material), and photons:

1. Compton effect
The photon may interact with an electron by transferring some of its energy to the
electron. This interaction results in a loss of photon energy on the one hand and in
a change of the travelling direction of the photon on the other hand.

2. Photoelectric effect
If the photon transfers all its energy to the electron it ceases to exist and the photon
is fully absorbed.

3. Electron-positron-pair production
This effect is only possible for gammas with energy of above 1.022 MeV, and there-
fore not in the case of PET.

Since the photoelectric effect has very small contributions to the total attenuation coef-
ficient for soft tissue [MTJ+07] we will write µ (Eγ ,material) = µCompton (Eγ ,material).
In the end we can say that attenuation in PET does not mean that we loose particles
but that they are scattered and may therefore still be measured on a different coincidence
line. A detailed description of the compton scattering process will be given in the scatter
correction subsection.

1.3.6 Scatter correction

As we learned from the previous section nearly all attenuated particles are just scattered
and not completely lost. Hence an accurate scatter correction is needed in order to obtain
quantitative reconstructions.
Before we start to describe the different scatter correction techniques we will take a closer
look at the Compton effect. If a photon with energy Ei interacts with an electron the
energy after the scattering process is given by

Es = P (Ei,Θ)Ei, (1.12)

P (E,Θ) =
(

1 +
E

mc2
(1− cosΘ)

)−1

(1.13)

whereas the two constantsm and c are the electron mass and the speed of light respectively
[Wer01]. We can easily see the reduction of energy since the maximum of P (E,Θ) in
(1.13) is equal to 1 in the case Θ = 0, and therefore Es = Ei.
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1.3 Positron Emission Tomography

This equation only gives us information on how the energy changes during the scattering
process but nothing about the angular distribution, i.e. which angle appears at which
probabiliy. This distribution is given by the Klein-Nishina cross section [Wer01]

dσ

dΩ
=
r2
e

2

(
P (E,Θ)− P (E,Θ)2 sin (Θ)2 + P (E,Θ)3

)
(1.14)

i.e. the probability that a photon at energy E is scattered in direction Θ. Here re is the
classical electron radius. If we multiply the cross-section with the size of the solid angle
we end up with the probability that a photon is scattered in this solid angle multiplied
with the total cross section σ [Wer01], where σ is given by the integration of (1.14) over
all possible solid angles, i.e.

σ (α) = 2πr2
e

{
1 + α

α2

[
2 + 2α
1 + 2α

− ln (1 + 2α)
α

]
+

ln (1 + 2α)
2α

− 1 + 3α
(1 + 2α)2

}
, (1.15)

where α is the ratio of the current photon energy and the energy of an unscattered photon.

Dual-energy window approaches

In the introduction of this subsection we described the energy loss of a photon that has
interacted with an electron. The dual-energy window approach tries to take advantage
of this effect by simply measuring events in different energy windows where all events
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Figure 1.8: Starting with 511 KeV the
energy distribution of single scattering is
given by (1.12). As one can see the re-
maining energy even after scattering in
180◦ is still about 170 KeV.

with low energy must have undergone a scat-
tering process. Unfortunately the detectors
do not have a perfect energy resolution - oth-
erwise one could use a threshold at 511 keV
and neglect all photons with lower energy
since they cannot be true events. Usually the
two windows are set 380 to 850 keV for the
higher and 200 to 380 keV for the lower win-
dow [GSS+96]. Due to measuring inefficien-
cies also true events might be assigned to the
wrong energy level so that both windows con-
tain scattered and unscattered events. The
data in the large window is then corrected
with knowledge from line source scans with
and without scatter a medium. Finally the
true events are estimated by subtracting the
corrected scatter distribution of the lower en-
ergy window from the measurements

Mi,j = Ti,j + Si,j +Ri,j

⇒Mi,j −Ri,j − Si,j = Ti,j ,

where we assumed that an appropriate random correction was performed, too. This
approach showed good results even in complex tests [Zai00] and may be improved with
the development of PET detectors with a better energy resolution.
We mention that there are modifications of this approach by introducing more energy
windows [SFK94].
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Analytical methods

Besides energy window approaches where the scattered events are directly measured it is
possible to derive the amount of scatter from the measurements. We first present some
simple analytical approaches. It is obvious that a measured coincidence line not intersect-
ing the object must be a scattered event if we assume that the dataset is already random
corrected. This knowledge can be used if we sort the measured lines of response into

Figure 1.9: A Gaussian (red line) is fitted
to the 3D PET projection data (blue line)
in order to determine the scatter distribu-
tion.

parallel projections and fit the background
distribution with an exponential or gaussian
function, where the area inside the object is
interpolated. This method is legitimated by
the fact that the scatter distribution is a low
frequency function that will not vary that
much from this estimate [CH95].
Another approach is the modelling using con-
volution or deconvolution techniques. Here
we assume that the measured data gm con-
sists of two components, the unscattered gu
and the scattered events gs:

gm = gu + gs.

The scattered part gs is approximately equal
to the unscattered part convolved with a scat-
ter kernel K and scaled by a constant k so
that

gm = gu + gs = gu + k · (gu ∗K) .

In order to derive gu from gm one may use the properties of the Fourier transform
[JJGC85], i.e.

FT {gm} = FT {gu + k · gu ∗K}
⇔ FT {gm} = FT {gu}+ k · FT {gu} · FT {K}

⇔ FT {gm}
I + k · FT {K}

= FT {gu}

⇔ FT−1

{
FT {gm}

I + k · FT {K}

}
= gu,

or use more stable methods like an iterative algorithm [BM94]

gnu = gm − k ·
(
gn−1
u ∗K

)
,

g1
u = gm − k · (gm ∗K) .

For K usually a monoexponential function is used. A serious drawback is the fact that the
scaling parameter k and the scatter kernel K have to be known prior to use this approach.
Nevertheless the iterative approach shows good results if the necessary parameters are
chosen carefully.
The next two correction methods will be presented in detail since they are very similar
to the model we will derive in the next chapters.
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Modelbased Scatter Correction I: Single Scatter Simulation

The main idea of this approach is to estimate the amount of scatter in each coincidence
line by the scatter contribution from a number of small volumes distributed all over
the scanned object [Wat00]. If the number of volumes is high enough we should obtain
a good estimation of the scatter distribution for each coincidence line. These kind of
approaches can be viewed as simplifications of complex Monte Carlo methods, where the
full physical process is modelled in detail. Let S be the center of a small volume dV . We
are interested in the contribution of S to the measurements between the two detectors di
and dj , whereas S is not on the straight line between these detectors (see Figure 1.10).

Figure 1.10: The amount of scatter
in the measurements between di and
dj is estimated by the contribution
of several volumes dV distributed all
over the target object.

Again, let f be the sought-after activity distribu-
tion. According to (1.7) the number of ‘coinci-
dences‘ between di and S is proportional to

IdiS ≈
S∫

di

f (x) dx · e
−

SR
di

µ(E0,x)

. (1.16)

In addition to (1.7) we add the energy dependency
of µ in (1.16). At this point we only have unscat-
tered events so the current energy must be equal to
those of the emitted particles, i.e. E0 = 511 keV.
As a next step we have to estimate the amount of
particles that are scattered towards the second de-
tector dj . For the given scattering angle Θ we will
use the scatter kernel (1.14) which leads to

IdiS ≈
S∫

di

f (x) dx · e
−

SR
di

µ(E0,x)dσ (Θ)
dΩ

· e
−
djR
S

µ(ES ,x)

, (1.17)

whereas the new energy level ES is given by (1.12). As we learned from the dual-energy
energy window approach the detectors have an upper and a lower bound to measure
photons. Also, the detection efficiency depends on this energy level, the higher the energy
the higher the detection efficiency [Wer01]. This energy dependency will be included in
this model by the scaling factor εdi (E0) and εdj (ES). Since the solid angle given by di
and dj differs depending on the position of S we introduce two additional coefficients,
whereas σdi , σdi represent the cross section of di, dj normal to diS and Sdj , and rdi , rdj
the distance between S and the two detectors. Finally we have

IdiS ≈
S∫

di

f (x) dx · e
−

SR
di

µ(E0,x)dσ (Θ)
dΩ

· e
−
djR
S

µ(ES ,x)

εdi (E0) εdj (ES)
σdi
r2
di

σdj
r2
dj

. (1.18)

Obviously (1.18) just considers the case where the scattering process takes place between
the emission point and S towards dj . To estimate the other possible case we may write

IdjS ≈
S∫

dj

f (x) dx · e
−

SR
dj

µ(E0,x)
dσ (Θ)
dΩ

· e
−
diR
S

µ(ES ,x)

εdj (E0) εdi (ES)
σdj
r2
dj

σdi
r2
di

. (1.19)
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If we combine (1.18) and (1.19) we have the full estimate for the contribution of S to the
measurements between di and dj . In order to estimate the complete amount of scatter
we have to integrate over all possible scattering volumes Sn

Ididj =
N∑
n=1

(
IdiSn + IdjSn

)
. (1.20)

For a given emitter distribution f and a given attenuation map µ the contribution of each
scatter volume to each line of response can now be calculated. This can be very time
demanding on one hand - several million lines of responses - and due to the fact that an
emission image f has to be known prior to this process the estimated scatter distribution
may not necessary be exact on the other hand. To reduce the calculation time the
scanner geometry is usually simplified and the missing data is interpolated afterwards.
By incoporating the scatter estimation in the reconstruction algorithm the estimates
should become better with each iteration step since each update is performed with a
more precisive estimation image f [WBD+02]. Regarding the classical EM algorithm
presented in (1.9) the scatter estimated is added to the forward projection

fk+1 = fk
1

AT1
AT

g

Afk + λkSk (fk, µ)
, (1.21)

where the scaling parameter λk has to be recalculated each iteration by fitting the scatter
estimation to the measurements in the scatter-free regions, i.e. where no true measure-
ment can be measured because the lines of responses do not intersect the object. Usually
only a few updates of the scatter estimates are necessary before it converges. Afterwards
one may iterate the image update only. This method is still the gold standard for scatter
correction in PET since it has a good balance between complexity and accuracy.

Modelbased Scatter Correction II: High accuracy multiple scatter modelling

Figure 1.11: For each voxel the whole scat-
ter system response is calculated leading
to a scatter sinogram for each individual
voxel.

A recent publication of Markiewicz [MTJ+07]
can be seen as a refinement of the single scat-
ter simulation. The main difference to the
previously presented model is the fact that
the scatter distribution is found for each voxel
of the grid separately. Therefore the scatter
distribution may be included in the forward
model of the reconstruction algorithm as in
[LBB+05]. We start with an emission loca-
tion Z where photons are emitted pairwise in
opposite directions. The amount of particles
arriving unscattered at detector di are pro-
portional to the solid angle βdi subtended at
Z by the detector and has to be scaled by
half the maximum possible solid angle since it is not important which of the two particles
arrive at detector di

εi =
βdi
2π

.
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Regarding a scattering segment S along the vector ~Zdi the probability of a photon pair
emitted in Z arriving unscattered in S and dj is equal to

Pi (SdiZ) = εi exp

− rs∫
−rdi

µ
(
ld̂i + z

)
dl

 ,

where z denotes the position of Z, and rs, rdi are constants equal to | ~ZS|, | ~diS|, and d̂i
is a vector normal to the detector di. The probability that of two particles emitted in Z
one is measured unscattered in di while the other is scattered in S is given by

PS (SdiZ) = Pi (SdiZ)

1− exp

− ls/2∫
−ls/2

µ (lâ+ s)


 .

The solid angle subtended at S by the second detector is given by Ωj . As explained
on the previous sections scattering of photons is combined with a loss of energy. The
mumap has to be modified according to the different photon energies. Finally, by using
the Klein-Nishina cross section we have the probability that a particle scattered in S by
Θ is measured at dj while the other particles is measured unscattered at di is

PS (djSdiZ) = PS (SdiZ)
Ωj

σ

dσ

dΩ
exp

−cdj
rdj∫
0

µ (lû+ s) dl

 . (1.22)

In order to obtain the full scatter sinogram for the emission point Z we have to sum up
all possible detector combinations as well as all scattering segments

PS (DdiZ) =
D∑
j=1

L∑
l=1

PS (djSldiZ) , (1.23)

where D represents all detectors that received a scattered photon. The extension to scat-
tering of multiple scatter is obvious. This new scatter distribution may now be included
directly in the reconstruction algorithm as well as used analog to the single scatter sim-
ulation. In the latter case one expects a higher accuracy do to the finer sampling which
comes along with a higher computation time. It was shown that the accuracy of this
approach is comparable to Monte Carlo simulations.
The main difference between those two models is the way the scatter information is stored.
While in the first model the amount of scatter for each line is stored, the second model
needs much more data to be saved since the amount of scatter for all combinations of
voxels and lines of response are used. Later we will see that our model is very similar to
the second one although we use a different way to derive the model.
Before we step to the next chapter where we present our new model, we like to mention
that there are other factors degrading the acquisition of the data and the reconstruction
respectively, like motion of the patient. We refer to Wernick and Aarsvold [WA04] for a
detailed overview of all possible factors.
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Chapter 2

The Scatter Model for PET Based
on the Boltzmann Equation

As explained in chapter 1, there are many different scatter correction techniques for PET.
Most of them can be divided into two parts:

1. estimate the amount of scatter in the measured data,

2. subtract the estimated scatter distribution from the measured data.

In some methods, e.g. in the convolution-subtraction method of Bailey and Meikle or the
single scatter simulation of Watson, both steps are combined into an iterative algorithm
to improve the estimation process. All these methods lead to reduced statistics due to
the subtraction of scattered events. More than 35%, in some cases up to 60%, of the
measured data may undergo a scattering process [LK04] so neglecting all this information
may lead to bad results especially in the case of low statistic measurements.
Instead of dropping scattered events one may try to still use the information contained
in those events and reconstruct from all data using are more complex system model.
This strategy has been successfully applied to SPECT [FT93] and there are also some
approaches for PET like Monte Carlo reconstructions [RA07] where the full decay-to-
detection process is simulated in detail. In the projection step of the reconstruction
algorithm the projection volume is no longer restricted to a simple line but is extended
to the full reconstruction volume in the worst case.
One thing still missing is a detailed mathematical model describing the complete scatter
process in PET. In this chapter we will introduce a new analytical scatter model based on
the work of Natterer and Wübbeling [NW04] that uses the stationary Boltzmann equation
to model the photon movement. The resulting representation can be seen as a refinement
of the classical line model for PET (1.7). Similar to the work of Markiewicz the scatter
fraction of each source point for each line of response is computed leading to a complex
projection volume.
This chapter is organized as follows. Section 2.1 gives a motivation for the use of the
Boltzmann equation, while section 2.2 introduces the new scatter model.
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2.1 The Stationary Boltzmann Equation

We start with a simple motivation for the use of the stationary Boltzmann equation.
The Boltzmann equation is usually time dependent, therefore we will introduce the full
equation and deduce the stationary state afterwards. We follow the lines of [Wü06] and
[BGCC99]. Let u (x,Θ, E, t) be the density of particles at x ∈ R3 moving in direction
Θ ∈ S2 with energy E at a certain time t. If particles starting at t = 0 continue their
way in direction Θ and there are neither sources nor do the particles interact with tissue,
the density will not change along the path from x to x+ tΘ, and we have

u (x+ tΘ,Θ, E, t) = u (x,Θ, E, 0) . (2.1)

However, since particles in PET interact frequently with tissue we have to introduce some
modifications to (2.1). Some particles may get lost on their path due to attenuation

u (x+ tΘ,Θ, E, t) = u (x,Θ, E, 0)−
t∫

0

µ (x+ τΘ, E)u (x+ τΘ,Θ, E, τ) dτ,

while other particles may get scattered in direction Θ

u (x+ tΘ,Θ, E, t) = u (x,Θ, E, 0)−
t∫

0

µ (x+ τΘ, E)u (x+ τΘ,Θ, E, τ) dτ

+

t∫
0

∫
S2

E0∫
E

k
(
x+ τΘ,Θ,Θ′, E,E′

)
u
(
x+ τΘ,Θ′, E′, τ

)
dE′dΘ′dτ.

Here µ (x,E) denotes the energy dependent absorption coefficient and k (x,Θ,Θ′, E,E′)
represents the probability that a particle arriving at x in direction Θ′ with energy E′

continues its path in direction Θ with energy E. Since the scattering process always leads
to energy loss we only have to integrate from E to E0 = 511 keV.
From section 1.3 we know that absorption in PET can be identified with compton scatter.
Hence we do not have to add another integral containing the particles that got lost due
to scatter.
As mentioned above there may also be sources q (x,E, t) on the path from x to x+ tΘ. In
PET the emitted particles always have the energy E0 leading to the following relationship
between u (x,Θ, E, 0) and u (x+ tΘ,Θ, E, t)

u (x+ tΘ,Θ, E, t) = u (x,Θ, E, 0)−
t∫

0

µ (x+ τΘ, E)u (x+ τΘ,Θ, E, τ) dτ

+

t∫
0

∫
S2

E0∫
E

k
(
x+ τΘ,Θ,Θ′, E,E′

)
u
(
x+ τΘ,Θ′, E′, τ

)
dE′dΘ′dτ

+ δ (E − E0)

t∫
0

q (x+ τΘ,Θ, τ) dτ.
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The delta distribution δ (E − E0) is meaningful at this point because we will integrate
over all possible energies E afterwards to model the measuring process. Taking the partial
derivative with respect to t gives the time dependent Boltzmann equation:

∂u

∂t
(x,Θ, E, t) + θ · ∇xu (x,Θ, E, t) = −µ (x,E)u (x,Θ, E, t) + δ (E − E0) q (x,Θ, t)

+
∫
S2

E0∫
E

k
(
x,Θ,Θ′, E,E′

)
u
(
x,Θ′, E, t

)
dE′dΘ′.

Due to the short transit time of photons crossing the body we assume u to be stationary
for our model, i.e. there is no more dependency on t. There are some approaches that
try to measure the time difference between arriving photons - in this case time depency
cannot be neglected anymore [Wat07], but we will focus on the stationary equation.
With ∂u/∂t = 0 we finally arrive at the stationary Boltzmann equation:

θ · ∇xu (x,Θ, E) + µ (x,E)u (x,Θ, E) =
∫
S2

E0∫
E

k
(
x,Θ,Θ′, E,E′

)
u
(
x,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x,Θ) . (2.2)

Now we are able to track moving particles originating from the source δ (E − E0) q (x,Θ)
even if they interact with tissue by solving (2.2). For a unique solution we need to impose
boundary conditions. Hence we restrict x to D ⊂ R3 and postulate

u (x,Θ, E) = 0, for x ∈ ∂D, Θ · νx > 0, (2.3)

whereas νx is the inner normal on x ∈ ∂D. Following [DL93] and [BGCC99] we introduce
for a fixed point x ∈ D and a fixed direction Θ ∈ S2 the function

F (t) = u (x+ tΘ,Θ, E) (2.4)

and define t0 (x,Θ) < 0 as the value of t, such that x+ t0 (x,Θ) Θ ∈ ∂D. From (2.2)-(2.4)
we deduce the new boundary value problem

F ′ (t) = Θ · ∇xu (x+ tΘ,Θ, E)

=
∫
S2

E0∫
E

k
(
x+ tΘ,Θ,Θ′, E,E′

)
u
(
x+ tΘ,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x+ tΘ,Θ)− µ (x+ tΘ, E)F (t) , (2.5)
F (t0 (x,Θ)) = 0. (2.6)

Starting with the ansatz

F (t) = c (t) e
−

tR
0

µ(x+τΘ,E)dτ
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we can easily deduce

F ′ (t) = c′ (t) e
−

tR
0

µ(x+τΘ,E)dτ
− µ (x+ tΘ, E) c (t) e

−
tR
0

µ(x+τΘ,E)dτ

= c′ (t) e
−

tR
0

µ(x+τΘ,E)dτ
− µ (x+ tΘ, E)F (t) . (2.7)

From (2.5)-(2.7) we know

c′ (t) =

 ∫
S2

E0∫
E

k
(
x+ tΘ,Θ,Θ′, E,E′

)
u
(
x+ tΘ,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x+ tΘ,Θ)) e

tR
0

µ(x+τΘ,E)dτ

⇒ c (t) =

t∫
t0(x,Θ)

 ∫
S2

E0∫
E

k
(
x+ sΘ,Θ,Θ′, E,E′

)
u
(
x+ sΘ,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x+ sΘ,Θ)) e

sR
0

µ(x+τΘ,E)dτ
ds

⇒ F (t) =

t∫
t0(x,Θ)

 ∫
S2

E0∫
E

k
(
x+ sΘ,Θ,Θ′, E,E′

)
u
(
x+ sΘ,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x+ sΘ,Θ)) e

sR
0

µ(x+τΘ,E)dτ
dse
−

tR
0

µ(x+τΘ,E)dτ
.

Finally we get a new representation for u (x,Θ, E), because

u (x,Θ, E) = F (0)

=

0∫
t0(x,Θ)

 ∫
S2

E0∫
E

k
(
x+ sΘ,Θ,Θ′, E,E′

)
u
(
x+ sΘ,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x+ sΘ,Θ)) e

sR
0

µ(x+τΘ,E)dτ
ds

=

0∫
t0(x,Θ)

 ∫
S2

E0∫
E

k
(
x+ sΘ,Θ,Θ′, E,E′

)
u
(
x+ sΘ,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) q (x+ sΘ,Θ)) e
−

0R
s
µ(x+τΘ,E)dτ

ds. (2.8)

If scattering is prohibited (i.e. k = 0) or if scattered events can somehow be discrimi-
nated, the double integral on the right side containing the function u vanishes and we gain
an explicit solution for u. In that case u is obviously obtained by integrating the source
along the path from x to x+ t0 (x,Θ) Θ, since only sources on this line may contribute to
the measurement.
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2.2 The Scatter Model

In this section we will introduce our new scatter model based on the Boltzmann equa-
tion. Therefore the model of Natterer and Wübbeling [NW04] is extended by the energy
dependency of photons and the exact scatter kernel. We will show that in the absense of
scatter the new model reduces to the classical line model of PET presented in chapter 1.
In case where scattering occurs the model coincidences with the scatter models proposed
by Watson [Wat00] and Markiewicz [MTJ+07]. We emphasize that this new model is
derived from a purely mathematical point of view while the other models are motivated
by physical considerations.
We model the PET scanner as a cylinder C with radius R and boundary

Γ =
{
x : x2

1 + x2
2 = R2, x3 ∈ [0, L]

}
.

For a suitable boundary condition we assume that we have no incoming radiation from
outside C. We write for each θ ∈ S2

Γθ = {x ∈ Γ : νx · θ ≥ 0},

with νx being the inner normal vector on x ∈ Γ, and postulate

u (x,Θ, E) = 0 for x ∈ Γθ. (2.9)

In real world applications one can have radiation outside C because a human PET scanner
usually covers only a small part of the patients body - in general the scanner has an axial
field of view (FOV) of 15-25 cm. To reduce the effect of activity outside the ring an annular
lead shielding is attached at the axial ends of the PET scanner. In head and body studies
with and without additional side-shielding it has been shown [SMB+98] that the effect of
scattered events from outside the FOV is not severe. This justifies not to track particles
that move outside the scanner and are scattered back, eventhough we note that the model
may be extended to include this special case if necessary. Nevertheless the extra shielding
improves the statistical quality of the data by a smoother randoms distribution but it
obviously decreases the port diameter of the PET scanner.

R

C

¡

(a) A simple model for a PET Scanner:
open-ended cylinder C with radius R,
finite length L and boundary Γ

C

R

L

¡

(b) Decay process outside C: the par-
ticles must undergo a strong scattering
process to be measured inside C

Figure 2.1: Activity outside the cylinder C is unlikely to contribute to real measure-
ments but may introduce noise like random coincidences. Correction methods for random
coincidences have been discussed in chapter 1.

The main idea of the new scatter model is to emit a pair of particles in each point of
the FOV and in each direction and track them on their way to the detectors in order to
estimate the number of coincidences for each detector pair.
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From section 1.3.6 we know that the probability of photon scatter in x ∈ C is given
by (1− exp (−µ (x,E))), while the Klein-Nishina cross-section (1.14) can be used for the
angular distribution. Similar considerations can be found in [BGCC99]. In combination
with the photon energy loss (1.12) we write κ (Θ ·Θ′, E,E′) for the probability that a
photon flying in direction Θ′ with energy E′ is scattered towards Θ with a resulting
energy E < E′. By merging these two components we obtain a more precisive description
for our scatter kernel k (x,Θ,Θ′, E,E′) introduced in section 2.1:

k
(
x,Θ,Θ′, E,E′

)
=
(
1− exp

(
−µ
(
x,E′

)))
κ
(
Θ ·Θ′, E,E′

)
. (2.10)

Using the notation introduced above we now write analogous to (1.22) for the probability
that two particles emitted in z ∈ C in opposite directions and measured by the two
detectors di and dj whereas one particle is scattered at x ∈ C before arriving at dj

P (di, z, x, dj) = Ωdie
−

xR
di

µ(s,E0)ds

k

(
x,

dj − x
|dj − x|

,
x− di
|x− di|

, E,E0

)
e
−
djR
x
µ(s,E)ds

Ωdj . (2.11)

The extension to multiple scatter is obvious: we just have to track the emitted particle on
its way to the detector and regard each possible scatter point on the path. The tracking
of the corresponding opposite particle is of course much easier. We generalise (2.11) and
write

P 0,k ([di, Ei,Θi] , z,±ω, [dj , Ej ,Θj ]) = v0
z,ω (di, Ei,Θi) vkz,−ω (dj , Ej ,Θj) , (2.12)

where v0 is the path of the photon and therefore the probability that the photon emitted
in z in direction ω hits di from direction Θi at the energy level Ei without any scattering
while in vk scattering is allowed. Analog computations can be performed if the scattering
occurs in the opposite direction as well as in both directions or finally if both photons
arrive at the detector unscattered. It is obvious, that each photon pair can only contribute
to one if these four cases. Hence the probability that two particles emitted at z in opposite
directions and measured by the two detectors is equal to the sum of these four

P ([di, Ei,Θi] , z,±ω, [dj , Ej ,Θj ]) = v0
z,ω (di, Ei,Θi) vkz,−ω (dj , Ej ,Θj)

+vkz,ω (di, Ei,Θi) v0
z,−ω (dj , Ej ,Θj)

+vkz,ω (di, Ei,Θi) vkz,−ω (dj , Ej ,Θj)

+v0
z,ω (di, Ei,Θi) v0

z,ω (dj , Ej ,Θj) . (2.13)

As the next step we use the Boltzmann equation to model (2.13). First we need to
solve the boundary value problem (2.2), (2.9) for both emitted photons and separate
the scattered and unscattered parts. Since we are interested in tracking single particles
moving through the scanner, we choose a special source distribution

q (x,Θ) = δ (x− z) δ (Θ− ω) . (2.14)

From (2.8) we know that the solution of this BVP is given by

uz,ω (x,Θ, E) =

0∫
t0(x,Θ)

 ∫
S2

E0∫
E

k
(
x+ sΘ,Θ,Θ′, E,E′

)
uz,ω

(
x+ sΘ,Θ′, E′

)
dE′dΘ′

+ δ (x+ sΘ− z) δ (Θ− ω) δ (E − E0)) e
−

0R
s
µ(x+s′Θ,E)ds′

ds
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⇔ uz,ω (x,Θ, E) =

0∫
t0(x,Θ)

∫
S2

E0∫
E

k
(
x+ sΘ,Θ,Θ′, E,E′

)
uz,ω

(
x+ sΘ,Θ′, E′

)
dE′dΘ′

× e
−

0R
s
µ(x+s′Θ,E)ds′

ds︸ ︷︷ ︸
=: ukz,ω(x,Θ,E)

+

0∫
t0(x,Θ)

δ (x+ tΘ− z) e
−

0R
t
µ(x+s′Θ,E)ds′

dtδ (Θ− ω) δ (E − E0)

︸ ︷︷ ︸
=: u0

z,ω(x,Θ,E)

= ukz,ω (x,Θ, E) + u0
z,ω (x,Θ, E) .

This is of course not an explicit solution as u still appears on the right side, but at least a
formal solution is given by a Neumann series whose convergence can be argued on physical
grounds in this case following [BGCC99]. We omit a mathematical convergence analysis
at this point and refer to [Bon98] for details.
The two components ukz,ω and u0

z,ω represent the scattered and unscattered particle traces
needed to model (2.13). Hence we write

P ([di, Ei,Θi] , z,±ω, [dj , Ej ,Θj ]) = uz,ω (di, Ei,Θi)uz,−ω (dj , Ej ,Θj) , (2.15)

with uz,±ω being the solutions of the BVP. For completeness one should add two factors
including the detection efficiencies of the different detectors as well as the corresponding
solid angles, but at the moment we will neglect them. Additionally, we do not model the
detector width in order to use some well-known space estimates in the upcoming sections.
We mention that Mair [Mai00] presented a theoretical framework that incorporates the
effects of detector width (but neglects scatter) in 2D PET. For the implementation of our
new model in chapter 4 we will include all these modifications.
Since we are not interested in the characterization of single emission / detection directions
or energy levels we have to extend (2.15). Now we have an expression for the probability
that two particles are emitted in opposite directions in z ∈ C and measured by di, dj from
any direction with any energy level using the Boltzmann equation

Gz (di, dj) =
∫
S2

∫
S2

∫
S2

E0∫
Emin

E0∫
Emin

uz,ω (di, Ei,Θi)uz,−ω (dj , Ej ,Θj) dEidEjdΘidΘjdω,

=
∫
S2

∫
S2

E0∫
Emin

uz,ω (di, Ei,Θi) dEidΘi

︸ ︷︷ ︸
=: Gz,ω(di)

∫
S2

E0∫
Emin

uz,−ω (dj , Ej ,Θj) dEjdΘj

︸ ︷︷ ︸
=: Gz,−ω(dj)

dω,

=
∫
S2

Gz,ω (di)Gz,−ω (dj) dω. (2.16)

Regarding the two energy integrals the lower limit is Emin and not zero. As mentioned in
the introduction, PET scanner usually have a certain lower energy threshold and dismiss
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all particles that are measured with less energy. Of course Emin may equally be defined as
zero to increase the sensitivity of the scanner, but this choice would increase the number
of scattered events in the measurements as well.
Finally for a continuous source distribution f we obtain the PET model, i.e. the expected
number particles Mi,j emitted in any direction somewhere in f and measured by the two
detectors di and dj on the boundary of C:

Mi,j =
∫
C

Gz (di, dj) f (z) dz. (2.17)

On the right hand side we introduce the operator M acting on f as

Mi,j = Mf (di, dj) =
∫
C

Gz (di, dj) f (z) dz. (2.18)

In the following sections we will give a detailed analysis of the structure ofM , including the
special cases of no scatter, single scatter and full scatter. The final goal is the derivation
- if possible - of an inverse operator M−1 to reconstruct f from the measurements Mi,j

which will be discussed in chapter 3.
Until this point we did not postulate any restrictions on f or µ. We assume that they are
suitable so that all integrals are well-defined and give an overview of the exact restrictions
in chapter 3.
We like to mention the work of Gebennus [Geb09] who derived a similar but more stochas-
tically motivated transport model for PET that also uses the Boltzmann equation.
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2.2.1 The Case of No Scatter

The classical line model for PET (1.7), as presented in chapter 1, is reasonable only if
scatter is neglected. Hence it is desirable that a new model reduces to the old one if
k = 0. We will show that our model satisfies this demand. Although we know that we
always have scatter as long as we have attenuation, it is useful to analyze this case for our
further work. Throughout this chapter we assume that we only measure true and scatter
events, i.e. random events are not part of our data. We will write Mi,j = Ti,j + Si,j .

Theorem 2.2.1 Let k = 0. Then the operator M defined in (2.18) reduces to the estab-
lished line model of PET, i.e. the X-ray transform, plus an additional scaling factor

Mi,j = Mf (di, dj) =
e
−
diR
dj

µ(s,E0)ds

|di − dj |2

di∫
dj

fds. (2.19)

Proof: If k = 0 the scatter integral vanishes and the transport equation (2.2) is reduced
to

θ · ∇xu (x, θ, E) + µ (x,E)u (x, θ, E) = q (x, θ) δ (E − E0) . (2.20)

The solution of (2.20) at di ∈ Γ with the boundary conditions (2.9) and the delta source
(2.14), i.e. the measurement in detector di from direction Θ on the boundary of the
cylinder C if a particle in z is emitted in direction ω is given by

G0
z,ω (di, θ, E) =

0∫
s0(di,Θ)

δ (di + sθ − z) δ (Θ− ω) δ (E − E0) e
−

0R
s
µ(di+s

′θ,E)ds′

ds. (2.21)

We write G0
z,ω (di,Θ, E) instead of Gz,ω (di,Θ, E) to emphasize that k = 0. Integration

over Θ eliminates the detection direction depedency while integration over E is necessary
to model the energy resolution and leads to

G0
z,ω (di) =

∫
S2

E0∫
Emin

0∫
s0(di,Θ)

δ (di + sθ − z) δ (Θ− ω) δ (E − E0) e
−

0R
s
µ(di+s

′θ,E)ds′

dsdEdΘ

=

0∫
s0(di,ω)

δ (di + sω − z) e
−

0R
s
µ(di+s

′ω,E0)ds′

ds.

For a complete PET measurement we have to regard the measurements in a second
detector dj . From (2.16) we have

G0
z (di, dj) =

∫
S2

G0
z,ω (di)G0

z,−ω (dj) dω

=
∫
S2

0∫
s0(di,ω)

δ (di + sω − z) e
−

0R
s
µ(di+s

′ω,E0)ds′

ds

×
0∫

t0(dj ,−ω)

δ (dj − tω − z) e
−

0R
t
µ(dj−t′ω,E0)dt′

dtdω.
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Introducing the new coordinates p = sω we have ω = −p/ |p| and dωds = dp/ |p|2 leading
to

G0
z (di, dj) =

∫
S2

0∫
s0(di,ω)

0∫
t0(dj ,−ω)

δ (di + sω − z) δ (dj − tω − z)

× e
−

0R
s
µ(di+s

′ω,E0)ds′

e
−

0R
s
µ(dj−t′ω,E0)dt′

dtdsdω

=
∫

B|s0(di,ω)|(0)

0∫
t0
“
dj ,

p
|p|

” δ (di + p− z) δ
(
dj + t

p

|p|
− z
)

× e
−

0R
−|p|

µ
“
di−s′ p|p| ,E0

”
ds′

e
−

0R
t
µ
“
dj+t

′ p
|p| ,E0

”
dt′ dp

|p|2
dt

=

0∫
t0

„
dj ,

z−di
|z−di|

«
δ (P (z))
|z − di|2

e

−
0R

−|z−di|
µ

„
di−s′

z−di
|z−di|

,E0

«
ds′

× e
−

0R
t
µ

„
dj+t

′ z−di
|z−di|

,E0

«
dt′

dt

=

0∫
t0

„
dj ,

z−di
|z−di|

«
δ (P (z))
|z − di|2

e

−
zR
di

µ(s,E0)ds −
djR

dj+t
z−di
|z−di|

µ(s,E0)ds

dt

with a function P depending only on z defined by

P (z) = dj + t
z − di
|z − di|

− z.

In order to analyze δ (P (z)) we have to find all z with P (z) = 0:

0 = dj + t
z − di
|z − di|

− z (2.22)

⇔ z − tz

|z − di|
= dj −

tdi
|z − di|

⇔ z

(
|z − di| − t
|z − di|

)
=

dj |z − di| − tdi
|z − di|

⇔ z =
dj |z − di| − tdi
|z − di| − t

,

i.e. z is on the straight line between the two detectors di and dj , which is obvious because
we cannot measure particles in this case, if z is not on the straight line betwenn di and
dj .
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Hence we can solve (2.22) for t and we have

0 = dj + t
z − di
|z − di|

− z

⇔ (z − dj) |z − di| = t (z − di)

⇔ (z − dj) |z − di| = −t |z − di|
z − dj
|z − dj |

⇔ z − dj
−t

=
z − dj
|z − dj |

⇒ −t = |z − dj | ,

leading to |di − dj | = |di − z|+ |dj − z| = |di − z|− t. Now we know that P (z) = 0 if and
only if

z =
dj (|di − dj |+ t)− tdi

|di − dj |
.

Before we can apply∫
Rn

δ (φ (x))ψ (x) dx =
∫

{x∈Rn:φ(x)=0}

ψ (x)∣∣∣det(∂φ∂x)∣∣∣dσ (x) (2.23)

with the corresponding surface measure σ (see [Nat03], p .79), we have to derive det
(
∂P
∂z

)
.

We start with the derivatives of P with respect to z and deduce that the ensuing calcu-
lation of det

(
∂P
∂z

)
is very simple because of the special structure of ∂P

∂z .

∂P

∂z
=

(
t

|z − di|
− 1
)
I − t

|z − di|3
(z − di) (z − di)T

=
(
t− |z − di|
|z − di|

)
I +

|dj − z|
|z − di|3

(z − di) (z − di)T

=
(
− |di − dj |
|z − di|

)
I +

|dj − z|
|z − di|3

(z − di) (z − di)T

=
− |di − dj |
|z − di|

(
I − |dj − z|
|z − di|2 |di − dj |

(z − di) (z − di)T
)

=
− |di − dj |
|z − di|

I −
√

|dj − z|
|z − di|2 |di − dj |

(z − di)︸ ︷︷ ︸
=: v

·

√
|dj − z|

|z − di|2 |di − dj |
(z − di)T︸ ︷︷ ︸

=: vT


=
− |di − dj |
|z − di|

(
I − vvT

)
. (2.24)
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As an immediate consequence of (2.24) and the formula det
(
I − vvT

)
= 1− |v|2 , v ∈ Rn

(see [Nat86] , p. 188), we have the following simple representation of det
(
∂P
∂z

)
.∣∣∣∣det(∂P∂z

)∣∣∣∣ =

∣∣∣∣∣∣
(
− |di − dj |
|z − di|

)3
1−

∣∣∣∣∣
√

|dj − z|
|z − di|2 |di − dj |

(z − di)

∣∣∣∣∣
2
∣∣∣∣∣∣

=

∣∣∣∣∣
(
|di − dj |
|z − di|

)3
(

1− |dj − z| |z − di|
2

|z − di|2 |di − dj |

)∣∣∣∣∣
=

∣∣∣∣∣
(
|di − dj |
|z − di|

)3( |di − dj | − |dj − z|
|di − dj |

)∣∣∣∣∣
=

∣∣∣∣∣
(
|di − dj |
|z − di|

)3( |z − di|
|di − dj |

)∣∣∣∣∣
=

(
|di − dj |
|z − di|

)2

.

Collecting all terms and using (2.23) we obtain

Mi,j = Mf (di, dj)

=
∫
C

G0
z (di, dj) f (z) dz

=
∫
C

0∫
t0

„
dj ,

z−di
|z−di|

«
δ (P (z))
|z − di|2

e

−
zR
di

µ(s,E0)ds −
djR

dj+t
z−di
|z−di|

µ(s,E0)ds

f (z) dtdz

=
e
−
diR
dj

µ(s,E0)ds

|di − dj |2

0∫
t0

„
dj ,

z−di
|z−di|

« f
(
dj (|di − dj |+ t)− tdi

|di − dj |

)
dt (2.25)

Since we know that z is on the straight line between the two detectors we may write

dj (|di − dj |+ t)− tdi
|di − dj |

= dj + t
dj − di
|dj − di|

= dj + t
z − di
|z − di|

,

which simplifies the integral in (2.25) to the integral between di and dj because of the
special choice of t0. Finally we have

Mi,j = Mf (di, dj) =
e
−
diR
dj

µ(s,E0)ds

|di − dj |2

di∫
dj

fdt, (2.26)

which is the classical line model for PET scaled by the distance of the two detectors. �
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2.2.2 The Case of Full Scatter

In this section we will no longer neglect scatter, and compute Gz (di, dj) for the full
model. Because scattering of particles is now allowed, Gz (di, dj) maybe nonzero even if
z is not on the straight line between di and dj . As in the case without scatter we use
q (x,Θ) = δ (x− z) δ (Θ− ω) as source term. Hence the transport equation (2.2) reads

θ · ∇xu (x,Θ, E) + µ (x,E)u (x,Θ, E) =
∫
S2

E0∫
E

k
(
x,Θ,Θ′, E,E′

)
u
(
x,Θ′, E′

)
dE′dΘ′

+ δ (E − E0) δ (x− z) δ (Θ− ω) . (2.27)

From section 2.1 we know that the solution of (2.27) vanishing on ΓΘ for x = di, i.e. at
the detector di, is given by

uz,ω (di,Θ, E) =

0∫
s0(di,Θ)

 ∫
S2

E0∫
E

k
(
di + sΘ,Θ,Θ′, E,E′

)
uz,ω

(
di + sΘ,Θ′, E′

)
dE′dΘ′

+ δ (di + sΘ− z) δ (Θ− ω) δ (E − E0)) e
−

0R
s
µ(di+s

′Θ,E)ds′

ds

=

0∫
s0(di,Θ)

∫
S2

E0∫
E

k
(
di + sΘ,Θ,Θ′, E,E′

)
uz,ω

(
di + sΘ,Θ′, E′

)
dE′dΘ′

× e
−

0R
s
µ(di+s

′Θ,E)ds′

ds

+

0∫
t0(di,Θ)

δ (di + tΘ− z) e
−

0R
t
µ(di+s

′Θ,E)ds′

dtδ (Θ− ω) δ (E − E0)

︸ ︷︷ ︸
= G0

z,ω(di,Θ,E)

=

0∫
s0(di,Θ)

∫
S2

E0∫
E

k
(
di + sΘ,Θ,Θ′, E,E′

)
uz,ω

(
di + sΘ,Θ′, E′

)
dE′dΘ′

× e
−

0R
s
µ(di+s

′Θ,E)ds′

ds+G0
z,ω (di,Θ, E) . (2.28)

Since there is still uz,ω on the right side and therefore not an explicit solution, (2.28) is
just an integral representation of the transport equation. To simplify the notation, we
introduce the scatter operator K

Ku (x,Θ, E) =
∫
S2

E0∫
E

k
(
x,Θ,Θ′, E,E′

)
u
(
x,Θ′, E′

)
dE′dΘ′.
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Again we have to integrate over all possible detection directions Θ and all energy levels
E to model the detection process in detector di

Gz,ω (di) =
∫
S2

E0∫
Emin

uz,ω (di,Θ, E) dΘdE

=
∫
S2

E0∫
Emin

0∫
s0(di,Θ)

Kuz,ω (di + sΘ,Θ, E) e
−

0R
s
µ(di+s

′Θ,E)ds′

dsdEdΘ

︸ ︷︷ ︸
=: GSz,ω(di)

+
∫
S2

E0∫
Emin

G0
z,ω (di,Θ, E) dEdΘ

︸ ︷︷ ︸
= G0

z,ω(di)

= GSz,ω (di) +G0
z,ω (di) ,

where only GSz,ω (di) contains information about scattered particles. Finally Gz (di, dj) is
given by

Gz (di, dj) =
∫
S2

Gz,ω (di)Gz,−ω (dj) dω

=
∫
S2

(
G0
z,ω (di) +GSz,ω (di)

) (
G0
z,−ω (dj) +GSz,−ω (dj)

)
dω

=
∫
S2

G0
z,ω (di)G0

z,−ω (dj) dω +
∫
S2

G0
z,ω (di)GSz,−ω (dj) dω

+
∫
S2

G0
z,−ω (dj)GSz,ω (di) dω +

∫
S2

GSz,ω (di)GSz,−ω (dj) dω.

Here we can clearly see the connection between the models of Watson (1.20), Markiewicz
(1.23) and the new model. We mention that both authors usually regard only scatter
of one photon, i.e. the second and the third term, while we prefer to work with scatter
of both photons, too. Regarding (2.13) this representation of our PET model is not
unexpected since it contains the four possible cases of particle movement described in the
introduction of this section.
In section 2.2.1 we presented a detailed derivation of the first term containing the unscat-
tered part. Now we will analyze the remaining terms to obtain a detailed description of
Gz (di, dj). Due to symmetry the second and the third term have the same structure so
we only deal with the second one.
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We start with

∫
S2

G0
z,ω (di)GSz,−ω (dj) dω =

∫
S2

0∫
t0(di,ω)

δ (di + tω − z) e
−

0R
t
µ(di+s

′ω,E0)ds′

dt

×
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

Kuz,−ω (dj + sΘ,Θ, E)

× e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘdω.

Introducing the function V (p) = di + p − z and the new coordinate p = tω we have
ω = −p/ |p| and dωdt = dp/ |p|2 and therefore

∫
S2

G0
z,ω (di)GSz,−ω (dj) dω =

∫
B|t0(di,ω)|(0)

δ (V (p)) e
−

0R
−|p|

µ
“
di−s′ p|p| ,E0

”
ds′

|p|2

×
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

Kuz, p|p|
(dj + sΘ,Θ, E)

× e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘdp.

For p = z − di we have V (p) = 0 and can reduce the equation to

∫
S2

G0
z,ω (di)GSz,−ω (dj) dω =

e

−
0R

−|z−di|
µ

„
di−s′

z−di
|z−di|

,E0

«
ds′

|z − di|2

×
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

Ku
z,

z−di
|z−di|

(dj + sΘ,Θ, E)

× e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ

=
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

Ku
z,

z−di
|z−di|

(dj + sΘ,Θ, E)

× e
−
diR
z
µ(t,E0)dt

e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ
|z − di|2

.

The fourth term containing scatter in both directions cannot be simplified and we have
the following Theorem by combining all derived results.
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Theorem 2.2.2 In the case of full scatter the new model containing the probability
Gz (di, dj) that two particles are emitted somewhere in C and detected by the two de-
tectors di and dj can be written as

Mi,j = Mf (di, dj) =
∫
C

Gz (di, dj) f (z) dz

=
e
−
diR
dj

µ(s,E0)ds

|di − dj |2

di∫
dj

fdt

+
∫
C

∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

Ku
z,

z−di
|z−di|

(dj + sΘ,Θ, E)

× e
−
diR
z
µ(t,E0)dt

e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ
|z − di|2

f (z) dz

+
∫
C

∫
S2

E0∫
Emin

0∫
s0(di,Θ)

Ku
z,

z−dj

|z−dj|
(di + sΘ,Θ, E)

× e
−
djR
z
µ(t,E0)dt

e
−

0R
s
µ(di+s

′Θ,E)ds′

dsdEdΘ
|z − dj |2

f (z) dz

+
∫
C

∫
S2

GSz,ω (di)GSz,−ω (dj) dωf (z) dz. (2.29)

In real world applications the case of full scatter can hardly be analyzed due to the high
amount of necessary computations. As an example, we consider the Siemens Biograph
Sensation 16 which will be used for numerical tests in chapter 4 as well. Imagine a
grid of 175 × 175 × 47 and 384 detectors. Then we have to compute Gz (di, dj) more
than 2 · 1011 times whereas each computation relies on a complicated multiple integral.
A simple approach to simplify the problem is presented in the next section where only
single scatter is considered.
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2.2 The Scatter Model

2.2.3 The Single Scatter Approximation

di

dj

z C

Figure 2.2: Two particles emitted in z ∈
C: one photon reaches di ∈ Γ unscattered
whereas the other one is scattered in direc-
tion dj−(z−tωi)

|dj−(z−tωi)| before it arrives at dj ∈ Γ.

To reduce the complexity of the presented
problem we introduce a simple approxima-
tion. The idea is to replace the unknown func-
tion uz,ω (x,Θ, E) on the right hand side of
(2.28) by the known functionG0

z,ω (x,Θ, E) to
simplify the equation. Since G0

z,ω (x,Θ, E) is
the solution of the Boltzmann equation with
k = 0 a single particle may only be scattered
once before it reaches the detector. This sim-
plification is reasonable as it has been shown
that single scatter is the dominating effect in
degrading the image quality. To simplify no-
tation we will write ωi instead of z−di

|z−di| . By
inserting G0

z,ω (x,Θ, E) we have

∫
S2

G0
z,ω (di)GSz,−ω (dj) dω (2.30)

=
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

Kuz,wi (dj + sΘ,Θ, E)
e
−
diR
z
µ(t′,E0)dt′

e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ
|z − di|2

=
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

∫
S2

E0∫
E

k
(
dj + sΘ,Θ,Θ′, E,E′

)
uz,wi

(
dj + sΘ,Θ′, E′

)
dE′dΘ′

× e
−
diR
z
µ(t′,E0)dt′

e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ
|z − di|2

(2.21)
=

∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

∫
S2

E0∫
E

k
(
dj + sΘ,Θ,Θ′, E,E′

) 0∫
t0(dj+sΘ,Θ′)

δ
(
dj + sΘ + tΘ′ − z

)

× δ
(
E′ − E0

)
δ
(
Θ′ − wi

)
e
−

0R
t
µ(dj+sΘ+s′Θ′,E′)ds′

dtdE′dΘ′

× e
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ
e
−
diR
z
µ(t′,E0)dt′

|z − di|2

=
∫
S2

E0∫
Emin

0∫
s0(dj ,Θ)

k (dj + sΘ,Θ, wi, E,E0)

0∫
t0(dj+sΘ,ωi)

δ (dj + sΘ + twi − z)

× e
−

0R
t
µ(dj+sΘ+s′wi,E0)ds′

dte
−

0R
s
µ(dj+s

′Θ,E)ds′

dsdEdΘ
e
−
diR
z
µ(t′,E0)dt′

|z − di|2
.
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2.2 The Scatter Model

Again we introduce the new coordinate p = sΘ with Θ = −p/ |p| and a function V (p) =
dj + p + tωi − z to evaluate δ with respect to p. It is obvious that V (p) is zero if
p = −dj + z − tωi. This leads to a simplified version of (2.30).

∫
S2

G0
z,ω (di)GSz,−ω (dj) dω

=

E0∫
Emin

0∫
t0(dj+p,ωi)

∫
B˛̨̨̨
s0

„
dj,−

p
|p|

«˛̨̨̨(0)

k

(
dj + p,− p

|p|
, wi, E,E0

)
δ (V (p))

×e
−

0R
t
µ(dj+p+s

′wi,E0)ds′

e
−

0R
−|p|

µ
“
dj−s′ p|p| ,E

”
ds′

e
−
diR
z
µ(t′,E0)dt′

dpdtdE

|p|2 |z − di|2

=

E0∫
Emin

0∫
t0(z,ωi)

k

(
z − twi,

dj − (z − twi)
|dj − (z − twi)|

, wi, E,E0

)

×e
−

0R
t
µ(z−twi+s′wi,E0)ds′

e

−
0R

−|dj−z+twi|
µ

 
dj+s

′ dj−(z−twi)

|dj−(z−twi)| ,E
!
ds′

dtdE

|dj − (z − twi)|2

×e
−
diR
z
µ(t′,E0)dt′

|z − di|2

=

E0∫
Emin

0∫
t0(z,ωi)

k

(
z − twi,

dj − (z − twi)
|dj − (z − twi)|

, wi, E,E0

)

×e
−
diR
z
µ(t′,E0)dt′

e
−

zR
z−twi

µ(s′,E0)ds′

e
−
z−twiR
dj

µ(s′,E)ds′

dtdE

|z − di|2 |dj − (z − twi)|2
.

Now we can easily interpret (2.30): At a fixed point z ∈ C two particles are emitted
in directions ±ωi at E0 = 511 keV. The particle travelling to di reaches the detector
unscattered at 511 keV while the particle travelling in the opposite direction may undergo
a scattering process. Starting at z we have to calculate for each point on z−tωi the fraction
that is scattered in direction of detector dj . We also have to consider for the loss due to
attenuation by tissue, which is included in the two exponentials. The new energy level
E after the scatter process can be calculated using (1.12). Analog computations can of
course be done for the case of single scatter in the opposite direction.

Using the same ideas as above we can also give a simpler representation for the fourth
term. Starting with the definition of GSz,ω (di) and replacing the unknown uz,ω by (2.21)
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2.2 The Scatter Model

we have

GSz,ω (di) =
∫
S2

E0∫
Emin

0∫
s0(di,Θ)

Kuz,ω (di + sΘ,Θ, E) e
−

0R
s
µ(di+s

′Θ,E)ds′

dsdEdΘ

=
∫
S2

E0∫
Emin

0∫
s0(di,Θ)

∫
S2

E0∫
E

k
(
di + sΘ,Θ,Θ′, E,E′

)

× uz,ω
(
di + sΘ,Θ′, E′

)
dE′dΘ′e

−
0R
s
µ(di+s

′Θ,E)ds′

dsdEdΘ

(2.21)
=

∫
S2

E0∫
Emin

0∫
s0(di,Θ)

∫
S2

E0∫
E

k
(
di + sΘ,Θ,Θ′, E,E′

) 0∫
t0(di+sΘ,Θ′)

δ
(
E′ − E0

)
× δ

(
di + sΘ + tΘ′ − z

)
δ
(
Θ′ − ω

)
× e

−
0R
t
µ(di+sΘ+t′Θ′,E′)dt′

dtdE′dΘ′e
−

0R
s
µ(di+s

′Θ,E)ds′

dsdEdΘ

=
∫
S2

E0∫
Emin

0∫
s0(di,Θ)

0∫
t0(di+sΘ,Θ′)

k (di + sΘ,Θ, ω, E,E0) δ (di + sΘ + tω − z)

× e
−

0R
t
µ(di+sΘ+t′ω,E0)dt′

e
−

0R
s
µ(di+s

′Θ,E)ds′

dtdsdEdΘ.

Finally we introduce the coordinates p = sΘ with Θ = −p/ |p| and a function V (p) =
di + p+ tω − z leading to

GSz,ω (di) =

E0∫
Emin

∫
B|s0(di,Θ)|(0)

0∫
t0(di+p,ω)

k

(
di + p,− p

|p|
, ω, E,E0

)
δ (di + p+ tω − z)

× e
−

0R
t
µ(di+p+t

′ω,E0)dt′

e
−

0R
−|p|

a
“
di−s′ p|p| ,E

”
ds′

|p|2
dtdpdE

=

E0∫
Emin

∫
B|s0(di,Θ)|(0)

0∫
t0(di+p,ω)

k

(
di + p,− p

|p|
, ω, E,E0

)
δ (V (p))

× e
−

di+pR
di+p+tω

µ(t′,E0)dt′

e
−
di+pR
di

µ(s′,E)ds′

|p|2
dtdpdE

=

E0∫
Emin

0∫
t0(z,ω)

k

(
z − tω, di − z + tω

|di − z + tω|
, ω, E,E0

)

×e
−
z−tωR
z

µ(t′,E0)dt′

e
−

diR
z−tω

µ(t′,E)dt′

|di − z + tω|2
dtdE.
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2.2 The Scatter Model

Combining all results leads to the following theorem.

Theorem 2.2.3 In the case of single scatter the new model containing the probability
Gz (di, dj) that two particles are emitted somewhere in C and detected by the two detectors
di and dj can be written as

Mi,j = Mf (di, dj) =
∫
C

Gz (di, dj) f (z) dz

=
e
−
diR
dj

µ(s,E0)ds

|di − dj |2

di∫
dj

fdt (2.31)

+
∫
C

E0∫
Emin

0∫
t0(z,ωi)

k

(
z − tωi,

dj − z + tωi
|dj − z + tωi|

, ωi, E,E0

)

×e
−
z−tωiR
di

µ(s′,E0)ds′

e
−

djR
z−tωi

µ(s′,E)ds′

dtdE

|z − di|2 |dj − z + tωi|2
f (z) dz

+
∫
C

E0∫
Emin

0∫
t0(z,ωj)

k

(
z − tωj ,

di − z + tωj
|di − z + tωj |

, ωj , E,E0

)

×e
−
z−tωjR
dj

µ(s′,E0)ds′

e
−

diR
z−tωj

µ(s′,E)ds′

dtdE

|z − dj |2 |di − z + tωj |2
f (z) dz

+
∫
C

∫
S2

E0∫
Emin

0∫
t0(z,ω)

k

(
z − tω, di − z + tω

|di − z + tω|
, ω, E,E0

)

×e
−
z−tωR
z

µ(t′,E0)dt′

e
−

diR
z−tω

µ(t′,E)dt′

|di − z + tω|2
dtdE

×
E0∫

Emin

0∫
t0(z,−ω)

k

(
z + tω,

dj − z − tω
|dj − z − tω|

,−ω,E,E0

)

×e
−
z+tωR
z

µ(t′,E0)dt′

e
−

djR
z+tω

µ(t′,E)dt′

|dj − z − tω|2
dtdEdωf (z) dz,

where we denote ωi = (z − di) / |z − di| and ωj = (z − dj) / |z − dj |.

Once Gz (di, dj) is calculated for all combinations of source points / detectors we can solve
(2.31) for f using any linear solver. Depending on the granularity of the grid this model
should nearly be as precisive as full Monte Carlo simulations. However, this would also
lead to a similar computation time.
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2.2 The Scatter Model

(a) The attenuation map µ
derived from a CT measure-
ment

(b) Projection volume us-
ing 0 keV as lower energy
threshold Emin

(c) Projection volume using
170 keV as lower energy
threshold Emin

(d) 255.5 keV (e) 325 keV (f) Emin = 400 keV is used
in clinical routine

(g) 450 keV (h) 500 keV (i) 511 keV

Figure 2.3: Example of the projection volume when using the new scatter model in case
of single scatter for the Siemens Biograph Sensation 16. The attenuation coefficients were
acquired at the Department of Nuclear Medicine, University Hospital of Münster. All
volumes were calculated for the same LOR using different energy thresholds. There is
no difference between 0 keV and 170 keV, since the minimum remaining energy after
single scattering is equal to 170.3 keV (see figure 1.8). In case of Emin = 255 keV there
is still no big difference. When increasing Emin to larger values, the projection volume
is more and more reduced to the scaled X-ray transform as can be seen in figure 2.3(i).
We like to know how large the distortion can be, if we still want to treat the problem as
a perturbation of the X-ray transform, i.e. is the X-ray transform generally the correct
model for PET?
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2.2 The Scatter Model

Instead of computing f at this point using (2.29) or (2.31) and a linear solver we like
to further investigate the structure of M . On closer inspection M looks like the X-ray
transform plus three additional operators: Is it possible to use the knowledge of the X-ray
transform and its inverse operator to derive f analytically from the measurements? How
large is the impact of the three other operators? In the next chapter we will treat M as
a perturbation of the X-ray transform and try to compute f analytically from Mf .
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Chapter 3

A Neumann Series Approach for
Scatter Correction in PET

In chapter 2 we presented a detailed transport model for the full scattering process in
PET based on the Boltzmann equation. As shown the resulting model consists of the
X-ray transform and three additional operators containing information about scattered
particles. We are now interested to learn how large the impact of these scatter operators
is, i.e. can we treat our PET model more or less like the X-ray transform?
Recently, Bal and Tamasan [BT08] proposed a reconstruction algorithm based on a Neu-
mann series approach for a similar transport problem in optical molecular imaging. The
problem was analyzed as a perturbation of the attenuated Radon transform and it was
shown that the resulting reconstruction algorithm converges if the scattering kernel is suf-
ficiently small in an appropriate norm. By adopting this approach to our scatter model
we show that the problem can be seen as a perturbation of the X-ray transform.
Hence, the main question of this chapter is: what are the necessary assumptions on the
scattering kernel k to obtain a converging Neumann series and therefore a converging
reconstruction algorithm? As we learned from chapter 1, attenuation in PET can be
identified with compton scatter and vice versa. Thus we might recast the question and
search for the necessary assumptions on the attenuation map µ in order to still reconstruct
f using the inversion formula for the X-ray transform.
The second parameter to investigate is the minimum energy threshold Emin that allows us
to neglect particles with less energy during the measuring process. As mentioned before we
might use Emin = E0 and reject all particles with lower energy, but this would significantly
reduce the statistics and furthermore we are not even able to set this threshold at 511
keV in real world applications due to the insufficient energy resolution of the system.
Nevertheless we assume that we can define an arbitrary threshold and choose it according
to the magnitude of µ, i.e. we are searching for a combination (µ,Emin) allowing us to
measure as much particles as possible while regarding the necessary restrictions to use
the Neumann series approach.
We give a detailed analysis of the single scatter case and deduce the case of multiple
scatter afterwards.
At the end of this chapter we will see that we can find a threshold for all possible µ to
satisfy the smallness condition of the corresponding norm. Hence we conclude, that the
X-ray transform is in general the correct model for PET.
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3.1 Introducing the Neumann Series

3.1 Introducing the Neumann Series

From chapter 2 we know that the operatorM describing the full decay-to-detection process
for the sought-after activity distribution f on the cylinder C and a given dataset Mi,j has
the following form

Mi,j = Mf (di, dj)

=
∫
C

Gz (di, dj) f (z) dz

=
∫
C

∫
S2

Gz,ω (di)Gz,−ω (dj) dωf (z) dz

=
∫
C

∫
S2

(
G0
z,ω (di) +GSz,ω (di)

) (
G0
z,−ω (dj) +GSz,−ω (dj)

)
dωf (z) dz

=
∫
C

∫
S2

G0
z,ω (di)G0

z,−ω (dj) dωf (z) dz (no scatter in both directions)

+
∫
C

∫
S2

G0
z,ω (di)GSz,−ω (dj) dωf (z) dz (scatter between z and dj)

+
∫
C

∫
S2

G0
z,−ω (dj)GSz,ω (di) dωf (z) dz (scatter between z and di)

+
∫
C

∫
S2

GSz,ω (di)GSz,−ω (dj) dωf (z) dz. (scatter in both directions)

Again we assume that our data is already random corrected. Hence Mi,j = Ti,j + Si,j .
Considering (2.26) the unscattered part can be reduced to the X-ray transform P scaled
by an attenuation coefficient and the distance of the two detectors di and dj

∫
C

∫
S2

G0
z,ω (di)G0

z,−ω (dj) dωf (z) dz =
e
−
djR
di

a(t,E0)dt

|di − dj |2︸ ︷︷ ︸
=:V (di,dj)

dj∫
di

fdt. (3.1)

Inserting (3.1) into the equation above leads to

Mi,j = V (di, dj)

dj∫
di

fdt

+
∫
C

∫
S2

G0
z,ω (di)GSz,−ω (dj) dωf (z) dz

+
∫
C

∫
S2

G0
z,−ω (dj)GSz,ω (di) dωf (z) dz

+
∫
C

∫
S2

GSz,ω (di)GSz,−ω (dj) dωf (z) dz. (3.2)
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We would like to seeM as a perturbation of the X-ray transform P . In order to reconstruct
f we will use a Neumann series approach. Provided the deviation of P is not too large,
the series converges and can be used for the inversion. Our convergence analysis is based
on the following lemma.

Lemma 3.1.1 Suppose that Q is a bounded operator on the normed space (X, ‖·‖) and

lim sup
m→∞

‖Qm‖1/m < 1,

(e.g. ‖Q‖ < 1). Then (I −Q) is invertible, its inverse is continuous and equal to the
series

(I −Q)−1 =
∞∑
m=0

Qm.

Proof: see, e.g. [Alt85].

Before we introduce the Neumann series we will study some properties of the X-ray
transform P . For an infinitely differentiable function f with compact support P is defined
as

Pf (Θ, x) =
∫
R1

f (x+ tΘ) dt (3.3)

on the tangent bundle
T =

{
(Θ, x) : θ ∈ Sn−1, x ∈ Θ⊥

}
.

The restriction of x to Θ⊥ and therefore the definition of P on T is obvious since Pf (Θ, x)
does not change if x is moved in direction Θ. We still have the symmetry Pf (Θ, x) =
Pf (−Θ, x), but to simplify notation we nevertheless work with T .
Our approach is based on the assumption that we can reconstruct f from a perturbed
version of Pf . Hence we first try to derive f from (3.3). Let g (Θ, x) = Pf (Θ, x) be the
X-ray transform of f on T . We have the following explicit inversion formula for P .

Theorem 3.1.2 Let f ∈ C∞0 (Rn). Then we have for α < n

f =
1

2π |Sn−1|
I−αP ∗Iα−1g, (3.4)

with the Riez potential Iα defined as (Iαf)b(ξ) = |ξ|−α f̂ (ξ). The adjoint operator P ∗ is
given by

(P ∗g) (x) =
∫

Sn−1

g (Θ, EΘx) dΘ,

where EΘx is the orthogonal projection of x on Θ⊥.

Proof: see, e.g. [Nat86].

We remark that I−α in (3.4) is the Riesz potential on Rn while Iα−1 is the Riesz potential
on T and therefore defined on the second variable only. A major drawback of (3.4) is
the amount of data needed for the inversion. In the case n = 3 and α = 0 the inversion
formula reads

f =
1

(4π)2

∫
S2

(
I−1g

)
(Θ, EΘx) dΘ,
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S2
0

S2

x1

x2

x3

Figure 3.1: Example of a set S2
0 ⊂ S2 satisfying Orlov’s condition: Each equatorial circle

has a non-empty intersection with S2
0 . Therefore measurements g (Θ, x) , x ∈ Θ⊥,Θ ∈ S2

0 ,
uniquely determine f .

i.e. we need g (Θ, x) for all Θ ∈ S2 and x ∈ Θ⊥ to reconstruct f . Regarding our PET
model of chapter 2 it is obvious that in case of n = 3 this condition can never be satisfied
by the measurements since we assume the scanner to be an open-ended cylinder. Thus we
need a 3D inversion formula that uses less data but is still able to recover f . A possible
solution might be to reduce the 3D problem into a set of 2D problems that can easily be
solved with Theorem 3.4. Since we want to have a fully 3D reconstruction algorithm we
will neglect this approach and study further properties of the X-Ray transform.
Following Orlov [Orl76] the sought-after function f is uniquely determined by the pro-
jections g (Θ, x) ,Θ ∈ S2

0 , x ∈ Θ⊥, if the subset S2
0 ⊂ S2 satisfies the following condition:

Any great circle on the unit sphere must have a non-empty intersection with the set S2
0 .

To clearify that we only use parts of the data we write T
(
S2

0

)
instead of T for the tan-

gent bundle. Orlov’s condition is proved with the help of the central section theorem
or Fourier slice theorem. It relates the Fourier transform of the projection Pf with the
Fourier transform of f .

Theorem 3.1.3 For f ∈ C∞0 (Rn) we have

P̂ f (Θ, ξ) = (2π)1/2 f̂ (ξ) , ξ ∈ Θ⊥.

The Fourier transform on T is defined with respect to the second variable, i.e.

ĥ (Θ, ξ) = (2π)(1−n)/2
∫

Θ⊥

e−ix·ξh (Θ, x) dx, ξ ∈ Θ⊥.

Proof:

P̂ f (Θ, ξ) = (2π)(1−n)/2
∫

Θ⊥

e−iξ·x
∫
R1

f (x+ tΘ) dtdx

= (2π)(1−n)/2
∫

Rn

e−iξ·yf (y) dy

= (2π)1/2 f̂ (ξ) .

�

Now let Pf (Θ, ·) ,Θ ∈ S2
0 , be given and let S2

0 ⊂ S2 satisfy Orlov’s condition. Since S2
0

contains a great circle, it has at least two intersections with any plane through the
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origin. Then for any frequency ξ ∈ R3 we can find Θ ∈ S2
0 such that Θ ⊥ ξ. With help of

Theorem 3.1.3 f̂ (ξ) is determined by P̂ f (Θ, ξ).
Unfortunately we cannot derive f from the restricted data on S2

0 using Theorem 3.1.2;
hence we need a new inversion formula. Let l (x, y) be the length of the intersection of S2

0

with the subspace spanned by x, y ∈ R3.

Theorem 3.1.4 Let f ∈ C∞0 (Rn) and g (Θ, x) = Pf (Θ, x) for Θ ∈ S2
0 and x ∈ Θ⊥.

Then
f (x) = ∆

∫
S2

0

h (Θ, EΘx) dΘ,

where h is obtained from g by

h (Θ, x) = − 1
4π2

∫
Θ⊥

g (Θ, x− y)
|y| l (Θ, y)

dy.

Proof: see, e.g. [NW01].

If we now adapt the new notation to the modified scatter model, i.e. the definition of
the measurements on T

(
S2

0

)
instead of on Γ, we obtain for each detector pair (di, dj) a

corresponding pair (Θ, x) ,Θ ∈ S2
0 , x ∈ Θ⊥ and two coefficients λ±, i.e. λ± = λ± (Θ, x),

satisfying

di = x− λ−Θ,
dj = x+ λ+Θ,

Θ =
dj − di
|dj − di|

.

We assume that the unknown activity distribution is compactly supported inside a smaller
cylinder C0 ⊂ C with radius R0 < R, i.e. supp (f) ⊂ C0. This is not a restriction to our
model because close to the detectors we neither have activity nor scatter and attenuation.

C1

C0

C

R

R1

R0

¡ ¡

di

dj

x

Figure 3.2: The new coordinates (Θ, x) applied to the cylinder C and the detectors di and
dj : For each detector pair (di, dj) on Γ we get a combination (Θ, x) and two corresponding
coefficients λ±(Θ, x) with di = x− λ−Θ and dj = x+ λ+Θ.

When looking at a real scanner (see figure 3.3) we can see that the choice of a smaller
domain for the activity is quite obvious since the crystals are usually “hidden” inside the
chassis to protect them from being contaminated or damaged. Thus the actual available
scanner radius is much smaller than the radius of the crystal arrays.
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3.1 Introducing the Neumann Series

For a suitable choice of S2
0 the X-ray transform Pf (Θ, x) is equal to zero for x 6∈ supp (f)

so we restrict x to C0. By the way, with this choice we avoid the case di close to dj
leading to λ−, λ+ > 0 for all pairs (Θ, x). In addition we postulate µ = 0 outside another
cylinders C1 with radius R1, R0 < R1 < R. The two different cylinder for activity and
attenuation are meaningful because we assume that activity is only existent inside the
patient.

Figure 3.3: This image shows the standalone PET scanner installed at the University
Hospital of Münster. After removing the cover we can look inside the device. In the front
we have the patient bed that is moved into the ring during the measurement. It is easy
to see that the actual useable bore radius is smaller than the radius of the crystal arrays.

Due to the fact that scatter only appears in combination with attenuation, the require-
ments on the attenuation coefficient µ lead to k (x, ·, ·, ·, ·) = 0 if x 6∈ C1. Introducing the
new notation to (3.2) we have

Mx−λ−Θ,x+λ+Θ

V (x− λ−Θ, x+ λ+Θ)︸ ︷︷ ︸
=: g(Θ,x)

=

x+λ+Θ∫
x−λ−Θ

fdt

+
∫
C0

∫
S2

G0
z,ω (x− λ−Θ)GSz,−ω (x+ λ+Θ)

V (x− λ−Θ, x+ λ+Θ)
dωf (z) dz

︸ ︷︷ ︸
=: Sif(Θ,x)

+
∫
C0

∫
S2

G0
z,−ω (x+ λ+Θ)GSz,ω (x− λ−Θ)

V (x− λ−Θ, x+ λ+Θ)
dωf (z) dz

︸ ︷︷ ︸
=: Sjf(Θ,x)

+
∫
C0

∫
S2

GSz,ω (x− λ−Θ)GSz,−ω (x+ λ+Θ)
V (x− λ−Θ, x+ λ+Θ)

dωf (z) dz

︸ ︷︷ ︸
=: Sijf(Θ,x)

,
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3.1 Introducing the Neumann Series

where Si and Sj consider the case where only one particle is scattered and the other one
reaches the detector unscattered, while Sij considers the case of scattered particles in
both directions.
Regarding the restriction of x to C0 we define Sif, Sjf, Sijf = 0 for x 6∈ C0. For the
estimates of the next sections it is convenient to have the scatter operators already zero
for x ∈ C0 close to ∂C0. At this point it becomes apparent why we introduced the energy
dependency of photons. Particles have to undergo a strong scattering process in order to
be measured on a line outside C0. Thus we can find an energy threshold Emin guaranteeing
this restriction of the scatter operators. See figure 3.4 for a detailed description.

C0

Z

f

(a) Example of the scattering
angle needed in order to mea-
sure particles on a line g (Θ, x)
with x 6∈ C0.

(b) Scatter volume for Si, Sj

and Sij using Emin = 170 keV

(c) Scatter volume for Si, Sj

and Sij using Emin = 325 keV
(d) Scatter volume for Si, Sj

and Sij using Emin = 400 keV

Figure 3.4: Particles that are measured on a line g (Θ, x) with x outside C0 (red line) must
have undergone a strong scattering process in order to reach the detectors, if we assume
that only one of the two particles is scattered once, which is true in most applications. In
case of the Siemens Biograph Sensation 16 that is installed in the University Hospital of
Münster, the lower energy threshold is usually set to 400 keV. Regarding formula (1.12)
from chapter 1, this leads to a maximum scattering angle of approximately θ = 45◦.
In examples b) - d) we show the projection volumes of all three scatter operators for
detector combination (47, 145). As one can see the volumes are already very small (and
can even be reduced by increasing Emin) although there are a lot of possible lors with a
larger distance to the center of the FOV. Hence we can easily find a suitable threshold
Emin satisfying g (Θ, x) = 0 and therefore Sif, Sjf, Sijf = 0 for x close to ∂C0.
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3.1 Introducing the Neumann Series

With the final definition of operator Q we arrive at the Neumann series.

g (Θ, x) = Pf (Θ, x) + Sif (Θ, x) + Sjf (Θ, x) + Sijf (Θ, x)
⇔ P−1g (z) = P−1Pf (z) + P−1Sif (z) + P−1Sjf (z) + P−1Sijf (z)

⇔ P−1g (z) =

I + P−1Si + P−1Sj + P−1Sij︸ ︷︷ ︸
=: −Q

 f (z) (3.5)

⇔ P−1g (z) = (I −Q) f (z) .

Before we can use Lemma 3.1.1 we have to assure that ‖Q‖ < 1 is satisfied in an ap-
propriate norm. If we can derive such a condition on µ and Emin we can reconstruct f
iteratively from the measurements.

P−1g (z) = (I −Q) f(z)
⇔ (I −Q)−1 P−1g (z) = (I −Q)−1 (I −Q) f(z)

Lemma 3.1.1⇔
∞∑
m=0

QmP−1g (z) = f(z). (3.6)

We still have to find a suitable function space for f (and as well as for µ) to analyze
the norm of Q. For physical considerations it would be convenient to work with f ∈ L1

because in that case the norm of f denotes the number of particles in the system. In the
next section we will take a closer look at the Sobolev space estimates for P and choose a
suitable function space for activity distribution f .
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3.2 A Suitable Function Space

3.2 A Suitable Function Space

Before we can derive the conditions on the attenuation map µ and the energy threshold
Emin respectively, we have to choose an appropriate function space for f . Thus we will
study some properties of the X-ray transform and its inverse operator. We start with the
Sobolev space estimates for P . At this point it is necessary to work with the classical line
model for PET and neglect the detector width (as mentioned in chapter 2) in order to
use the well-known results for the X-ray transform.

Theorem 3.2.1 For each α ∈ R there exist positive constants c1 (α, n) and c2 (α, n) such
that for f ∈ C∞0 (Ωn) ,Ωn ⊂ Rn

c1 (α, n) · ‖f‖Hα
0 (Ωn) ≤ ‖Pf‖Hα+1/2(T ) ≤ c2 (α, n) · ‖f‖Hα

0 (Ωn) , (3.7)

where the corresponding Sobolev spaces Hα (T ) are given by the norm

‖h‖2Hα(T ) =
∫

Sn−1

∫
Θ⊥

(
1 + |η|2

)α ∣∣∣ĥ (Θ, η)
∣∣∣2 dηdΘ. (3.8)

Proof: see [Nat86].

From (3.7) we know that P−1 is a continuous operator from H1/2 (T ) into H0
0 (Ωn),

because for α = 0 we have with a certain constant c′1 (0, n)

‖Pf‖H1/2(T ) ≥ c1 (0, n) · ‖f‖H0
0 (Ωn) = c1 (0, n) ·

∥∥P−1 (Pf)
∥∥
H0

0 (Ωn)

⇒
∥∥P−1g

∥∥
H0

0 (Ωn)
≤ c′1 (0, n) ‖g‖H1/2(T ) , (3.9)

where we defined Pf = g. Hence a compactly supported f ∈ L2 (Ωn) seems to be a
good choice for the sought-after activity distribution. We still have to check whether P
is defined for such f . It is well-known that the X-ray transform which is usually defined
for f ∈ C∞0 (Ωn) can be extended to L1 (Ωn) since∫

Θ⊥

|PΘf (x)| dx =
∫

Θ⊥

∣∣∣∣∣∣
∫
R

f (x+ tΘ) dt

∣∣∣∣∣∣ dx ≤
∫

Rn

|f (x)| dx.

For a compactly supported f ∈ L2 (Ωn) we know that f ∈ L1 (Ωn). Hence we can use P
for this choice of f . For a detailed study of the X-ray transform on the spaces L1 (Rn)
and L2 (Rn) we refer to Solmon [Sol76].
Regarding Theorem 3.2.1 and the considerations above we found a proper functional space
for f in the 2D case. Again we have the problem in three dimensions that all estimates
are performed on the complete tangent bundle T

(
S2
)

but as we learned from the previous
section we should work on T

(
S2

0

)
. Following [DCT95] we will show that (3.9) is also valid

on T
(
S2

0

)
if S2

0 satisfies Orlov’s condition.
Starting with a suitable f we have

‖Pf‖2
H1/2(T(S2

0)) =
∫
S2

0

∫
Θ⊥

√
1 + |η|2

∣∣∣P̂ f (Θ, η)
∣∣∣2 dηdΘ

Theorem 3.1.3=
∫
S2

0

∫
Θ⊥

√
1 + |η|2

∣∣∣f̂ (η)
∣∣∣2 dηdΘ.
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3.2 A Suitable Function Space

We introduce the δ-distribution in order to integrate over the complete R3.

‖Pf‖2
H1/2(T(S2

0)) =
∫
S2

0

∫
R3

√
1 + |η|2

∣∣∣f̂ (η)
∣∣∣2 δ (η ·Θ) dηdΘ

=
∫
S2

0

∫
R3

√
1 + |η|2

|η|

∣∣∣f̂ (η)
∣∣∣2 δ( η

|η|
·Θ
)
dηdΘ

≥
∫
S2

0

∫
R3

∣∣∣f̂ (η)
∣∣∣2 δ( η

|η|
·Θ
)
dηdΘ

≥
∫
R3

∣∣∣f̂ (η)
∣∣∣2 dη ·

 inf
Θ′∈S2

∫
S2

0

δ
(
Θ′ ·Θ

)
dΘ


︸ ︷︷ ︸

=: c

= c · ‖f‖2L2(Ω3) .

If now the subset S2
0 ⊂ S2 satisfies Orlov’s condition the constant c is positive. We state

this result in the following Theorem.

Theorem 3.2.2 If S2
0 ⊂ S2 satisfies Orlov’s condition there exists a positive constant c

such that for a compact supported f ∈ L2
(
Ω3
)
,Ω3 ⊂ R3

‖Pf‖H1/2(T(S2
0)) ≥ c · ‖f‖L2(Ω3) . (3.10)

Using Orlov’s inversion formula we know that P−1 is a continuous operator from the
Sobolev space H1/2

(
T
(
S2

0

))
into L2

(
Ω3
)
, or better L2 (C0) if we step back to our cylin-

der C and its subset C0. Regarding (3.5) we have to assure that the scatter operators
Si, Sj and Sij are continuous operators from L2 (C0) into Hα

(
T
(
S2

0

))
, while α ≥ 1/2.

Although α = 1/2 is sufficient for our estimates we may also show ‖Sf‖H1/2+β ≤ c · ‖f‖L2

for β ≥ 0, since ‖Sf‖H1/2 ≤ ‖Sf‖H1/2+β regarding (3.8). Therefore we will give the
corresponding estimates in H1 giving us the possibility to use the classical definition of
a Sobolev space containing (distributional) derivatives of the function. The connection
between the fractional order Sobolev space with α = 1 and the classical definition is given
by

‖f‖2H1(T ) =
∫
S2

∫
Θ⊥

(
1 + |η|2

) ∣∣∣f̂ (Θ, η)
∣∣∣2 dηdΘ

=
∫
S2

 ∫
Θ⊥

∣∣∣f̂ (Θ, η)
∣∣∣2 dη +

∫
Θ⊥

|η|2
∣∣∣f̂ (Θ, η)

∣∣∣2 dη
 dΘ.
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3.2 A Suitable Function Space

We have, using the definition of the Fourier transformation and integration by parts∫
Θ⊥

|η|2
∣∣∣f̂ (Θ, η)

∣∣∣2 dη =
∫

Θ⊥

|η|2 f̂ (Θ, η) ¯̂
f (Θ, η) dη

=
∫

Θ⊥

 n∑
j=1

η2
j

 f̂ (Θ, η) ¯̂
f (Θ, η) dη

= −
∫

Θ⊥

 n∑
j=1

∂

∂x2
j

f

ˆ

(Θ, η) ¯̂
f (Θ, η) dη

= −
∫

Θ⊥

(∆f)ˆ(Θ, η) ˜̄f (Θ, η) dη

= −
∫

Θ⊥

∆f (Θ, x) f̄ (Θ, x) dx

=
∫

Θ⊥

n∑
i=1

∣∣∣∣ ∂∂xi f (Θ, x)
∣∣∣∣2 dx.

Finally we arrive at the classical definition of the Sobolev space H1 (T ):

‖f‖2H1(T ) =
∫

Sn−1

∫
Θ⊥

∣∣∣f̂ (Θ, η)
∣∣∣2 dη +

∫
Θ⊥

n∑
i=1

∣∣∣∣ ∂∂xi f (Θ, x)
∣∣∣∣2 dxdΘ

=
∫

Sn−1

∫
Θ⊥

|f (Θ, x)|2 dx+
∫

Θ⊥

n∑
i=1

∣∣∣∣ ∂∂xi f (Θ, x)
∣∣∣∣2 dxdΘ

=
∫

Sn−1

∫
Θ⊥

|f (Θ, x)|2 +
n∑
i=1

∣∣∣∣ ∂∂xi f (Θ, x)
∣∣∣∣2 dxdΘ,

or more precisive if we are talking about n = 3 and the restriction of Θ to S2
0 ⊂ S2

‖f‖2
H1(T(S2

0)) =
∫
S2

0

∫
Θ⊥

|f (Θ, x)|2 +
3∑
i=1

∣∣∣∣ ∂∂xi f (Θ, x)
∣∣∣∣2 dxdΘ. (3.11)

Now that we have found a suitable function space for f we have to check whether Si, Sj

and Sij satisfy the required space estimates. Next to the investigation of a general exis-
tence of these estimates we have to choose Emin according to the smallness requirements
needed for the Neumann series approach.
The example given in figure 3.5 shows that scatter does not always has a huge impact
on the reconstruction results. Assuming we have a measurement (performed with a pre-
defined Emin) and a corresponding attenuation map µ. Can we give a “measure” that
allows us to forecast the need of an exact scatter correction prior to the reconstruction
using the perturbation approach?
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3.2 A Suitable Function Space

(a) True events only (b) True and scattered events

Figure 3.5: An example on the impact of scatter in small animals: The whole measuring
process of an FDG study with the Siemens Inveon small animal PET scanner was simu-
lated. The left image shows a reconstruction of true events only whereas the right image
includes scattered events. The differences are negligible, i.e. no scatter correction has to
be performed to quantify the reconstruction.
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3.3 The Single Scatter Approximation

There are several investigations [WBD+02, AAWK04, MTJ+07] showing that single scat-
ter is the most dominant image degrading factor in PET. Some particles may be scattered
twice or even three times before they are measured, but the effort to correct for those
effects is not justified in most applications. Thus we will start to analyze the scatter
operators in the single scatter case starting with Si. If we introduce the new notation
(Θ, x) and the necessary restrictions for the domains of f, k and µ respectively to (??) we
have

Sif (Θ, x) =
∫
C0

(λ− + λ+)2

e
−
x+λ+ΘR
x−λ−Θ

µ(s,E0)ds

E0∫
Emin

∫
γ

k

(
z′,

x+ λ+Θ− z′

|x+ λ+Θ− z′|
,
z − x+ λ−Θ
|z − x+ λ−Θ|

, E,E0

)

× e
−

z′R
x−λ−Θ

µ(s,E0)ds

e
−
x+λ+ΘR
z′

µ(s,E)ds

|z − x+ λ−Θ|2 |x+ λ+Θ− z′|2
dz′dEf (z) dz

or in a more compact representation

Sif (Θ, x) =
∫
C0

Bi (Θ, x, z) f (z) dz,

where we defined

Bi (Θ, x, z) =
(λ− + λ+)2

e
−
x+λ+ΘR
x−λ−Θ

µ(s,E0)ds

E0∫
Emin

∫
γ

k

(
z′,

x+ λ+Θ− z′

|x+ λ+Θ− z′|
,
z − x+ λ−Θ
|z − x+ λ−Θ|

, E,E0

)

× e
−

z′R
x−λ−Θ

µ(s,E0)ds

e
−
x+λ+ΘR
z′

µ(s,E)ds

|z − x+ λ−Θ|2 |x+ λ+Θ− z′|2
dz′dE.

The curve γ is given by

γ : [t0, 0]→ R3, γ (t) = z − t z − x+ λ−Θ
|z − x+ λ−Θ|

, ‖γ̇ (t)‖2 = 1,

with t0 < 0 satisfying the condition

z − t0
z − x+ λ−Θ
|z − x+ λ−Θ|

∈ ∂C1.

There are lots of publications dealing with transport problems in several applications.
The attenuation coefficient µ always has a different meaning and therefore different char-
acteristics. In some applications there is a dependence on the incident angle of particles
as in [SU08], i.e. µ = µ (x,Θ), or as in our case dependency on the energy of photons,
i.e. µ = µ (x,E). Of course there are also applications [BT08] where the attenuation
coefficient only depends on x, i.e. µ = µ (x). In addition to the different meanings of µ
there are certainly different requirements on attenuation coefficient.
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3.3 The Single Scatter Approximation

For our application we postulate µ ∈ C1 (C1 × (0, E0]) and show that under this restriction
the corresponding operator norms exist as well as we can find a suitable Emin for each µ
in order to satisfy the smallness conditions needed for the Neumann series approach.
Since we know (see figure 3.4) that the scatter operators are zero not only for x ∈ Θ⊥, x 6∈
C0, but already for x ∈ C0, x close to ∂C0, (with a certain choice of Emin), we will restrict
our analysis to this domain, i.e. we are using the following norm

∥∥Sif∥∥
H1(T(S2

0 ,C0)) =
∫
S2

0

∫
Θ⊥
x∈C0

∣∣Sif (Θ, x)
∣∣2 +

3∑
n=1

∣∣∣∣ ∂∂xnSif (Θ, x)
∣∣∣∣2 dxdΘ

=
∫
S2

0

∫
Θ⊥
x∈C0

∣∣Sif (Θ, x)
∣∣2 dxdΘ

︸ ︷︷ ︸
a)

+
∫
S2

0

∫
Θ⊥
x∈C0

3∑
n=1

∣∣∣∣ ∂∂xnSif (Θ, x)
∣∣∣∣2 dxdΘ

︸ ︷︷ ︸
b)

.

To begin with we take a closer look at part a) and therefore at Bi. We will give some
estimates of the different components of Bi based on the geometrical properties of the
scanner, in order to get an impression of the magnitude of scattering as well as on the
impact of modifications of the scanner geometry.
The two distances in the denominator can easily be estimated since the detectors x−λ−Θ
and x+λ+Θ (or, when using the old notation di, dj) are on Γ ∈ ∂C while z, z′ are restricted
to smaller cylinder C0 and C1 respectively inside C, i.e.∣∣z − x+ λ−Θ

∣∣−2 ≤ (R−R0)−2 ,∣∣x+ λ+Θ− z′
∣∣−2 ≤ (R−R1)−2 .

For a given scanner with radius R we may limit the largest radius R0 where activity is
allowed as well as the largest radius R1 where attenuation is permitted while regarding
the condition R0 < R1 < R. It is obvious that by decreasing the size of the scanned
object (i.e. R0 and R1) we decrease the impact of scatter at the same time.
As introduced in chapter 2 the scatter kernel k that depends on the attenuation coefficient
µ can be written as

k
(
x,Θ,Θ′, E,E′

)
=
(

1− e−µ(x,E′)
)
κ
(
Θ ·Θ′, E,E′

)
,

where κ is the probability of scattering from Θ′ in direction Θ given by the Klein-Nishina
formula (1.14) presented in chapter 1. In order to assure that the probability of scattering
in any direction is equal to one, κ can be normalized such that

∫
S2 κ (Θ ·Θ′, E,E′) dΘ′ = 1.

Thus k is surely bounded by 1 just like the two exponentials in the nominator, since
µ (x,E) ≥ 0 for all combinations of x and E.
The sum of λ+ and λ− is limited by the largest possible distance between two detectors
in the cylinder (

λ− + λ+
)2 ≤ (√(2R)2 + L2

)2

= 4R2 + L2,
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3.3 The Single Scatter Approximation

see figure 3.2. Finally the third exponential is bounded by the maximum of the attenuation
coefficient times

√
4R2

1 + L2
1, since µ = 0 outside C1, and we deduce

e

x+λ+ΘR
x−λ−Θ

µ(s,E0)ds

≤ e
√

4R2
1+L2

1 maxz µ(z,E0).

Collecting all terms leads to the following simple approximation

∣∣Bi (Θ, x, z)
∣∣ ≤ √4R2

1 + L2
1

(
4R2 + L2

)
e
√

4R2
1+L2

1 maxz µ(z,E0)

(R−R0)2 (R−R1)2 (E0 − Emin) =: bia.

These estimates are of course quite rough, but we are interested if there are generally any
meaningful estimates. Looking again at a) we are now allowed to use the Cauchy-Schwarz
inequality and write

∫
S2

0

∫
Θ⊥
x∈C0

∣∣Sif (Θ, x)
∣∣2 dxdΘ =

∫
S2

0

∫
Θ⊥
x∈C0

∣∣∣∣∣∣
∫
C0

Bi (Θ, x, z) f (z) dz

∣∣∣∣∣∣
2

dxdΘ

≤
∫
S2

0

∫
Θ⊥
x∈C0

∫
C0

∣∣Bi (Θ, x, z)
∣∣2 dz ∫

C0

|f (z)|2 dzdxdΘ

= ‖f‖L2(C0) ·
∫
S2

0

∫
Θ⊥
x∈C0

∫
C0

∣∣∣∣∣∣∣Bi (Θ, x, z)︸ ︷︷ ︸
≤ bia

∣∣∣∣∣∣∣
2

dzdxdΘ

≤ ‖f‖L2(C0) · c
i
a ( [µ,R0, L0, R1, L1] , [L,R] , [Emin] ) .

Based on our discussion we know that there are such constants bia and cia depending on the
patients mumap µ and the necessary restrictions R0, L0 and R1, L1, the energy threshold
Emin as well as the parameters R and L describing the scanner geometry. In order to
satisfy the smallness conditions on the operator norm we may tune all parameters to
reduce cia. In real world applications we may of course only adjust the energy threshold
Emin, since the scanner geometry and especially the patient are given and cannot be
modified.
Before we look at part b) we like to study some properties of the attenuation coefficient µ.
At the beginning of this section we postulated µ ∈ C1 (C1 × (0, E0]). Now we will show
that the attenuation coefficient is always - due to the definition of the energy dependency
- continuously differentiable with respect to E. From chapter 1 we know that µ can be
written as

µ (x,E) = µCompton (x) · σ (E/E0)
σ (1)

with σ given by (1.15), which represents the total cross section for a certain energy level.
In case of an unscattered photon E is equal to E0 and the coefficient is equal to one.
Regarding the definition of σ and the restriction Emin > 0 we conclude that µ always is
continuously differentiable with respect to E. Thus we only have to postulate µ ∈ C1

with respect to x.
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Regarding part b) we now have to check the partial derivatives of Si and Bi respectively
to finish the analysis of the operator norm. We have∣∣∣∣ ∂∂x1

Bi (Θ, x, z)
∣∣∣∣

=

∣∣∣∣∣∣∣∣
 ∂

∂x1

(λ− + λ+)2

e
−
x+λ+ΘR
x−λ−Θ

µ(s,E0)ds

×
 E0∫
Emin

∫
γ

k

(
z′,

x+ λ+Θ− z′

|x+ λ+Θ− z′|
,
z − x+ λ−Θ
|z − x+ λ−Θ|

, E,E0

)

× e
−

z′R
x−λ−Θ

µ(s,E0)ds

e
−
x+λ+ΘR
z′

µ(s,E)ds

|z − x+ λ−Θ|2 |x+ λ+Θ− z′|2
dz′dE

+

 (λ− + λ+)2

e
−
x+λ+ΘR
x−λ−Θ

µ(s,E0)ds


×

 ∂

∂x1

E0∫
Emin

∫
γ

k

(
z′,

x+ λ+Θ− z′

|x+ λ+Θ− z′|
,
z − x+ λ−Θ
|z − x+ λ−Θ|

, E,E0

)

× e
−

z′R
x−λ−Θ

µ(s,E0)ds

e
−
x+λ+ΘR
z′

µ(s,E)ds

|z − x+ λ−Θ|2 |x+ λ+Θ− z′|2
dz′dE


∣∣∣∣∣∣∣∣∣ .

Some parts have already been analyzed while studying a). Using this knowledge and the
triangle inequality we proceed with our estimate. We have∣∣∣∣ ∂∂x1

Bi (Θ, x, z)
∣∣∣∣

≤

∣∣∣∣∣∣∣∣
∂

∂x1

(λ− + λ+)2

e
−
x+λ+ΘR
x−λ−Θ

µ(s,E0)ds

∣∣∣∣∣∣∣∣×
(E0 − Emin)

√
4R2 + L2

(R−R0)2 (R−R1)2

+
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k

(
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x+ λ+Θ− z′

|x+ λ+Θ− z′|
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z − x+ λ−Θ
|z − x+ λ−Θ|

, E,E0

)

× e
−

z′R
x−λ−Θ

µ(s,E0)ds

e
−
x+λ+ΘR
z′

µ(s,E)ds

|z − x+ λ−Θ|2 |x+ λ+Θ− z′|2
dz′dE

∣∣∣∣∣∣∣∣∣×
(
4R2 + L2

)
e
√

4R2
1+L2

1 maxz µ(z,E0).

Remembering the definition of λ± we have x ± λ±Θ = y± ∈ Γ, i.e. λ± is nothing else
but the length of the vector connecting x ∈ C0 with the boundary of the cylinder C.
Because of the suitable definition of the different cylinder it is obvious that λ± > 0 for
all combinations (Θ, x). Thus the derivative of (λ− + λ+)2 exists and is bounded by a
constant.
To complete the estimate of the first component we need to analyze the derivative of
the exponential in the denominator. Since it is more convenient for us not to have a
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3.3 The Single Scatter Approximation

dependency on x in the integration limits of the attenuation integral, we introduce the
curve γ as

γ : [0, 1]→ R3, γ (t) =
(
x− λ−Θ

)
+ t
(
λ+ + λ−

)
Θ, ‖γ̇ (t)‖2 = λ+ + λ−,

and are now allowed to write∣∣∣∣∣∣∣
∂

∂x1
e

x+λ+ΘR
x−λ−Θ

µ(s,E0)ds

∣∣∣∣∣∣∣ =
∣∣∣∣ ∂∂x1

e

R
γ
µ(s,E0)ds
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=
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e

1R
0

µ(γ(t),E0)(λ++λ−)dt
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1R
0

µ(γ(t),E0)(λ++λ−)dt

× ∂
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1∫
0

µ (γ (t) , E0)
(
λ+ + λ−

)
dt

∣∣∣∣∣∣ .
Since µ as well as λ± are at least in C1 the derivative exists and is bounded by a constant.
Again we apply the triangle inequality to finish the estimate.∣∣∣∣∣∣∣∣
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)2∣∣∣∣ .
Based on our discussion we know that there are constants for both derivatives and hence
we have an estimate for the first component. Before we start deriving the estimate for
the last part containing the scatter kernel we like to take a closer look at the properties
of k. As we know k can be written as

k
(
x,Θ,Θ′, E,E′

)
=
(

1− e−µ(x,E′)
)
κ
(
Θ ·Θ′, E,E′

)
,

where κ is defined in chapter 1. Regarding the properties of µ discussed in this section
and the definition of the Klein-Nishina formula κ we conclude that k also is continuously
differentiable.

69



3.3 The Single Scatter Approximation

Hence we can easily proceed with our estimation of the operator norm.∣∣∣∣∣∣ ∂∂x1
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In order to change integration and differentiation we introduced a different curve γ2 that
does not have any dependency on x in the integration limits. The new curve γ2 is given
by the composition of the former curve γ and φ defined as

φ : [0, 1]→ [t0, 0] , φ (t) = (1− t) t0, φ′ (t) = −t0 > 0,

with t0 < 0 still satisfying the condition

z − t0
z − x+ λ−Θ
|z − x+ λ−Θ|

∈ ∂C1.
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3.3 The Single Scatter Approximation

Thus γ2 can be written as γ2 = γ ◦ φ and

γ2 : [0, 1]→ R3, γ2 (t) = z − (1− t) t0
z − x+ λ−Θ
|z − x+ λ−Θ|

, ‖γ̇2 (t)‖2 = t0.

Again we can use some results of a) and remain to give estimates for the two derivatives.
As mentioned before, due to the definition of the scatter kernel, the corresponding deriva-
tive exists and is also bound by a constant. Along the lines of the estimate for the first
derivative we analyzed, we may conclude that also the derivative of the quotient consist-
ing of the two exponentials and the two distances exists and is again bounded. Thus we
have estimates or at least proven that there exist estimates in order to satisfy the space
estimates needed for the Neumann series approach. We have

∫
S2

0

∫
Θ⊥
x∈C0

∣∣∣∣ ∂∂xnSif (Θ, x)
∣∣∣∣2 dxdΘ =
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Bi (Θ, x, z) f (z) dz
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dxdΘ

≤
∫
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0
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∫
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∣∣∣∣ ∂∂xnBi (Θ, x, z)
∣∣∣∣2 dz ∫
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|f (z)|2 dzdxdΘ

= ‖f‖L2(C0) ·
∫
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0

∫
Θ⊥
x∈C0

∫
C0

∣∣∣∣∣∣∣∣∣
∂

∂xn
Bi (Θ, x, z)︸ ︷︷ ︸
≤ bib

∣∣∣∣∣∣∣∣∣
2

dzdxdΘ

≤ ‖f‖L2(C0) · c
i
b ( [µ,R0, L0, R1, L1] , [L,R] , [Emin] ) .

Collecting all results we have the following Theorem.

Theorem 3.3.1 Let µ ∈ C1 (C1 × (0, E0]) . Then we have two constants bia and bib, de-
pending on the patients mumap µ, the necessary restrictions R0, L0 and R1, L1, the energy
threshold Emin as well as the parameters R and L describing the scanner geometry satis-
fying ∣∣Bi (Θ, x, z)

∣∣ ≤ bia,∣∣∣∣ ∂∂x1
Bi (Θ, x, z)

∣∣∣∣ ≤ bib.

Thus, the H1
(
T
(
S2

0

))
-norm of Si is bounded and therefore Si is a continuous operator

from L2 (C0) into H1
(
T
(
S2

0

))
. Additionally, when increasing the energy threshold the

norm can arbitrarily be reduced in order satisfy the small requirement needed to apply the
Neumann series approach.

Due to the symmetry of Si and Sj the results of Theorem 3.3.1 can also be used for Sj . The
main difference between Si, Sj and Sij is the fact, that in the latter case both particles
are scattered instead of only one. When regarding the scatter model in case of single
scatter (??) we can see, that this difference does not significantly change the structure
of the operator. Hence we may use the same strategy to derive a simple estimate for Sij

which may also be scaled using a suitable Emin.
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3.4 Multiple Scatter

For some applications it might be useful even to correct for multiple scatter and of course
we are interested to complete our mathematical model with this case. As already discussed
in the introduction we are not able to set perfect energy thresholds. Hence we will
study the case of multiple scatter using discrete energy bins following the lines of Barrett
[BGCC99]. Starting with the scatter integral introduced in section 2.2.2 we replace

Ku (x,Θ, E) =
∫
S2

E0∫
E

k
(
x,Θ,Θ′, E,E′

)
u
(
x,Θ′, E′

)
dE′dΘ′

with the discrete version

Ku (x,Θ, Em) =
∫
S2

m−1∑
j=0

k
(
x,Θ,Θ′, Ej , Em

)
u
(
x,Θ′, Ej

)
dΘ

=
m−1∑
j=0

∫
S2

k
(
x,Θ,Θ′, Ej , Em

)
u
(
x,Θ′, Ej

)
dΘ

︸ ︷︷ ︸
Kmjuj(x,Θ)

=
m−1∑
j=0

Kmjuj (x,Θ) . (3.12)

For a given bin size ∆E the energy level Em is defined as Em = E0−m∆E whereas E0 is
again 511 keV, i.e. the full energy of emitted particles. The upper summation index ends
at m − 1 because only particles with energy higher than Em contribute to the number
of photons at energy level m. By inserting (3.12) into (2.29) we obtain for the case that
only one photon is scattered

Si∗ (di, dj) =
∫
C0

∫
S2

E0∑
m=Emin

0∫
s0(di,Θ)

m−1∑
j=0

Kmju
j,z,

z−dj

|z−dj|
(di + sΘ,Θ)

×e
−
djR
z
µ(t,E0)dt

e
−

0R
s
µ(di+s

′Θ,m)ds′

dsdΘ
|z − dj |2

f (z) dz,

where we are still using the old notation instead of the new (Θ, x) notation. Additionally,
we neglect the function V (di, dj) that was introduced in (3.1) and write Si∗ instead of Si

to clearly separate these two operators. If we take a closer look at the inner sum

m−1∑
j=0

Kmju
j,z,

z−dj

|z−dj|
(di + sΘ,Θ)

e
−
djR
z
µ(t,E0)dt

e
−

0R
s
µ(di+s

′Θ,m)ds′

dsdΘ
|z − dj |2

we can see that for m = 1 we obtain again the case of single scatter as discussed before.
For m = 2 we obtain a second summand representing the case of double scatter. If we now
introduce the (Θ, x) notation in order to study the operator norm we can see that the only
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difference between single and double scatter are some additional exponential functions and
distances in the denominator that are stricly positive due to their definition, i.e. we are
just summing up parts we already analyzed. The extension to multiple scatter is obvious.
Hence the scatter operator in case of multiple scatter surely satisfies the conditions needed
for the corresponding sobolev space estimate. Finally, we conclude that even in case of
multiple scatter, PET can be interpreted as a perturbation of the X-ray transform.
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Chapter 4

Numerical Results

In this chapter we will present some numerical experiments to demonstrate the impact
of scatter. In section 4.1 we will confirm that PET can really be considered as a pertur-
bation of the straight line model. In section 4.2 we will show that in some applications
it is worthwhile to use the information contained in the scattered coincidences for the
reconstruction.

4.1 PET in the case of weakly scattering media

As discussed in chapter 2 our scatter model does not include detector width so far because
all classical results (i.e. sobolev space estimates and inversion formulas) are based on the
assumption that lines of responses are given by g (Θ, x) ,Θ ∈ Sn−1, x ∈ Θ⊥. In order
to implement our new scatter model we have to account for the detector width, as in
particular, the Klein-Nishina kernel denotes the probability that particles are scattered
into a solid angle.
Let us consider a point z where scatter occurs and a detector Dj that measures the
scattered photon. The solid angle Ωz,Dj needed for the scatter kernel can be approximated
by

Ωz,Dj ≈
D

|z − dj |2
,

where D is the area of the crystal face that is visible from the point z. The normal of
D is given by (z − dj), where dj is the center of Dj . Regarding our model from equation
(2.29) we already have the corresponding denominator. Thus we only have to add D.
Unfortunately this new interpretation of the denominator changes the space estimate
derived in the previous chapter, since numerically we have to work with

D

|di − dj |2

dj∫
di

fds,

instead of the classical X-ray transform

dj∫
di

fds = Pf.

75



4.1 PET in the case of weakly scattering media

Hence we cannot directly use the results of section 3.3 to check whether PET is a per-
turbation of the X-ray transform or not. Therefore we will compare reconstructions of
simulated PET measurements in order to study the impact of scatter.
It is obvious that the amount of scatter depends on the density of the tissue as well as
on the size of the object. Thus, although the density of a mouse is comparable to the
density of a human body (on average µ = 0.096cm−1, which is the density of water), the
magnitude of scatter is much higher in case of a human PET scan, since there is more
tissue where scatter may occur. When assuming a constant attenuation coefficient for the
object, the mean free path (MFP), i.e. the average distance a photon travels before it is
scattered, is about 1/µ = 1/0.096 ≈ 10 cm. The size of a mouse suggests, prior to an
exact analysis, that the amount of scattered events must be very small, if not negligible.
Hence, PET should be nothing else but the simple line model, i.e. the X-ray transform
or at least a perturbation of the X-ray transform, in some applications.
We will study simulations of small animal PET scans where the magnitude of scatter and
attenuation is analyzed as a function of object size. Although we already know that the
amount of scatter should be small for small objects, we want to understand how large the
impact of scattered events is, when comparing reconstructions of scatter contaminated
data with reconstructions using only true events.

(a) Image of the simulated ge-
ometry of the Siemens Inveon
small animal PET scanner.

(b) A closer look at the geom-
etry shows each single crystal
that is simulated.

(c) Overlay of the input activ-
ity distribution and the cor-
responding attenuation phan-
tom.

Figure 4.1: The Siemens Inveon PET scanner consisting of 80 rings with a total of 25600
crystals has been implemented in GATE to study the impact of scatter and attenua-
tion respectively in small animal studies. As a realistic mouse model, the established
MOBY phantom was used to create the activity distribution as well as the corresponding
attenuation phantom.

Six different object sizes, i.e. sizes of the mouse (≈ 2.1-6.4 cm diameters and 3.5-8.7
cm lengths), have been simulated using the GEANT4 [A+03] based GATE [JSS+04]
simulation toolbox that provides the necessary framework to perform complete PET sim-
ulations starting from the beta+ decay to the measuring process of the two photons.
For this study the geometry of the Siemens Inveon preclinical small animal PET system
[VDB+09, KHM+09] has been implemented (see figure 4.1). The mouse was modelled
using the MOBY phantom [ST09] whereas the six different sizes are achieved by scaling
the corresponding input image for the simulation. For each object size, simulations were
performed, resulting in a set of sinograms containing ≈ 20 million events each. In order
to analyze the degradation we performed four different reconstructions for each dataset
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4.1 PET in the case of weakly scattering media

including:

• No correction

• Attenuation correction only

• Scatter correction only

• Attenuation and scatter correction

Hence we will discuss the impact of missing data (i.e. due to attenuation) as well as the
impact of additional wrong information (i.e. due to scatter) as well as the combination
of both distortions. Randoms coincidences have been neglected since they are not part of
this investigation.
All reconstructions have been performed using a parallelized implementation of the well-
known Expectation Maximization (EM) algorithm [SV82]. For attenuation correction
the corresponding attenuation phantoms in combination with equation (1.11) were used.
In those cases we assumed a perfect scatter correction and used only true events for
reconstruction.
To assure convergence of the reconstruction algorithm a total of 20 iterations were applied
to the data. The reconstruction for each dataset required about 1 minute per iteration on
a 16 core Xeon machine, where the corresponding images had a size of 128 × 128 × 159.
Different reconstructions were made to study the impact of scatter by a visual comparison.
For a detailed analysis of several regions of interests we refer to [Kon10].
Starting with the smallest phantom, we can hardly see any difference between the recon-
structions with and without scatter correction. The images in the top row of figure 4.2
look identical to their corresponding scatter corrected versions. Although small details of
the MOBY phantom are of a size close to the scanners resolution of the (about 1.3 mm)
no details are lost due to scatter. We conclude that the impact of wrong information
(scattered events) does not have big influence an the reconstruction results in case of
small mice.
In contrast to this attenuation correction seems play a significant role even in this case.
Comparing the two columns we clearly notice the increased activity level of the lungs
after attenuation correction, i.e. the missing information has a huge impact on the re-
construction. Since this is the smallest mouse of this study we can at this point already
assess that attenuation correction is needed for all PET reconstructions in order to obtain
quantitative reconstructions.
As discussed in chapter 1, scatter and attenuation are more or less the same physical
effect. Therefore one may wonder why scatter correction does not have the same impact
on image quality as attenuation correction in this case. Let us consider a simple example
to clarify the difference between both effects. If two photons on a certain line of response
are attenuated, (i.e. scattered, since these effects are identical in PET) both are lost for
measurements on the line. The probability that these two photons are scattered to the
same line of response is nearly zero. Hence the information loss due to attenuation has a
larger impact compared to the erroneous created information.
When increasing the objects size step by step we can see that the amount and hence the
impact of scatter increases as well. In figure 4.5 the images in the bottom row show less
noise outside the mouse in comparison to the images of the top row. We conclude that
starting from this size of mice it is worthwhile to correct for scatter as well.
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(a) Reconstruction without corrections (b) Reconstruction with attenuation cor-
rection in sinogram space.

(c) Reconstruction with scatter correction
in sinogram space.

(d) Reconstruction with attenuation and
scatter correction in sinogram space.

Figure 4.2: The smallest mouse phantom of this study has a diameter of 21mm and
35mm length. Due to these very small dimensions only 8% of the measured coincidences
are scattered events. As we can see when comparing the top and bottom rows, scatter
correction has almost no impact on the image quality. In contrast attenuation correction
is obviously needed to achieve quantitative results.
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(a) Reconstruction without corrections (b) Reconstruction with attenuation cor-
rection in sinogram space.

(c) Reconstruction with scatter correction
in sinogram space.

(d) Reconstruction with attenuation and
scatter correction in sinogram space.

Figure 4.3: This mouse phantom has a diameter of 28mm and 40mm length leading to a
scatter fraction of 11%. This impact of scatter and attenuation correction is comparable
to the results of the smallest mouse phantom.
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(a) Reconstruction without corrections (b) Reconstruction with attenuation cor-
rection in sinogram space.

(c) Reconstruction with scatter correction
in sinogram space.

(d) Reconstruction with attenuation and
scatter correction in sinogram space.

Figure 4.4: Although the scatter fraction reached 14% with this mouse phantom of 38mm
diameter and 52mm length there is still no big improvement in image quality when using
scatter correction. There is only a very small amount of noise in the images of the top
row.
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(a) Reconstruction without corrections (b) Reconstruction with attenuation cor-
rection in sinogram space.

(c) Reconstruction with scatter correction
in sinogram space.

(d) Reconstruction with attenuation and
scatter correction in sinogram space.

Figure 4.5: Finally, in this example with a scatter fraction of 17% we clearly see a differ-
ence between the two rows. In the top row there is some noise outside the mouse whereas
in the bottom row this noise vanished due to scatter correction. The mouse phantom in
this case has a diameter of 46mm and 63mm length. We conclude that scatter correction
is necessary when examining mice of this size and larger.
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(a) Reconstruction without corrections (b) Reconstruction with attenuation cor-
rection in sinogram space.

(c) Reconstruction with scatter correction
in sinogram space.

(d) Reconstruction with attenuation and
scatter correction in sinogram space.

Figure 4.6: Compared to the mouse phantom from figure 4.5 we expect to have an even
stronger impact of scatter for this phantom because of the diameter and length of 46mm
and 63mm respectively. The scatter fraction is 20% in this case. The noise due to scatter
outside the object can be seen clearly in the top row. After scatter correction this noise
is almost completely gone.
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(a) Reconstruction without corrections (b) Reconstruction with attenuation cor-
rection in sinogram space.

(c) Reconstruction with scatter correction
in sinogram space.

(d) Reconstruction with attenuation and
scatter correction in sinogram space.

Figure 4.7: The largest phantom of this study has a diameter of 62mm and 87mm length.
Obviously both correction methods, attenuation and scatter correction, are needed to
obtain quantitative results due to a scatter fraction of 23%. Even inside the mouse noise
can be observed when neglecting scatter correction.

83



4.1 PET in the case of weakly scattering media

Our study shows that the X-ray transform is a good approximation to the exact PET
model. In some cases, i.e. small objects, we do not even need scatter correction methods
to achieve quantitative results. If the diameter and length of the object are smaller than
38mm and 52mm respectively scatter does not seem to have a serious impact on the image
quality. At least in these cases PET can be seen as a perturbation of the X-ray transform.
The more the size of the object increases the more image degradation due to scatter can
be observed.
Apart from the impact of scatter correction attenuation correction turned out to have
even more influence on the reconstruction results for all sizes of the object. Fortunately,
attenuation correction is easy to perform - as long as we have a corresponding attenuation
coefficient or at least a good approximation of µ. In conclusion, the combination of
scatter and attenuation correction leads us more and more to the aimed quantitative
recon results.
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4.2 Scatter Correction in PET using Projection Volumes

In chapter 1 we presented several scatter correction methods that were developed for
PET. Although the single scatter simulation is the state of the art, the other methods
are useful in some applications as well. The major drawback of all those methods is the
degradation of data due to the subtraction of the scatter estimate.
We will show that it is useful in some applications to use the information still contained
in the scattered events to improve the reconstruction. Therefore the reconstruction algo-
rithm has to be modified in order to project over a volume instead of along a straight line.
These projection volumes include information about the scatter distribution and thus have
to be calculated separately for each dataset because different attenuation coefficients lead
to different projection volumes.
For our study we restrict ourselves to the case of single scatter where the projection
volumes are given by equation (2.31). As a proof of principle, we only performed 2D tests
since the complexity of the approach leads to high computational costs.

4.2.1 Calculation of the projection volumes

During classical EM reconstruction, based on the simple line model, the system matrix
is usually calculated on-the-fly since the corresponding algorithms are fast enough for
this approach. In our case we have to solve (2.31) which includes the evaluation of
the Boltzmann equation for several thousand times. Thus, we introduce a couple of
preprocessing steps to speed up the calculation of the system matrix.
The geometry of the Siemens Biograph Sensation 16 [MBSZ06] has been implemented
where we restrict ourselves to one of the 24 rings, but using all 384 detectors. A total
of 192 × 192 (i.e. number of parallel lines times number of different angles) projection
volumes have to be calculated. The image size was chosen as 175 × 175 where each
pixel has an edge length of about 3.375 mm. These values are taken from the reference
implementation of the scanner.
Since activity only appears inside the patients body, no voxel outside the patient can
contribute to measurements. Hence we restricted the projection volumes to the domain
of µ. For all possible combinations of voxels and detectors the corresponding particle
traces were calculated using the single scatter model from chapter 2.
Most of the line integrals of µ are needed several times to evaluate the Boltzmann equation.
Thus these values were precalculated in order to avoid redundant calculations. To evaluate
the different line integrals we used the software components already written for the classic
EM algorithm. A modified Siddon algorithm [Sid85] is used to calculate the intersections
of lines and voxels. This step only takes a few minutes on a shared-memory system using
16 cores. With the help of this precalculated data all projection volumes were derived
and stored. Depending on the energy-threshold Emin (the smaller Emin, the larger each
single projection volume) these stored files required nearly 2 GB harddisk space. During
the reconstruction the precalculated system matrix can be used leading to reasonable
reconstruction times.
The calculation in two dimensions takes already about 40 minutes. Hence it is reasonable
to work in 2D for this proof of principle. In order to apply this approach to real 3D data
a new version of the current software that runs on a cluster must be written. In addition,
the amount of data to be stored will increase significantly in case of 3D.
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4.2.2 Simulation of phantom data

PET is a three-dimensional technique and obviously the underlying physics cannot be
restricted to 2D. Hence our 2D study does not fully reflect the characteristics of a real
PET scan, since photons do not only travel in a two-dimensional plane. Nevertheless we
assume that 2D data is sufficient for a proof of principle.

(a) Attenuation Phantom:
a 35cm disc with constant
µ = 0.096cm−1

(b) Source Phantom: 4
hot sources in the center

(c) Projection volume us-
ing 400 keV as lower en-
ergy threshold Emin

(d) Projection volume us-
ing 450 keV as lower en-
ergy threshold Emin

(e) Projection volume us-
ing 500 keV as lower en-
ergy threshold Emin

(f) Projection volume us-
ing 510 keV as lower en-
ergy threshold Emin

Figure 4.8: As already shown in chapter 2 and 3 we can modify the projection volumes
with different choices of Emin. In this study we are using a simple disc as attenuation
phantom. The four sources in the center guarantee a high scatter fraction since all photons
nearly have to traverse half of the disc.

After calculating the corresponding projection volumes as discussed in the previous sub-
section with µ given as in figure 4.8a), forward projections were performed in order to
simulate effects up to single scatter. For a more realistic setting, Poisson noise was added.
The scatter subtraction methods presented in chapter 1 work excellent in case of good
statistics. In that case even after subtracting the scatter estimate, the statistics are
sufficient to create a good image. Hence we focus on measurements with bad statistics
and therefore with a high noise level. All calculations have been performed for several
energy windows, i.e Emin ∈ {400, 450, 500, 510}.

4.2.3 Comparison of both reconstruction techniques

Before we take a look at the different reconstructions we like to consider what we have to
expect. While increasing Emin, the projection volume is more and more reduced to the
X-ray transform. Hence, the advantage of having additional information due to scattered
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(a) Sinogram containing true
events and noise

(b) Sinogram containing true
events, scattered events and noise

(c) EM reconstruction, 20 itera-
tions

(d) EM reconstruction, 200 itera-
tions

(e) EM reconstruction, 20 itera-
tions

(f) EM reconstruction, 200 itera-
tions

Figure 4.9: In case of Emin = 400 keV we can easily see the advantage of the new
approach. Although the reconstructions looks similar in the middle row, a closer look
at the backgound (bottom row) display the main difference. There is much more noise
in the images on the left side. Nearly 45% of the photons are scattered in this example
leading to a massive reduction in statistics. Hence, reconstruction using projection can
be really effective in some applications.
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(a) Sinogram containing true
events and noise

(b) Sinogram containing true
events, scattered events and noise

(c) EM reconstruction, 20 itera-
tions

(d) EM reconstruction, 200 itera-
tions

(e) EM reconstruction, 20 itera-
tions

(f) EM reconstruction, 200 itera-
tions

Figure 4.10: Regarding the two sinograms in case of Emin = 450 it is easy to see that
there is lots of information left in the scattered events. The reconstruction using the new
approach seems to look comparable to figure 4.9f). Using this higher energy threshold
lowers the noise near the boundary of the ring whereas the noise between the four sources
increases.
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(a) Sinogram containing true
events and noise

(b) Sinogram containing true
events, scattered events and noise

(c) EM reconstruction, 20 itera-
tions

(d) EM reconstruction, 200 itera-
tions

(e) EM reconstruction, 20 itera-
tions

(f) EM reconstruction, 200 itera-
tions

Figure 4.11: The observations of the last two examples can be proofed regarding the case
of Emin = 500. Since we are already close to the straight line model, the corresponding
results of the bottom row are looking closer to each other than in the previous cases. Here
we only have 20% of scattered events.
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(a) Sinogram containing true
events and noise

(b) Sinogram containing true
events, scattered events and noise

(c) EM reconstruction, 20 itera-
tions

(d) EM reconstruction, 200 itera-
tions

(e) EM reconstruction, 20 itera-
tions

(f) EM reconstruction, 200 itera-
tions

Figure 4.12: Regarding figure 4.8f) we can see that the projection volumes nearly degen-
erated to the X-ray transform. Hence the correspdong reconstructions look similar, i.e.
at lot of noise can be observed around the four sources.
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events is reduced step by step. Therefore we expect to have similar reconstruction results
when comparing the straight line model with the new approach using Emin = 510 keV.
We mention that next to the complex preprocessing steps, it also takes 10 times more
iterations before the modified EM algorithm convergences.
A visual comparison of the different reconstructions shows the superiority of the new
approach in case of Emin = 400 keV. In combination with bad statistics it seems to be
worthwhile to perform complex reconstructions in order to recover as much information
as possible. Scatter fractions of about 50% or more show how much information is lost
when using the old correction methods. We choose Emin = 400 as the smallest threshold
since this it used in daily routine. Since this threshold already covers scattering angles
up to 45◦ we do not expect much better results with as smaller Emin.
These results agree well with different publications dealing with the same topic like
[VSB+06]. In this work the system matrix in a 2D setup was created using Monte Carlo
simulations which is a very similar approach compared to our work. While we send parti-
cles into each directions once, the Monte Carlo approach randomly chooses the emitting
angle of the photons. As in our case, a better contrast-noise performance was achieved.
Additionally, this approach may compensate for degradation of resolution with radial dis-
tance. A more detailed analysis of our reconstructions is needed in order to look after
this effect as well.
Similar publications for PET [RMD+03] and SPECT [BLB03, LBB+05] show the same
benefits when using more information instead of the straight line model only. We conclude
that our simple study already shows the opportunities that came along with this approach.
Further studies in 3D and real patient data are needed to validate the results. This will
be on focus in early future.
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Chapter 5

Conclusion and Outlook

After introducing PET and its main degradation factors it became obvious that the simple
X-ray transform is not the correct model for PET. The measured data has to be corrected
for scattered events in order to be able to use the straight line model. This results in a
loss of information. To overcome this problem, a new mathematical model was presented
that includes scattered events in the reconstruction process as well. In addition to the
derivation of the model it was shown that the unknown true activity can theoretically be
fully recovered from scatter contaminated data. A perturbation approach allows the usage
of the well known inversion formula for the X-ray transform, given a simple restriction
on the attenuation coefficient. Thus, although the process of PET imaging is not exactly
represented by the X-ray transform, PET can at least be seen as a perturbation of the
X-ray transform in case of small objects. Further analytical studies of PET should include
this new model as reference.
The perturbation result was also proven numerically. A software mouse phantom was
used to simulate PET measurements of small objects. The phantom size was increased
step by step to investigate the impact of scatter with reference to the object size. It turned
out that up to a certain object size, PET can be identified with the X-ray transform.
Additionally, it was shown that information contained in scattered coincidences can still
make a contribution to the quality of the reconstruction result. Therefore, the classic EM
reconstruction was modified in order to project along volumes instead of lines. A simple
software phantom study shows the superiority of this approach in case of bad statistics.

Future research in this field can be divided into two parts. Firstly, the theoretical model
may be extended by time dependency which leads to time-of-flight PET. Obviously, this
would increase the complexity again while the estimates of section 3 should also be ap-
plicable in that case. Secondly, the new reconstruction technique has to be extend to 3D
data and applied to real patient data. This requires more computational power by means
of a cluster implementation or an implementation on GPUs.
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