
Characterization of Amorphous Materials using the
Three Particle Structure Factor

Semir Vrana

2020





Physikalisches Institut

Characterization of Amorphous Materials
using the Three Particle Structure Factor

Inaugural-Dissertation
zur Erlangung des Doktorgrades

der Naturwissenschaften im Fachbereich Physik
der Mathematisch-Naturwissenschaftlichen Fakultät
der Westfälischen Wilhelms-Universität Münster

vorgelegt von
Semir Vrana

aus Foča / Bosnien und Herzegowina
-2020-



Dekan: Prof. Dr. Gerhard Wilde

Erster Gutachter: Prof. Dr. Helmut Kohl

Zweiter Gutachter: Prof. Dr. Gerhard Wilde

Tag der mündlichen Prüfung: 19.02.2021

Tag der Promotion: 19.02.2021



Abstract

Amorphous substances are increasingly gaining importance in various industries.
However, apart from scattering experiments, there are still few quantitative meth-
ods available to obtain information about the structure, apart from particle spac-
ing. In this thesis, the three particle structure factor is determined from trans-
mission electron microscopy images to obtain information about the bond angle
distribution in amorphous solids. Furthermore, the influence of different struc-
tural models on the three particle structure factor was investigated by means of
various simulations and the limits of the method were determined.

Kurzzusammenfassung

Amorphe Stoffe erfahren eine wachsende Bedeutung in verschiedenen Industrie-
zweigen. Abgesehen von Streuexperimenten existieren nur wenige quantitative
Methoden, um Aufschluss über die Struktur, insbesondere über die Teilchenab-
stände hinaus, zu bekommen. In dieser Arbeit wird der Dreiteilchenstrukturfaktor
aus Transmissionelektronenmikroskopie-Aufnahmen ermittelt, um Informationen
über die Bindungswinkel in amorphen Festkörpern zu erhalten. Weiter wurde mit-
tels verschiedener Simulationen der Einfluss einiger Strukturmodelle auf den Drei-
teilchenstrukturfaktor untersucht und die Grenzen der Methode ermittelt.
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Chapter 1

Introduction

The characterization of the properties of materials is one of the major interests in the material
sciences. The usual approach is to use diffraction where an incoming beam of particles like
photons, electron or neutrons are scattered off a specimen and then detected by a spatially
resolving detector. Two common diffraction patterns (DPs) are shown in figure 1.1. The
diffraction pattern on the right hand side stems from a crystalline specimen where the atoms
or molecules are distributed in a periodic way. The diffraction patterns for crystalline solids
consist of well-defined spots. From the positions of the spots one can already conclude that
this specimen has a 6-fold symmetry. It is also possible to determine the atom spacings inside
the specimen. Due to the periodicity of crystals every particle position inside the crystal can
be described by an equation of the form

~r = ~r0 + n1 · ~a1 + n2 · ~a2 + n3 · ~a3, (1.1)

where ~r0 is the starting point, ~a1, ~a2 and ~a3 are lattice basis vectors and n1, n2 and n3 are
some arbitrary integers [Zim79].
On the left side of figure 1.1 an amorphous specimen is shown. Amorphous specimens
do not have the long range order that crystals have. In this DP, instead of spots there are
smeared out rings since there are no long-range structures. However, due to electromagnetic
forces, neighbouring particles cannot come arbitrary close. This leads to some short-range
order (SRO). In particular, the next neighbour distance are distributed around this minimal
distance.

Amorphous solids cannot be described by an equation like (1.1). Probably the most sim-
ple model of an amorphous solid is that of an assembly of hard spheres, i.e. impenetrable
spherical atoms [Zim79]. An example is shown in figure 1.2. Such a Random Close Packing
(RCP) cannot be described by a small set of lattice vectors. For a complete description of
such a system one would need all particle positions, which is infeasible. Amorphous solids
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Chapter 1. Introduction

Figure 1.1: Two diffraction patterns obtained with a conventional TEM. On the left, the
pattern for amorphous carbon is shown while the right specimen is an Al single crystal.
The image was taken from [WC09].

Figure 1.2: Example of a Random Close Packing (RCP). The Black dots represent the
atoms while the blue circles represent their impenetrable atom potentials.
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are instead described by distribution functions.
A special kind of amorphous solids are glasses, which are amorphous solids that were pro-
duced by rapidly cooling a melt below its glass temperature [Gup96]. The transition has
to be fast enough that the preferred phase transition toward the crystalline state is avoided
[BB11]. In [Zac32] it was proposed to model silica glass as a random network with well de-
fined bonding rules [Zim79]. Each silicon atom is surrounded by four oxygen atoms and each
oxygen atom connects two silicon atoms. Since the structure of amorphous silica resembles

Figure 1.3: Zachariasens model for silica glass. Taken from [Zac32].

that of crystalline SiO2 one may expect that some of the structural properties are preserved.
Apart from the well established uses of glasses as glass containers, windows, lenses or optical
fibers new applications have emerged in the last years [Var13]. Glasses play a key role in
solar energy generators by improving the solar energy conversion efficiency and new glassy
materials are being developed for efficient energy storage such as glass-based solid-state bat-
teries that improve storage density, reduce the charging time and increase the number of
recharging cycles [Var13].
Electron microscopy takes an important role in the investigation of any kind of material and
also in that of amorphous solids. Since its development in the early thirties of the last century
[WC09], electron microscopy gained increasing relevance while also improving its resolution.
Figure 1.4 shows an image of an amorphous silica monolayer that was placed on top of a
graphene substrate. One can clearly see the silicon atoms that form patterns similar to those
predicted by Zachariasen.
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Chapter 1. Introduction

Figure 1.4: Image of amorphous silica on top of a graphene substrate. Taken from
[Hua+12].

Diffraction experiments only provide information about the pair distribution in the specimen.
While it is possible to obtain some structural information this way, a more detailed description
of the structure can only be achieved by obtaining higher order correlation functions.
Previous attempts at determining the three particle structure factor from transmission elec-
tron microscope images have failed [Ham88; Hak95], so the following questions arise. Firstly,
is it possible to obtain the three particle structure factor from TEM images of amorphous
specimens. If so, what are the required conditions? And secondly, what information can
be obtained about the underlying structure of an amorphous solid from the three particle
structure factor.
Section 2 motivates the introduction of a structure factor to describe structure by discussing
diffraction off periodic lattices. Afterwards, higher order structure factors are discussed in
depth and the relationship to distribution functions is shown. In section 3 the basics of
transmission electron microscopy are introduced and the fundamental relation between the
image contrast and the structure factor is derived. In the following section different structural
models for amorphous solids are introduced and their implementation as computer programs
is explained. Section 5 collects numerical and experimental results obtained in this thesis and
discusses them. The last section gives a short summary and possible future directions.

4



Chapter 2

Solid State Theory Basics

Amorphous solids are not entirely random. Instead they have some kind of defective order
that deviates from a completely ordered system [Zim79]. This chapter starts by describing
ordered crystals before discussing the description of amorphous systems. It will also introduce
the structure factor as a connecting factor from lattice structures to diffraction probabilities.

2.1 Crystalline Solids
A crystal is a set of (in principle) infinitely many identical atoms or molecules for which every
lattice site can be reached with a discrete shift by an integral linear combination of some
base vectors

~r = ~r0 +
3�

i=1

ni~ai

where (~ai)i2{1,2,3} is a set of 3 linearly independent base vectors and (ni)i2{1,2,3} 2 Z are
some arbitrary integers. Hence the system is invariant under discrete translations by multiples
of the basis vectors.

2.1.1 The reciprocal lattice and diffraction

Most of the relevant physical quantities are invariant under translations by a lattice vector ~R
[Czy13]

f (~r) = f (~r + ~R). (2.1)

Therefore such quantities can be expressed by a Fourier series

f (~r) =
�
~G

f~Ge
�2⇡i~G·~r

5



Chapter 2. Solid State Theory Basics

with Fourier coefficients

f~G =
1

VUC

�
UC

d
3r f (~r)e2⇡i

~G·~r

where VUC is the volume of one unit cell. By combining the condition (2.1) with the definition
of the Fourier transform it follows that

f (~r + ~R) =

�
~G

f~Ge
�2⇡i~G·(~r+~R)

=

�
~G

f~Ge
�2⇡i~G·~r

e
�2⇡i~G·~R !

= f (~r), (2.2)

) e
�2⇡i~G·~R

= 1, (2.3)

) ~G · ~R = n, (2.4)

where n is some arbitrary integer. The vector ~G can be expanded as

~G =

3�
i=1

ki ~bi

with (ki)i2{1,2,3} 2 Z. In order to obey the condition (2.4), the basis vectors ~bi must fulfil
the orthogonality relation

~ai · ~bj = �i j .

The vectors ~bi form the reciprocal lattice [Czy13].

2.1.2 Diffraction Condition

When an incoming particle, described as a plane wave |~ki = eik·~r , interacts with a crystal it
is diffracted from the periodic potential V (~r) = V (~r + ~R) of the crystal and is altered into a
state |~k 0i. The transition amplitude is proportional to the matrix element [Czy13]

h~k |V (~r)|~k 0i =
1

V

�
d
3re2⇡i

~k 0·~rV (~r)e�2⇡i
~k·~r

=
1

V

�
d
3r

�
~G

V~Ge
�2⇡i(~k+~G�~k 0)·~r

=

�
~G

V~G�~k 0�~k,~G .

This is only non-zero if ~k 0 = ~k + ~G or equivalently �~k = ~G. For elastic scattering with
k2 = k 02 this leads to the condition

2~k · ~G + G2
= 0.

6



2.2. Higher Order Structure Factors

2.1.3 Structure factor and atomic form factor

When the diffraction condition is satisfied the matrix element can be written as [AM11]

h~k |V (~r)|~k 0i =

�
d
3 V (~r)e�2⇡i

~G·~r , (2.5)

=

�
j

�
d
3r Vj(~r � ~rj)e

�2⇡i~G·~r , (2.6)

=

�
j

e
�2⇡i~G·~rj

�
d
3r Vj(~⇢)e

�2⇡i~G·~⇢, (2.7)

=

�
j

fje
�2⇡i~G·~rj , (2.8)

=

�
n,l

fle
�2⇡i~G·(~Rn+~xl ), (2.9)

=

�
n

e
�2⇡i~G·~Rn

�
l

fle
�2⇡i~G·~xl . (2.10)

This is the structure factor1 [Kit05]. In (2.6), the lattice potential V was split into atomic
potentials Vj . In (2.8), the atomic form factor fj were introduced as the Fourier transform
of the atomic potentials. Following that, the atom position ~rj was split into the position of
the lattice site ~Rn and the position of the atom relative to the lattice site ~xl . In the last line
(2.10), the sum was split into one sum over the lattice and one over the primitive cell. For
lattices with one-atomic basis this simplifies to

S(~G) =
�
n

e
�2⇡i~G·~Rn . (2.11)

In the following only this case will be considered.

2.2 Higher Order Structure Factors
For an ideal crystal one can write the scattering amplitudes as a product of the structure
factor and the atomic form factor [AM11, p. 14]. In the following this will be generalized
for amorphous matter and multi-particle structure factors will be discussed.

2.2.1 Two Particle Structure Factor

From the definition of the structure factor (eq. (2.11)) one can find that the following
properties hold,

S(�~q) = S⇤(~q), (2.12a)

1This is sometimes also denoted as the static structure factor.

7



Chapter 2. Solid State Theory Basics

S(~0) = N. (2.12b)

The asterisk denotes complex conjugation.
The two particle structure factor then is defined as [Ham88]

S(2)
(~q) =

1

N
S(~q)S(�~q) =

1

N
|S(~q)|2 =

1

N

N�
j,k=1

e
�2⇡i~q·(~Rj�~Rk). (2.13)

It has the properties

S(2)
(~q) � 0, (2.14a)

S(2)
(�~q) = S(2)

(~q), (2.14b)

S(2)
(~0) = N. (2.14c)

This implies that S(2) only has real values. The two particle structure factor can be inter-
preted as the Fourier transformation of an autocorrelation. Let s(~r) be the Fourier transform
of S(~q), then autocorrelation is defined as

s2(~r) =

�
s(~⇠)s(~r + ~⇠) d3⇠. (2.15)

Its Fourier transform can then be rewritten as

F [s2(~r)] =

�
s2(~r)e

2⇡i~q·~r
d
3r, (2.16)

=

� �
s(~⇠)s(~r + ~⇠)e2⇡i~q·~r d3⇠ d3r, (2.17)

=

� �
s(~⇠)s(~⌘)e2⇡i~q·(~⌘�

~⇠)
d
3⌘ d3⇠, (2.18)

=

�
s(~⌘)e2⇡i~q·~⌘ d3⌘

�
s(~⇠)e�2⇡i~q·

~⇠
d
3⇠, (2.19)

= S(~q)S(�~q). (2.20)

In (2.18), ~r is substituted by ~⌘ = ~r + ~⇠ which permits the factorization into two Fourier
transforms in equation (2.19). By transforming ~⇠! �~⇠, one arrives at the result in (2.20).

2.2.1.1 Two Examples in one Dimension

In the following the two extreme cases of no structure and perfect structure in one dimension
will be discussed.

8



2.2. Higher Order Structure Factors

Ideal Crystal

For an ideal crystal, one has Rj � Rk = na, where n 2 Z in an arbitrary integer and a is a
lattice vector. It follows that

S(2)
id. crystal(q) =

1�
j,k=0

e
�2⇡iq(Rj�Rk) (2.21)

=

1�
j=0

� 1�
k=0

e
�2⇡iq(Rj�Rk)

�
(2.22)

=

1�
j=0

� 1�
n=�1

e
�2⇡iqna

e
�2⇡ijn� �� �
=1

�
(2.23)

=

1�
j=0

� 1�
n=�1

e
�2⇡in(qa�j)

�
(2.24)

= 2⇡
1�
j=0

�(2⇡(qa � j)) (2.25)

=
2⇡

a

1�
j=0

�(2⇡q � 2⇡j/a)). (2.26)

The structure factor is zero unless 2⇡q equals a reciprocal lattice vector 2⇡j/a.

Ideally Amorphous Matter

For an ideally amorphous specimen the structure factor can be rewritten as

S(2)
id. amorphous(q) =

1

N

N�
j,k=1

e
�2⇡iq(Rj�Rk) = 1 +

1

N

N�
j,k=1
j 6=k

e
�2⇡iq(Rj�Rk) (2.27)

= 1 +

�
e
�2⇡iq(Rj�Rk)

�
. (2.28)

Since for an ideally amorphous object the atoms are randomly distributed, the averaging will
give zero and hence

S(2)
id. amorphous(~q) = 1. (2.29)

9



Chapter 2. Solid State Theory Basics

2.2.2 Ideal 2d crystal

For an ideal crystal the distance of two atoms can be written as ~Rj �
~Rk = n~a1+m~a2, where

n,m 2 Z and ~ai are lattice vectors. The structure factor for a N ⇥M-lattice can then be
written as

S(~q) =
N�1�
n=0

M�1�
m=0

e
2⇡i~q·(n~a1+m~a2) =

N�1�
n=0

e
2⇡in~q·~a1

M�1�
m=0

e
2⇡im~q·~a2 (2.30)

The sums can be rewritten using the geometric series

N�1�
k=0

e
ik⇠

=
1� ei⇠N

1� ei⇠
=

ei⇠N/2

ei⇠/2
·
e�i⇠N/2 � ei⇠N/2

e�i⇠/2 � ei⇠/2
= e

i⇠(N�1)/2 sin(⇠N/2)

sin(⇠/2)
. (2.31)

Hence the structure factor becomes

S(~q) = exp (i⇡~q · [(N � 1)~a1 + (M � 1)~a2])
sin(⇡N~q · ~a1) sin(⇡M~q · ~a2)

sin(⇡~q · ~a1) sin(⇡~q · ~a2)
(2.32)

Therefore, the two particle structure factor is

S(2)
(~q) =

1

NM

sin
2
(⇡N~q · ~a1) sin

2
(⇡M~q · ~a2)

sin
2
(⇡~q · ~a1) sin

2
(⇡~q · ~a2)

(2.33)

2.2.3 Three Particle Structure Factor

In analogy to (2.13), one can define the three particle structure as [Ham88]

S(3)
(~q1, ~q2) =

1

N
S(~q1)S(~q2)S(�~q1 � ~q2)

=
1

N

N�
j,k,l=1

�
e
2⇡i~q1·(~Rj�~Rl )e

2⇡i~q2·(~Rk�~Rl )
�

(2.34)

The three particle structure factor has the following properties that follow directly from the
definition

S(3)
(~q1, ~q2) = S(3)

(~q2, ~q1) = S(3)
(~q1,�~q1 � ~q2) =

�
S(3)

�⇤
(�~q1,�~q2), (2.35a)

S(3)
(~q,~0) = NS(2)

(~q), (2.35b)

S(3)
(~0,~0) = N2. (2.35c)

10



2.2. Higher Order Structure Factors

The three particle structure factor can be interpreted as the Fourier transform of a triple
correlation [Loh88]

s3(~r1,~r2) =

�
s(~⇠)s(~⇠ + ~r1)s(~⇠ + ~r2) d

3⇠, (2.36)

since

F [s3(~r1,~r2)] =

� �
s3(~r1,~r2)e

2⇡i(~q1·~r1+~q2·~r2) d3r1 d
3r2, (2.37)

=

� � �
s(~⇠)s(~⇠ + ~r1)s(~⇠ + ~r2)e

2⇡i~q1·~r1e2⇡i~q2·~r2 d3⇠ d3r1 d
3r2, (2.38)

=

� � �
s(~⇠)s(~⌘)s(~⇣)e2⇡i~q1·(~⌘�

~⇠)
e
2⇡i~q2·(~⇣�~⇠) d3⇠ d3⌘ d3⇣, (2.39)

=

�
s(~⇠)e�2⇡i(~q1+~q2)·

~⇠
d
3⇠

�
s(~⌘)e2⇡i~q1·~⌘ d3⌘

�
s(~⇣)e2⇡i~q2·

~⇣
d
3⇣, (2.40)

= S(~q1)S(~q2)S(�~q1 � ~q2). (2.41)

In (2.39) ~⌘ = ~r1 + ~⇠ and ~⇣ = ~r2 + ~⇠ are substituted to allow the factorization into three
independent integrals.

2.2.4 Distribution Functions

From the structure factors one can derive the so-called distribution functions from which
one can in turn derive other important physical properties.

2.2.4.1 Pair Distribution Function

Another important set of functions describing matter are distribution functions. Assuming N

point-like particles at the positions ~Ri , i 2 [1, N], in a Volume V . The single-particle density
is defined as [Cus87]

⌫(1)(~r) =
N�
i=1

�(~r � ~Ri). (2.42)

Then
�
V
⌫(1)(~r) d3r = N. (2.43)

The two-particle density is defined as

⌫(2)(~r1,~r2) =
N�
i=1

N�
j=1
j 6=i

�(~r1 � ~Ri)�(~r2 � ~Rj), (2.44)

11



Chapter 2. Solid State Theory Basics

which is only non-zero if ~r1 and ~r2 are both at the position of lattice sites. Integration over
~r2 yields

�
V
⌫(2)(~r1,~r2) d

3r2 =

N�
i=1

�(~r1 � ~Ri)

N�
j=1
j 6=i

�
V
�(~r2 � ~Rj/d

3r2),

=

N�
i=1

�(~r1 � ~Ri)(N � 1) = ⌫(1)(~r1)(N � 1). (2.45)

Usually, the particles in a system are not fixed. Then the distribution function ⌫(i) has to be
replaced by the time or ensemble average denoted as n(i) = h⌫(i)i [Cus87]. Since averaging
is a linear operation, all previous expressions for ⌫(i) also hold for n(i).
If the particles in the system are interacting, which is usually the case, the probability for
a particle occupying ~r2 will depend on that of ~r1 and hence n(2)(~r1,~r2) 6= n(1)(~r1)n(1)(~r2).
Instead, one defines the pair-distribution function g(2) by

n(2)(~r1,~r2) = n(1)(~r1)n
(1)

(~r2)g
(2)

(~r1,~r2). (2.46)

Since for |~r1 � ~r2|!1 all interactions are vanishing, one can expect that

g(2)(|~r1 � ~r2|!1)! 1. (2.47)

If the system is homogeneous, one can write n(1)(~r) = n(2)(~r) = N/V =: n0 and equation
(2.46) becomes

n(2)(~r1,~r2) = n20g
(2)

(~r1,~r2). (2.48)

Let now the origin be at the position of particle 1 and define ~r = ~r2 � ~r1, then [Cus87]

n0

�
V
g(2)(~r) d3r = N � 1. (2.49)

This leads to the interpretation that g(2) gives the probability of finding a particle between
the distances ~r + d~r and ~r from another particle at the origin.
Disordered materials are usually isotropic. Consequently, one can replace g(2)(~r) by g(2)(|~r |).
Usually the subscript is neglected in the notation. Examples of pair distribution functions for
crystalline and amorphous solids are shown in figure 2.1.

12



2.2. Higher Order Structure Factors

Figure 2.1: Comparison of the pair distribution functions of crystalline and amorphous
specimens.

2.2.4.2 Triple Distribution Function

Let n(3)(~r1,~r2,~r3) be defined analogously. Then the triplet distribution function g(3)(~r1,~r2,~r3)
can be defined by

n(3)(~r1,~r2,~r3) = n(1)(~r1)n
(1)

(~r2)n
(1)

(~r3)g
(3)

(~r1,~r2,~r3). (2.50)

By choosing ~r3 as the origin the triplet distribution can be written as g(3)(~r1,~r2) and since
amorphous media are usually isotropic, the distributed function only depends on the particle
distances and the angle in-between. It can then be rewritten as g(3)(r1, r2,#). Using this
function, the distribution of bond angles can be determined using [Hak95]

f (#) = C

� rmax

0

� rmax

0
g(3)(r1, r2,#)r

2
1 r

2
2 dr1dr2. (2.51)

where C is a normalization constant and rmax is the maximal distance between two neigh-
bouring atoms. For thin specimens the isotropy is replaced by rotational symmetry.

2.2.4.3 Relation to the Structure Factor

To relate the structure factor to the distribution function in the case of the two particle
distributions one writes the auto-correlation by using s(~r) =

�
j
�(~r � ~Rj) and eq. (2.15)

s2(~r) =
1

N

�
V

N�
i ,j=1

�(~r + ~r 0 � ~Ri)�(~r
0
� ~Rj) d

3r 0 =
1

N

N�
i ,j=1

�(~r � (~Ri �
~Rj)),

=
1

N

N�
i=1

�(~r) +
1

N

N�
i ,j=1
i 6=j

�(~r � (~Ri �
~Rj)),

13



Chapter 2. Solid State Theory Basics

= �(~r) + n0g
(2)

(~r). (2.52)

In the first line, only the definitions of S and S(2), respective their Fourier transforms, were
inserted and the integration was performed to remove one delta function. In the second line,
the summations over i = j and i 6= j were separated and finally, in the last line, the definition
of g(2) was used.
By Fourier transforming, one gets

Ŝ(2)
(~q) =

�
(�(~r) + n0g

(2)
(~r))ei~q·~r d3r

= 1 + n0

�
g(2)(~r)ei~q·~r d3r,

= 1 + n0

� 1

0
g(2)(r)

sin qr

qr
4⇡r2 dr, (2.53)

where in the last line spherical coordinates were introduced. Hence S(2)
� 1 and n0g(2) are

Fourier transform pairs.
Analogously, one calculates for the triplet structure factor starting from the triplet correlation
as defined in eq. (2.36)

s3(~r1,~r2) =
1

N

� N�
i ,j,k=1

�(~⇠ + ~r1 � ~Ri)�(~⇠ + ~r2 � ~Rj)�(~⇠ � ~Rk) d
3⇠,

=
1

N

N�
i ,j,k=1

�(~r1 � (~Ri �
~Rk))�(~r2 � (~Rj �

~Rk)).

The sum is now separated into sums with i = j, k ; j = k, i ; k = i , j and one sum with i 6= j ,
i 6= k and j 6= k . Since the addend with i = j = k is now appearing three times it has to be
subtracted twice. Then one gets

s3(~r1,~r2) =
1

N

N�
i ,j=1

�(~r1)�(~r2 � (~Rj �
~Ri))

� �� �
i=k

+
1

N

N�
i ,j=1

�(~r2)�(~r1 � (~Ri �
~Rj))

� �� �
j=k

+
1

N

N�
i ,k=1

�(~r1 � (~Ri �
~Rk))�(~r2 � (~Ri �

~Rk))

� �� �
i=j
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2.2. Higher Order Structure Factors

�
2

N

N�
i=1

�(~r1)�(~r2)

� �� �
i=j=k

+
1

N

N�
i ,j,k=1

i 6=j, i 6=k, j 6=k

�(~r1 � (~Ri �
~Rk))�(~r2 � (~Rj �

~Rk)).

(2.54)

The last term equals n20g
(3)(~r1,~r2). By Fourier transforming one finds

Ŝ(3)
(~q1, ~q2) = Ŝ(2)

(~q1) + Ŝ(2)
(~q2) + Ŝ(2)

(~q1 + ~q2)� 2

+ n20

� �
g(3)(~r1,~r2)e

i(~q1·~r1+~q2·~r2) d3r1d
3r2. (2.55)

Consequently, the three particle structure factor consists of the two particle structure factors
at ~q1, ~q2 and ~q3 and the Fourier transform of the three particle distribution function.
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Chapter 3

Electron Microscopy

To determine the structure of amorphous specimens we used transmission electron micro-
scope (TEM) images. In this chapter, the basic design of a TEM is presented and it will
be shown that for weak phase objects the image contrast in reciprocal space is proportional
to the structure factor. This will be used throughout this thesis to obtain the three particle
structure factor. In section 3.3, a short description of the multislice algorithm will be given
which will be used to simulated TEM images.

3.1 Description of the Electron Microscope
In principle electron microscopes work similar to light microscopes. A schematic design is
shown in figure 3.1. While the resolution in light microscopes is limited by the wavelengths
of visible light one can in principle achieve much smaller wavelengths with electrons by accel-
erating them. The electron source consists usually of a cathode that generates the electrons
which are then accelerated through some high voltage [Koh].
The lenses consist of coils whose magnetic field is focussing the electron beam. The con-
denser lens determines the illuminated area of the specimen and the objective lens creates
the intermediate image of the specimen. The intermediate image is then enlarged by the
projector lens.

17
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Source

Condenser Lens

Specimen

Objective Lens

Aperture

Intermediate Image

Projector Lens

Final Image

Figure 3.1: Schematic image of a transmission electron microscopy. Adapted from
[Koh].
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3.2. Phase Contrast Imaging

3.2 Phase Contrast Imaging

The specimen can be described by a specimen function f (~r). Each point is mapped by the
microscope to a region in the image1 [WC09]

g(~r) =

�
f (~r 0)h(~r � ~r 0) d2r = f (~r) ⇤ h(~r). (3.1)

Since the function h describes how a point in the specimen spreads onto a disc in the image
it is called point spread function. In Fourier space this convolution simplifies to a simple
product

G(~q) = F(~q)H(~q). (3.2)

H is also called contrast transfer function. For small deviation from the optical axis, it
can be factored in effects from the apertures, the damping of the wave and the aberration
of the lens which can respectively be described by an aperture function A(~q), an envelope
function E(~q) and an aberration function B(~q). The aperture function cuts off all values
with a spatial frequency above a threshold depending on the radius of the aperture. The
envelope function has the same effect but stems from the lenses. Since those effects should
be spherically symmetric, both functions actually depend only on q = |~q|. The aberration
function is usually expressed as B(~q) = exp(i�(~q)) with [Kir10]

�(~q) = ⇡�f �q2 +
1

2
⇡Cs�

3q4 +
1

3
⇡C5�

5q6. (3.3)

�f is the defocus and Cs and C5 is the third and fifth order spherical aberration, respectively
[Kir10]. For aberration corrected microscopes Cs is variable and one can find optimal values
for �f and Cs to minimize the influence of the C5 term [CKT06].
The specimen can be modelled as f (x, y) = A(x, y) exp(�i�t(x, y)). It will be assumed that
A(x, y) = 1, i.e. that the specimen acts only on the phase of the incoming electrons and
that the specimen thickness t is thin enough that it is sufficient to consider its projected
potential

Vt(x, y) =

� t

0
V (x, y , z) dz. (3.4)

1The ⇤ denotes the convolution.
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Chapter 3. Electron Microscopy

The incoming electrons with energy E have a wavelength in the vacuum of

� =
h�

E2

c2 �m2c4
. (3.5)

m is the mass of the electron, h is Planck’s constant and c is the speed of light in the
vacuum. Inside the specimen this wavelength is altered to

�0 =
h�

(E+V (x,y ,z))2

c2 �m2c4
. (3.6)

This corresponds to a phase change d� when passing a length dz inside the specimen of

d� = 2⇡
dz

�0
� 2⇡

dz

�
(3.7)

= 2⇡
dz

�




���� (E+V (x,y ,z))2

c2 �m2c2

E2

c2 �m2c2
� 1


 (3.8)

⇡ 2⇡
dz

�

EV (x, y , z)

E2 �m2c4
(3.9)

=
2⇡

�

E

E2 �m2c4
V (x, y , z)dz (3.10)

= �V (x, y , z)dz (3.11)

where in equation (3.9) the square root was Taylor expanded up to first order and in the last
line the interaction constant � =

⇡
�

E
E2�m2c4 was introduced. The total phase shift can then

be written as

�t = �

� t

0
V (x, y , z) dz = �Vt(x, y) (3.12)

and hence the specimen function is

f (x, y) = exp(�i�Vt(x, y)). (3.13)

In the so-called weak phase object approximation (WPOA) one assumes that for very thin
specimens �Vt(x, y)⌧ 1 and therefore

f (x, y) = 1� i�Vt(x, y). (3.14)
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In this approximation, the amplitude of the transmitted wave function depends linearly on
the projected potential [HGJ79]

 (x, y) = (1� i�Vt(x, y)) ⇤ h(x, y) = 1 ⇤ h(x, y)� i�Vt(x, y) ⇤ h(x, y). (3.15)

The first term can best be evaluated in Fourier space

�(~q)H(~q) = �(~q)A(~q)E(~q) exp(i�(~q)) (3.16)

= �(~q)A(~0)E(~0) (3.17)

= �(~q) (3.18)

In the last line it was used that the aberration function and the envelope function behave like
unity below their cut-off value. For the second term in (3.15), the point spread function is
split into its real and imaginary part, h(x, y) = c(x, y) + is(x, y), leading to

 (x, y) = 1 + �Vt(x, y) ⇤ s(x, y)� i�Vt(x, y) ⇤ c(x, y). (3.19)

The intensity is then given as

I(x, y) = | (x, y)|2 = 1 + 2�Vt(x, y) ⇤ s(x, y) (3.20)

where the terms quadratic in �Vt were neglected. The image contrast is then defined as
[Hak95]

C(x, y) =
I(x, y)

hIi
� 1 = 2�Vt(x, y) ⇤ s(x, y) (3.21)

where hIi =
�
I(x, y) dxdy = 1 is the average image density. In order to incorporate the

individual atom positions ~ri the potential is expressed as a convolution of single-particle
potentials �(r) with the structure function

S(~r) =
N�
i=1

�(~r � ~ri), (3.22)

resulting in the contrast

C(~r) = 2��(r) ⇤ s(~r) ⇤ S(~r). (3.23)
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In Fourier space this leads to

C(~q) = 2�fB(q)L(q)S(~q) (3.24)

with the atomic form factor fB, the one particle structure factor S(~q) and the phase contrast
transfer function

L(q) = A(~q)E(~q) sin(�(~q)). (3.25)

So the Fourier transform of the contrast factorises into separate contributions from the
atomic properties of the specimen, the properties of the electron microscope and the lattice
structure.

3.3 Multislice Simulations

The multislice algorithm is a method to enable the simulation of TEM images of specimens
with arbitrary thickness [Koh]. It does so by splitting the specimen into slices that are thin
enough to be treated as simple transmission functions

Tn(~⇢n) = exp

�
�

i

~v

� n�z

(n�1)�z
V (~⇢n, z)

�
, (3.26)

where ~⇢n = (xn, yn) is the planar coordinate on the n-th slice. The transmission is then
described by

 0n(~⇢n) = Tn(~⇢n) n(~⇢n) (3.27)

and the propagation to the next slice by

 n+1(~⇢n+1) =
exp(ik�z)

i��z

�
 0n(~⇢n) exp

�
i
k

2�z
(~⇢n+1 � ~⇢n)

2

�
d
2⇢n. (3.28)

The wavefunction after the specimen is then obtained by iteratively applying the transmission
and the propagation to the incoming wave function. This is shown schematically in figure 3.2
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�z

L

 0

~⇢0
~⇢1
...

Figure 3.2: The basic idea of the multislice algorithm. A specimen with thickness L is
split into slices with much smaller thickness �z .

In this thesis all multislice simulations are performed with the TEMSIM program from [Kir10].
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Chapter 4

Models of Amorphous Solids

4.1 Random Close Packing

The simplest structural model of an amorphous substance is that of an irregular packing of
hard spheres [Zim79; Sta15]. This is also a good model for liquids [Zim79].
Random close packings are not a well-defined structure and there are many possible algo-
rithms for creating them [Ber83; BM91; NK92; TTD00].

4.1.1 Implementation

The implementation used for this thesis is an adapted version of the program presented in
[BM91]. The idea is to start from an ensemble of particles that are randomly distributed in a
box with periodic boundary positions. In each iteration largest overlap between two particles
is eliminated by moving those particles apart.
The program starts from an box of volume V = L3 with N particles. For each particle,
two diameters are defined. An inner and a outer one that approach each other during the
simulation. The inner diameter dn

in after iteration n is defined as the minimal actual distance
between any two particles in the system,

dn
in = min rnij , i , j = 1, . . . , N, i 6= j, (4.1)

where rnij = |
#»r n
i �

#»r n
j | is the distance between the particles i and j after the n-th iteration.

On average, the inner diameter increases with every iteration.
The outer diameter is initially defined as

d0
out = 2L

3

�
3⌘

4⇡N
, (4.2)
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which yields a nominal packing density ⌘. After each iteration the outer diameter is reduced
by a given contraction rate ⌧ which results in1

dn+1
out =

�
1

2

�� dn
out
N⌧

(4.3)

� = b� log (dn
out � dn

in)c (4.4)

The outer spheres can intersect. In each iteration the largest overlap is eliminated by moving
the closest particles according to

#»r n+1
i =

#»r n
i +

1

2

�
dn+1
out � rnij

� #»r n
ij

rnij
, (4.5a)

#»r n+1
j =

#»r n
j �

1

2

�
dn+1
out � rnij

� #»r n
ij

rnij
. (4.5b)

Their new distance is then rn+1
i j = dn+1

out . An example for the so-created random close packing
is shown in fig. 4.1a.
The implementation maintains an array of all particles storing their position in the box,
the index of their closest neighbour particle and the distance to it. After each iteration the
algorithm has to find new closest neighbour particles for i and j by searching all other particles.
Then for all other particles it has to be checked if i or j were their closest neighbours. If
that is true, a new closest neighbour has to found by searching all particles. If that is false
it has only to be checked if i or j became the new closest neighbour. The complexity of this
algorithm scales linearly with the number of particles N. The adaption to two dimensions is
straight-forward.
After the simulation was run, one can achieve a next neighbour distance a by rescaling the
simulated box by a factor a/dn

in. Fig. 4.1b shows the radial distribution function of a random
close packing with a closest distance d = 1. One finds g(r) = 0 for all r < 1 since the
particles are modelled as hard balls that cannot penetrate each other. For r = 1, there is a
large peak. For r = 2 and r = 3, there are also peaks, but they are an order of magnitude
smaller. For even larger r , there is no structure visible.

1The brackets in bxc denote the floor-function which returns the largest integer smaller than x.
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4.2. Random Plates

(a) Example for a random close packing in
two dimensions (b) The radial distribution function

Figure 4.1: An example random close packing and its radial distribution function. The
particle next neighbour distance was chosen to be d = 1 in arbitrary units.

4.2 Random Plates
In [Eus84] it is argued that thin carbon films can be modelled as an ensemble of parallel,
equidistant plates of crystalline carbon that are randomly distributed just like the random
close packings in the previous section. One such plate is shown in figure 4.2. For the
simulation a random close packing is simulated as in section 4.1, which is then rescaled to
the radius of the desired plate size. In the last step, the spheres from the RCP are replaced
with the atoms of the plate with the plate being rotated by a different random angle for each
ball.
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Figure 4.2: One crystalline plate. Taken from [Eus84].

4.3 Continuous Random Networks
The idea of a continuous random network (CRN) was first proposed by W. H. Zachariasen
[Zac32] in 1932.

4.3.1 The WWW algorithm

One way to systematically generate CRNs is the Wejchert - Weaire - Wooten (WWW)
algorithm [WWW85]. In the original version, one starts from an ideal crystal and repeatedly
introduces bond switches and relaxes the newly build bonds. The produced state is called
Sillium. It is defined as follows [WWW90]

1. Each atom is bound to four neighbour atoms.

2. The energy of the system is described by the Keating potential (4.6).

3. The only degree of freedom consists of bond transpositions.

4. Periodic boundary conditions are employed.

5. Monte Carlo rules are employed to carry out the structural rearrangements.

The steps of the algorithm will be described in more detail below. The general approach is to
thermalize a periodic honeycomb lattice at some temperature above the glass temperature.
For ↵/� = 0.285 the glass temperature is 1 eV/kB [WW87]. This so-produced random state
is cooled down to produce amorphous silicon.

4.3.1.1 Bond Transpositions

The network is stored as a so-called adjacency-list graph [Cor+09], i.e. as an array of particles
where for each particle its position and the indices of its next neighbours are stored.
The bond transpositions are done in way that introduces minimal strain. This is achieved by
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ensuring that the bonds that are switched do not belong to the same ring [WW95]. First,
one randomly picks 4 particles, p1, . . . , p4, that form a chain. Then one searches for all
simple paths2 from p2 to p3. For a two-dimensional network, this returns two rings and one
can simply check if p1 and p4 belong to the same ring. If that is the case one generates a
new random chain. Otherwise, one proceeds with the relaxation step below.

Bond Switch Relaxation

p1

p2

p3

p4

p1

p2

p3

p4

p1

p3
p2

p4

Figure 4.3: Visualization of one bond transposition. In this case, four rings consisting
of six atoms each are replaced by two rings with five atoms and two rings with seven
atoms.

4.3.1.2 Relaxation

The bonding of the atoms inside a CRN is described by the Keating potential [Kea66] as a
sum of a bond-bending and a bond-stretching term. In the three-dimensional case this has
the form [WW95].

E =
3

16

↵

d2

�
habi

�
|
#»r ab

|
2
� d2

�2
+

3

8

�

d2

�
habci

�
#»r ab

·
#»r ac

+
1

3
d2

�2

. (4.6)

The angled braces denote summation over nearest neighbours and ~r ab = ~rb � ~r a. For
r ab, rac ⇡ d , one can rewrite the term inside the second parentheses as ~r ab · ~r ac + d2/3 ⇡

d2(cos ✓� cos ✓0) where ✓ denoted the angle between ~rab and ~rac and ✓0 = arccos(�1/3) ⇡

109.5� is the tetrahedral angle. From this, one can see that the energy is minimal if all bond
lengths are d and all bond angles are ✓0.
In the WWW algorithm, the Keating potential plays a double role as it serves as the source
of the particle displacements on one side, as shown below, and on the other side it appears
in the Boltzmann factor e�E/T guiding the annealing.
For a two-dimensional model of amorphous silica, one expects a deformed honeycomb lattice

2Paths in a graph are called simple if the do not contain cycles. To find these paths, an adaption from
[HSS08]. was used
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where the bond angle in the ideal case is ✓0 = 120� and hence cos ✓0 = �1/2. So for the 2d
case once can write

E =
3

16

↵

d2

�
habi

�
|~r ab|2 � d2

�2
+

3

8

�

d2

�
habci

�
~r ab · ~r ac +

1

2
d2

�2

. (4.7)

This energy can be rewritten as a sum of one particle energies E =
�

a ✏
a [Vin+01] where

✏a =

3�
b=1

�
3

32

↵

d2

�
|~r ab|2 � d2

�2
+

3�
c=b+1

3

8

�

d2

�
~rab · ~r ac +

1

2
d2

�2
�
. (4.8)

After switching bonds, the atoms inside the cluster experience a force according to the
Keating potential until they reach an energetic minimum. By expanding the force around a
minimum, one finds3

(~r✏a)(~r a) = �(hess ✏a)(~r a)�~r a (4.9)

or for the i-th component

@✏a

@xi
= �

@2✏a

@xi@xj
�xi . (4.10)

Hence the atom at ~ra has to be moved by �~r a = �(hess ✏a)�1(~r a)(~r✏a)(~r a). This has to
be done iteratively for each atom inside a given neighbourhood of the the bond switch until
the system converges to equilibrium.
When inserting eq. (4.8) in eq. (4.9), the following derivatives are needed4

@✏a

@xai
=
@

@xai

3�
b=1

�
3

32

↵

d2

�
(xabk )

2
� d2

�2
+

3�
c=b+1

3

8

�

d2

�
xabk xack +

1

2
d2

�2
�
,

= �

3�
b=1

�
3

8

↵

d2

�
(xabk )

2
� d2

�
xabi +

3�
c=b+1

3

4

�

d2

�
xabk xack +

1

2
d2

� �
xabi + xaci

��
.

(4.11)

@2✏a

@xai @x
a
j

= �
@

@xaj

3�
b=1

�
3

8

↵

d2

�
(xabk )

2
� d2

�
xabi +

3�
c=b+1

3

4

�

d2

�
xabk xack +

1

2
d2

� �
xabi + xaci

��
,

3hess denotes the Hessian matrix consisting of all second derivatives of a multidimensional function,
i.e. (hess f )(x1, . . . , xn) = (@2f /@xi@xj)i ,j2[1,n].

4The upper indices (a, b, c) enumerate particles while the lower indices (i , j, k) enumerate Cartesian coor-
dinates. Over doubly appearing Cartesian indices will be summed implicitly unless otherwise noticed.
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Let ✏aij = @2✏a/@xai @x
a
j and D = det(hess ✏a) = ✏a11✏

a
22 � (✏a12)

2, then the inverse Hessian
matrix can be calculated as

(hess ✏a)�1 =

�
✏a11 ✏a12
✏a12 ✏a22

��1
=

1

D

�
✏a22 �✏a12
�✏a12 ✏a11

�
. (4.13)

4.4 Liquid Quenching

In [TSM16], the authors performed molecular dynamics (MD) simulations with different
carbon interaction potentials to produce clusters of amorphous carbon. The simulation
followed a specific temperature curve to achieve this. First the carbon was melted at 6000K-
8000K which was followed by cooling the carbon to almost 0K. In the end, the carbon was
annealed at room temperature. The procedure is illustrated in figure 4.4. They were able

Figure 4.4: The evolution of the system temperature during the liquid quenching pro-
cedure. Taken from [TSM16].

to find some differences in the resulting materials in observables like the radial distribution
function and ring statistics.
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Chapter 4. Models of Amorphous Solids

4.5 Summary
The first three models presented in this chapter are all somewhat artificial. Random Close
Packings represent an ideal amorphous solid [Sta15]. They lack any order apart from hav-
ing a minimal possible particle distance. The Random Plates model extends this model by
having small areas inside the specimen with high order. The size of the plates can be easily
controlled.
The Continuous Random Networks are more realistic since they have a notion of atomic
bonds. But the dynamic consisting only of bond switches and relaxations is rather artificial.
All three models have the advantage that they are easy to study and not computationally
expensive.
The Liquid Quenching method is the most realistic. The algorithm follows a realistic mecha-
nism to create an amorphous solid but the results depend highly on the inter-atomic potentials
used.
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Chapter 5

Results

In this chapter, various results for the three particle structure factor from experiments and
also from simulations are presented. The first section shows how the three particle structure
factor can be displayed graphically and uses then the results from chapter 3 to present
a method for extracting information about the three particle structure factor from phase
contrast images. The subsequent sections then present and discuss the findings for different
specimens and structure models.

5.1 Representation

For weak phase objects, one can write the Fourier transform of the obtained image as (see
eq. (3.24))

C(~q) = 2�fB(q)L(q)S(~q) (5.1)

This can be used to obtain the structure factor S. The easiest way to do this is to assume
that 2�fB(q)L(q) ⇡ const for all relevant q. This holds only for ideal imaging, i.e. when
aberrations can be neglected and for very thin one-atomic specimens or multi-atomic speci-
mens where one element dominates in the diffraction processes.
Another approach that was used in [Ham88] uses the fact that the expression 2�fB(q)L(q)

is a real-valued function. Thus one can write

C(~q)

|C(~q)|
=

2�fB(q)L(q)S(~q)

|2�fB(q)L(q)S(~q)|
=

S(~q)

|S(~q)|
, (5.2)

since |2�fB(q)L(q)| = 2�fB(q)L(q). This is only valid up to the first root of L(q) and
looses information about the magnitude of S but is nevertheless able to obtain some useful
information.
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Chapter 5. Results

Using that the expression 2�fB(q)L(q) is only depending on the modulus of ~q, one can write
the radial average of the image by using polar coordinates as

h|C|i(q) =
1

2⇡

� 2⇡

0
|C(q,�)| d� (5.3)

=
1

2⇡
2�fB(q)L(q)

� 2⇡

0
|S(q,�)| d� (5.4)

= 2�fB(q)L(q)h|S|i(q). (5.5)

This can be used to define the quantity

Ŝ(~q) =
C(~q)

h|C|i(q)
=

S(~q)

h|S|i(q)
, (5.6)

which is independent of fB(q) and L(q) but has the same phase as S and, for fixed q, its
maxima at the same angles �. The maximum here is defined in terms of the modulus. On
the right hand side we can find the definition of the structure factor (see eq. (2.11)). This
can be used to obtain the two and three particle structure factor by using equations (2.13)
and (2.34). The different normalization strategies are compared in figure 5.4.

5.1.1 Averaged three particle structure factor

Since S(3) has 4 degrees of freedom (see fig 5.1) one has to find a representation that
condenses the information into less dimensions.

y

x

~q2

~q1

�

✓

Figure 5.1: All 4 degrees of freedom of the three particle structure factor.
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5.1. Representation

Assuming amorphous matter to be isotropic, we average over one spatial angle and considere
S(3) as a function of now only three variables q1 = |~q1|, q2 = |~q2| and � = ^(~q1, ~q2).
Then the number of degrees of freedom is reduced even more by confining our interest to
q1 = q2 =: q and varying only q and �. This can be summarized as

hŜ(3)
i(q,�) =

1

A(q,�)

�

|~q1|=|~q2|=q
^(~q1,~q2)=�

Ŝ(~q1)Ŝ(~q2)Ŝ(�~q1 � ~q2)d
2q1d

2q2 (5.7)

=
1

2⇡q2

� 2⇡

0
Ŝ(q cos(�+ ✓), q sin(�+ ✓))Ŝ(q cos ✓, q sin ✓)

⇥ Ŝ(�q(cos(�+ ✓) + cos ✓),�q(sin(�+ ✓) + sin ✓)) d✓ (5.8)

where A(q,�) = 2⇡q2 is the area of the hypersurface defined by fixing q and �. This will be
proven in appendix A.
Since the pixels in an image have a finite width, one cannot resolve arbitrarily small distances.
This corresponds to a maximal qi in Fourier space

qi ,max =
number of pixels

2⇥ width
. (5.9)

This means that a TEM image with 2048 ⇥ 2048 pixels of an area of 400Å ⇥ 400Å has
qmax = 2.56Å�1 in both directions. On the other hand the length of ~q3

q3 = |~q3| = |~q1 + ~q2| = q
�
2(1 + cos�) 2 [0, 2q] (5.10)

can become larger than the available reciprocal space. This will lead to some undefined
areas in the resulting three particle structure factors. In the example above the three particle
structure factor can only be completely obtained up to q = 1.28Å�1. The contour lines for
q3 are shown in figure 5.2.

5.1.2 Comparison of normalization strategies

In figure 5.4, this procedure is applied to an amorphous silica specimen laying on top of
a graphene substrate and to a gold nano-cluster on a carbon layer. In the first row, no
normalization method was applied. The silica specimen shows two peaks for q ⇡ 0.25Å�1

at around 60° and 120° which is reasonable for a specimen that forms hexagonal lattices in
its crystalline state and has a silicon-silicon distance of 3Å. For the carbon specimen there
is a large area at q ⇡ 0.2Å�1 and � ⇡ 120°. This is most likely due to the contrast transfer
function which can be visible as rings in Fourier space. In the three particle structure factor,
ring-like structures show at q3 = q which happens at an angle of � = 120°. Consequently,
the high intensity area is in the right spot to be caused by the contrast transfer function.
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Figure 5.2: The contour lines of q3 = |~q1+ ~q2| with |~q1| = |~q2| = q and � = ^(~q1, ~q2).
In the lower right corner q3 can become larger than the available reciprocal space in the
image leading to undefined regions. Under some conditions these lines will also be visible
in the three particle structure factor when the peaks are broad enough so that small
variations of q and � will not leave that peak.

This influence of the contrast transfer function is apparently not visible for silica. There is
also a small peak but sharp peak at q ⇡ 0.4Å�1 and � ⇡ 120° stemming from the gold
nano-cluster as will be shown in section 5.8.
In the second line the structure factors were normalized by their absolute values. The silica
specimen shows the same two peaks for q ⇡ 0.25Å�1 as in the image above. It also shows
an additional cluster at q ⇡ 0.45Å�1. For the carbon specimen the large peak disappeared
since the influence of the contrast transfer function cancels out. The gold nano-cluster now
shows additional peaks for q ⇡ 0.4Å�1 at other angles. This hints at the possibility of the
gold nano-cluster consisting of differently oriented crystals.
In the last line the structure factors are normalized by their radial averages. Apart from
the three peaks that were already visible in the image of the silica specimen, the plot shows
additional peaks at 0.55Å�1. The peaks at 60° and 120° are stronger but other peaks are
also visible at intervals of 30°. This stems probably from the graphene substrate with its
hexagonal structure. The small peaks in between hint at it consisting of two layers that are
rotated by 30° with respect to each other. The carbon image shows more peaks for the gold
cluster compared to the image that was normalized by the absolute value. There is also a
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5.1. Representation

small peak visible at 0.8Å�1. This comparison shows that, in general, one cannot neglect
the contrast transfer function. It also indicates that the normalization by the radial average
improves the signal-to-noise-ratio the most.

~q1

~q2

~q3

�

Figure 5.3: Representation of the averaging. The background lattice represents the
pixels in Fourier transformed image. Given q and � one gets a triple of reciprocal vectors
~q1, ~q2 and ~q3 that are rotated to get all positions where Ŝ is evaluated.
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(a) Silica without normalization.
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(b) Carbon without normalization.
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(c) Silica normalized by the absolute value.
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(d) Carbon normalized by the absolute value.
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(e) Silica normalized by the average.
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(f) Carbon normalized by the average.

Figure 5.4: Different normalization strategies compared for measurements of silica and
carbon.

38
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5.2 Three particle structure factor of a n-atomic group
In [Ham88] it was studied whether the three particle structure factor can be used to dis-
ambiguate different local structures by calculating S3 for groups of 3 and 5 atoms with
tetrahedral bond angle � = 109.5°. However it was not taken into account that it is not
possible to obtain the structure factor when the phase contrast transfer function is not known
or not equal to unity. The configurations are shown in fig. 5.5.
The calculation starts from the actual atom positions ~ri and calculates the three particle
structure factor directly without simulating a TEM image first. Since in an ideally amor-
phous object no orientation is special, one has to average over all possible orientations of
the cluster which is achieved by rotating and integrating over all Euler angles [Fli14]. In the
following this system is used to investigate the impact that the normalization has on the
shape of the three particle structure factor.

⌧

r

(a) 3 atoms with tetrahedral bond angle.

⌧
r

(b) Tetrahedral

Figure 5.5: 2 local models of amorphous silicon with tetrahedral angle ⌧ = 109.5°. The
dashed lines demonstrate how the atoms form a tetrahedral.

The results are shown in fig. 5.6 for the full structure factor and the normalized structure
factor as defined in eq. (5.6). The normalized and non-normalized images look similar.
However, the peaks seem to be more pronounced for the normalized images.
To simplify the comparison q was fixed at the value of the (111)-reflex of crystalline silicon,
q ⇡ 0.32Å�1. The result is shown in fig. 5.7. One sees that the qualitative features of the
curves, such as the position of maxima and minima, are the same. However, the height and
the shape of the peaks are slightly altered. This indicates that the proposed method should
be able to obtain informations about the three particle structure factor.
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Chapter 5. Results

(a) Triangle structure without normalization (b) Tetrahedron without normalization

(c) Triangle normalized by the average (d) Tetrahedron normalized by the average

Figure 5.6: Comparison of the impact of the normalization on the shape of the three
particle structure factor. The gray vertical line at q ⇡ 0.32Å�1 indicates the (111)-reflex
of crystalline silicon shown as a line profile in figure 5.7.
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5. 3. I d e al cr y st al s

Fi g ur e 5. 7: L i n e p r o fi l e s t h r o u g h t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r s p l o t t e d i n fi g u r e 5 . 6

a t q ⇡ 0 .3 2 Å
� 1

. T h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r s a r e n o r m a l i z e d t o S ( 3 ) ( � = 0 ) = 1

f o r b e t t e r c o m p a r i s o n s .

5. 3 I d e al cr y s t al s

S i n c e t h e p r o p o s e d m e t h o d i s n o t a b l e t o o b t a i n t h e f u l l s t r u c t u r e f a c t o r ( s e e s e c t i o n 5 . 1 ) i t

i s o f i n t e r e s t t o e v a l u a t e w h e t h e r t h e i n f o r m a t i o n o b t a i n e d f r o m T E M i m a g e s c a n b e d i r e c t l y

i n t e r p r e t e d . I n t h e f o l l o w i n g t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r s f o r v a r i o u s t w o - d i m e n s i o n a l

( h e x a g o n a l , c u b i c a n d p e n r o s e - t i l l i n g ) s t r u c t u r e s a r e p r e s e n t e d . F o r a l l m o d e l s t h e a t o m i c

d i s t a n c e d = 1 .4 Å o f g r a p h e n e w a s u s e d . T h e p a r a m e t e r s f o r t h e m u l t i s l i c e s i m u l a t i o n w e r e

a l s o t a k e n f r o m g r a p h e n e a n d o t h e r w i s e i d e a l i m a g i n g w a s a s s u m e d s i n c e t h e p u r p o s e o f t h i s

i n v e s t i g a t i o n i s p u r e l y t o d e t e r m i n e t h e i n fl u e n c e o f t h e a t o m i c s t r u c t u r e a n d t h e i n fl u e n c e

o f t h e m i c r o s c o p e s h o u l d b e a s s m a l l a s p o s s i b l e .

5. 3. 1  H e x a g o n al

T o i n v e s t i g a t e t h e i m p a c t o f d iff e r e n t l a t t i c e s t r u c t u r e s o n t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r ,

a c r y s t a l l i n e g r a p h e n e l a y e r w a s s i m u l a t e d b y p l a c i n g c a r b o n a t o m s i n a h e x a g o n a l h o n e y c o m b

l a t t i c e [ N B N 9 9 ] a n d r u n n i n g t h e m u l t i s l i c e p r o g r a m f r o m [ K i r 1 0 ] o n i t . T h e r e s u l t i s s h o w n

i n fi g u r e 5 . 8 . T h e r e a r e p e a k s a t q ⇡ 0 .4 7 Å
� 1

a n d q ⇡ 0 .8 1 Å
� 1

t h a t c o r r e s p o n d t o t h e

d i s t a n c e s d 1 0 0 = 2 .1 3 Å a n d d 1 1 0 = 1 .2 3 Å , r e s p e c t i v e l y . T h e p e a k s a p p e a r a t t h e a n g l e s

� = 6 0 ° a n d � = 1 2 0 °, a s o n e w o u l d e x p e c t f r o m a h e x a g o n a l l a t t i c e .

F o r s i m p l e h e x a g o n a l l a t t i c e s t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r i s s h o w n i n fi g u r e 5 . 9 .
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Chapter 5. Results

Figure 5.8: On the left a multislice simulation for a single sheet of graphene is shown.
On the right is the corresponding three particle structure factor. 6 peaks are visible.
Three of them are at 60° and 0.47Å�1, 0.81Å�1 and 0.96Å�1. The other three peaks
are at 120° and the same q-values.

Figure 5.9: On the left, a multislice simulation for a hexagonal lattice is shown. On
the right is the corresponding three particle structure factor. Two peaks are visible for
q = 0.81Å�1 at 60° and 120°.
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5.3. Ideal crystals

Compared to the honeycomb lattice, this hexagonal lattice has fewer peaks since the number
of possible distances is limited compared to the honeycomb case. As expected, the peaks
appear at the angles � = 60° and � = 120°.

5.3.2 Cubic

The three particle structure factor of a simple cubic lattice is shown in figure 5.10. It shows
only a single peak at q ⇡ 0.71Å�1 which is the inverse of the atomic distance. The peak
appears at � = 90° which is expected for a cubic lattice.

Figure 5.10: On the left, a multislice simulation for a copy crystal with next-neighbour
distances of d = 1.4Å is shown. On the right is the corresponding three particle structure
factor. One Peak is visible at 90° and 0.71Å�1.

5.3.3 Quasicrystals

Quasicrystals are a special kind of crystal that is ordered but not periodic [Mac82]. They do
not have any translational symmetry but due to their rotational symmetry show sharp peaks
in diffraction patterns. One famous example is the Penrose tiling [Pen74]. In figure 5.11, a
Penrose tiling is shown. A TEM image was simulated by placing atoms at the intersections
of the Penrose tiling and using the multislice code from [Kir10] on it. This is shown in figure
5.12. The three particle structure factor in figure 5.13. It shows a large number of peaks.
This stems from the fact that there is no translational symmetry. The peaks appear mostly
at angles that are multiples of 36° hinting at a tenfold symmetry as is characteristic for
quasicrystals.
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C h a pt er 5.  R e s ult s

Fi g ur e 5. 1 1: A P e n r o s e t i l i n g a s g e n e r a t e d b y t h e c o d e f r o m [ P r e 1 1 ] .
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5.3. Ideal crystals

Figure 5.12: TEM image of a quasicrystal simulated using the multislice method.
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Figure 5.13: The three particle structure factor obtained from a simulated image of a
Penrose tiling as an example of a quasicrystal.
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5.4 Crystalline Plates
The plates model, as discussed in section 4.2, was simulated for plate sizes I = 1 to I = 4.
One simulated example of the plates model is shown in figure 5.14. The three particle
structure factors are shown in figure 5.15. The figures show that the three particle structure

Figure 5.14: Simulated TEM image of the plates model with I = 3. The multislice
simulation was performed with the code from [Kir10].

factor develops larger peaks when the crystalline areas are larger. Since the plates are partly
stacked on top of each other there are also other bond angles and lengths present in the
image leading to horizontal and vertical lines. The diagonal lines stem most likely from the
contour lines of q3, as discussed in section 5.1.1. In figure 5.15a there two weak peaks for
� = 120° at q ⇡ 0.45Å�1 and q ⇡ 0.8Å�1 and one peak at � ⇡ 60° and q ⇡ 0.45Å�1 which
is much broader along the �-axis. The position of the peaks matches those of crystalline
carbon. As the plate site increases in the following images the peaks get more pronounced.
There is also a sharp edge at q ⇡ 0.6Å�1 for small angles and a small peak at � ⇡ 150° and
q ⇡ 0.9Å�1 that are currently not interpretable. These are most likely artefacts resulting
from the rather simple model.
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5.4. Crystalline Plates

(a) I = 1 (b) I = 2

(c) I = 3 (d) I = 4

Figure 5.15: The three particle structure factor for different plate radii.
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5. 5  A m or p h o u s L a y er s

I n o r d e r t o s h o w t h e d e p e n d e n c e o f t h e S ( 3 ) s i g n a l - t o - n o i s e r a t i o o n t h e t h i c k n e s s o f t h e

s p e c i m e n , 2 0 l a y e r s o f a m o r p h o u s t w o d i m e n s i o n a l c a r b o n w e r e s i m u l a t e d a s C R N s . T h e y

w e r e r o t a t e d b y a r a n d o m a n g l e a n d t h e n p u t o n t o p o f e a c h o t h e r . T h i s i s s h o w n i n

fi g u r e 5 . 1 6 .

Fi g ur e 5. 1 6: D iff e r e n t a m o r p h o u s l a y e r s s t a c k e d o n t o p o f e a c h o t h e r t o m o d e l t h e

i n fl u e n c e o f t h i c k n e s s . H e r e , t h r e e l a y e r s a r e s h o w n .

T h e fi g u r e s 5 . 1 7 t o 5 . 2 4 s h o w h o w t h e s i g n a l v a n i s h e s a s t h e t h i c k n e s s i n c r e a s e s e v e n t h o u g h

e a c h l a y e r i t s e l f w o u l d p r o d u c e t h e s a m e S ( 3 ) . F o r u p t o t h r e e l a y e r s m o s t p e a k s a r e s t i l l

v i s i b l e . F o r s i x l a y e r s a l m o s t n o s t r u c t u r e i s v i s i b l e a n y m o r e . C o m p a r i n g t h e r e s u l t f o r 2 0

l a y e r s t o fi g u r e 5 . 2 5 s h o w s t h a t t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r b e c o m e s i n d i s t i n g u i s h a b l e

f r o m w h i t e n o i s e .

T o q u a n t i f y t h e d e c r e a s e o f t h e s i g n a l w i t h t h e n u m b e r o f l a y e r s , t h e fi r s t l a y e r w a s r e p l a c e d

b y a c r y s t a l l i n e g r a p h e n e s h e e t . F i g u r e 5 . 2 6 s h o w s h o w a f t e r a f e w l a y e r s t h e h e i g h t o f t h e

c r y s t a l l i n e p e a k s s h r i n k s b y s e v e r a l o r d e r s o f m a g n i t u d e . I n t e r e s t i n g l y , t h e o r d e r o f t h e p e a k s

i n t e r m s o f h e i g h t c h a n g e s a s m o r e a m o r p h o u s l a y e r s a r e a d d e d . T h i s h e i g h t l o s s i s n o t

a c c o m p a n i e d b y a b r o a d e n i n g o f t h e p e a k s a s fi g u r e 5 . 2 7 s h o w s . H o w e v e r , i t d o e s n o t m a k e

a d iff e r e n c e w h e t h e r t h e c r y s t a l l i n e l a y e r i s i n t h e fi r s t o r l a s t p o s i t i o n .
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5.5. Amorphous Layers
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Figure 5.17: Multislice simulation of 1 layer of amorphous graphene.
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Figure 5.18: Multislice simulation of 2 layers of amorphous graphene.
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Figure 5.19: Multislice simulation of 3 layers of amorphous graphene.
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Figure 5.20: Multislice simulation of 4 layers of amorphous graphene.
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Figure 5.21: Multislice simulation of 5 layers of amorphous graphene.
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Figure 5.22: Multislice simulation of 6 layers of amorphous graphene.
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5.5. Amorphous Layers

 30

 60

 90

 120

 150

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

φ[
°]

q[A-1]

abs(S(3)(q, φ))[arb. u.]

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

Figure 5.23: Multislice simulation of 10 layers of amorphous graphene.
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Figure 5.24: Multislice simulation of 20 layers of amorphous graphene.
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Figure 5.25: An image consisting of white noise and its three particle structure factor.
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C h a pt er 5.  R e s ult s

Fi g ur e 5. 2 6: D e p e n d e n c e o f t h e p e a k h e i g h t o f a c r y s t a l l i n e g r a p h e n e l a y e r o n t h e

n u m b e r o f a m o r p h o u s l a y e r s o n t o p o f i t . N o t e t h a t t h e y - a x i s i s p l o t t e t l o g a r i t h m i c a l l y .

Fi g ur e 5. 2 7: D e p e n d e n c e o f t h e p e a k s h a p e s o f a c r y s t a l l i n e g r a p h e n e l a y e r o n t h e

n u m b e r o f a m o r p h o u s l a y e r s o n t o p o f i t .

5 2



5. 6. I nt er a cti o n  P ot e nti al s i n  M ol e c ul ar  D y n a mi c s Si m ul ati o n s

5. 6 I n t er a c ti o n  P o t e n ti al s i n  M ol e c ul ar  D y n a mi c s  Si m ul a ti o n s

I n t h e f o l l o w i n g , t h e L i q u i d Q u e n c h i n g m e t h o d ( s e e s e c t i o n 4 . 4 ) w a s u s e d w i t h t h e T e r -

s o ff 1 9 9 4 p o t e n t i a l [ T e r 9 4 ] , t h e s e c o n d g e n e r a t i o n R e a c t i v e E m p i r i c a l B o n d - O r d e r p o t e n -

t i a l ( R E B O - I I ) [ B r e + 0 2 ] a n d t h e fi r s t g e n e r a t i o n L o n g - r a n g e C a r b o n B o n d - O r d e r p o t e n -

t i a l ( L C B O P - I ) [ L F 0 3 ] t o g e n e r a t e a m o r p h o u s c a r b o n . F o r t h e s i m u l a t i o n , t h e s o f t w a r e

L A M M P S [ P l i 9 3 ] w a s u s e d . I n t h e f o l l o w i n g , t h e s a m e d e n s i t i e s ⇢ = 1 .5 g / c m 3 a n d ⇢ =

3 .0 g / c m 3 a r e u s e d a s i n [ T S M 1 6 ] .

I n [ T S M 1 6 ] t h e r e s u l t i n g s t r u c t u r e s w e r e d i r e c t l y c o m p a r e d b y c a l c u l a t i n g o b s e r v a b l e s l i k e

t h e r i n g s t a t i s t i c s o r t h e r a d i a l d i s t r i b u t i o n f u n c t i o n d i r e c t l y f r o m t h e p a r t i c l e p o s i t i o n . I n t h e

f o l l o w i n g t h o s e p a r t i c l e p o s i t i o n w i l l b e u s e d i n m u l t i s l i c e s i m u l a t i o n s t o c a l c u l a t e t h e t h r e e

p a r t i c l e s t r u c t u r e f a c t o r a s w o u l d b e d o n e i n a n e x p e r i m e n t a l s e t t i n g .

5. 6. 1  P air di s tri b u ti o n f u n c ti o n s

B e f o r e c o m p a r i n g t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r s f o r t h e s i m u l a t e d s t r u c t u r e s , fi g u r e s

5 . 2 8 a n d 5 . 2 9 s h o w t h e r a d i a l d i s t r i b u t i o n f u n c t i o n s f o r t h o s e s t r u c t u r e s t o h i g h l i g h t t h e

i n f o r m a t i o n g a i n e d b y u s i n g t h r e e p a r t i c l e s t r u c t u r e f a c t o r s . F o r ⇢ = 1 .5 g / c m 3 t h e r e i s n o

q u a l i t a t i v e d iff e r e n c e b e t w e e n t h e s t r u c t u r e d . I n c o n t r a s t , f o r ⇢ = 3 .0 g / c m 3 t h e s t r u c t u r e

s i m u l a t e d w i t h t h e R E B O - I I p o t e n t i a l e x h i b i t s o n l y t h r e e p e a k s w h i l e t h e o t h e r t w o s t r u c t u r e s

s h o w f o u r p e a k s .

Fi g ur e 5. 2 8: C o m p a r i s o n o f t h e p a i r d i s t r i b u t i o n f u n c t i o n s f o r ⇢ = 1 .5 g / c m 3 .

5 3



C h a pt er 5.  R e s ult s

Fi g ur e 5. 2 9: C o m p a r i s o n o f t h e p a i r d i s t r i b u t i o n f u n c t i o n s f o r ⇢ = 3 .0 g / c m 3 .

5. 6. 2  D e n si t y ⇢ = 1 .5 g / c m 3

F o r ⇢ = 1 .5 g / c m 3 , t h e r e s u l t s a r e s h o w n i n t h e fi g u r e s 5 . 3 0 - 5 . 3 2 . J u d g i n g f r o m t h e t h e

s i m u l a t e d T E M i m a g e s , t h e T e r s o ff p o t e n t i a l p r o d u c e s r e g u l a r l y s p r e a d o u t s t r u c t u r e s w h i l e

t h e o t h e r t w o p o t e n t i a l s t e n d t o p r o d u c e l o n g c h a i n s o f c a r b o n a t o m s . T h i s i s a l s o r e fl e c t e d

i n t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r w h e r e t h e T e r s o ff p o t e n t i a l p r o d u c e s p e a k s a t t h e s a m e

p l a c e s o n e w o u l d e x p e c t f r o m h e x a g o n a l c a r b o n w h i l e t h e o t h e r t w o p o t e n t i a l s d o n ’ t s h o w

a n y a p p a r e n t s t r u c t u r e s . H o w e v e r , t h e r a d i a l d i s t r i b u t i o n f u n c t i o n i n fi g u r e 5 . 2 8 w a s n o t a b l e

t o s h o w t h i s q u a l i t a t i v e d iff e r e n c e b e t w e e n t h e s e s t r u c t u r e s .

5. 6. 3  D e n si t y ⇢ = 3 .0 g / c m 3

F o r ⇢ = 3 .0 g / c m 3 t h e r e s u l t s a r e s h o w n i n t h e fi g u r e s 5 . 3 3 - 5 . 3 5 . L o o k i n g a t t h e s i m u l a t e d

T E M i m a g e s , t h e r e a r e n o a p p a r e n t d iff e r e n c e s r e g a r d i n g t h e s t r u c t u r e o f t h e s p e c i m e n s .

H o w e v e r , t h e t h r e e p a r t i c l e s t r u c t u r e f a c t o r f o r t h e T e r s o ff a n d f o r t h e L C B O P - I p o t e n t i a l

s h o w a s i n g l e p e a k a t 9 0 ° h i n t i n g t h a t t h e s e s t r u c t u r e s w e r e n ’ t a b l e t o d i v e r g e f r o m t h e c u b i c

i n i t i a l c o n d i t i o n . T h e R E B O - I I p o t e n t i a l s h o w o n e p e a k f o r q ⇡ 0 .5 5 Å
� 1

a n d � ⇡ 7 0 ° w h o s e

o r i g i n i s n o t c l e a r . T h e s e d iff e r e n c e w e r e n o t v i s i b l e i n t h e r a d i a l d i s t r i b u t i o n f u n c t i o n s i n

fi g u r e 5 . 2 9 .
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5.6. Interaction Potentials in Molecular Dynamics Simulations

(a) (b)

Figure 5.30: In (a) a carbon layer is shown that was simulated using the liquid quench-
ing method for the Tersoff potential with a density ⇢ = 1.5 g/cm3. (b) shows the
corresponding three particle structure factor.

(a) (b)

Figure 5.31: In (a) a carbon layer is shown that was simulated using the liquid quench-
ing method for the REBO-II potential with a density ⇢ = 1.5 g/cm3. (b) shows the
corresponding three particle structure factor.
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(a) (b)

Figure 5.32: In (a) a carbon layer is shown that was simulated using the liquid quench-
ing method for the LCBOP-I potential with a density ⇢ = 1.5 g/cm3. (b) shows the
corresponding three particle structure factor.

(a) (b)

Figure 5.33: In (a), a carbon layer is shown that was simulated using the liquid quench-
ing method for the Tersoff potential with a density ⇢ = 3.0 g/cm3. (b) shows the
corresponding three particle structure factor.
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5.6. Interaction Potentials in Molecular Dynamics Simulations

(a) (b)

Figure 5.34: In (a), a carbon layer is shown that was simulated using the liquid quench-
ing method for the REBO-II potential with a density ⇢ = 3.0 g/cm3. (b) shows the
corresponding three particle structure factor.

(a) (b)

Figure 5.35: In (a) a carbon layer is shown that was simulated using the liquid quench-
ing method for the LCBOP-I potential with a density ⇢ = 3.0 g/cm3. (b) shows the
corresponding three particle structure factor.
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5.6.4 Dependence on thickness

For the Tersoff potential, the simulation was repeated with larger thicknesses. For ⇢ =

1.5 g/cm3, the results are shown in figure 5.36 and for ⇢ = 3.0 g/cm3 in figure 5.37. For
both densities the structures that are visible at �z = 4Å disappear at higher thickness.
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5.6. Interaction Potentials in Molecular Dynamics Simulations

(a) �z = 4Å (b) �z = 4Å

(c) �z = 10Å (d) �z = 10Å

(e) �z = 20Å (f) �z = 20Å

Figure 5.36: Carbon specimens were simulated with different thickness and with a
density ⇢ = 1.5 g/cm3.
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(a) �z = 4Å (b) �z = 4Å

(c) �z = 10Å (d) �z = 10Å

(e) �z = 20Å (f) �z = 20Å

Figure 5.37: Carbon specimens were simulated with different thickness and with a
density ⇢ = 3.0 g/cm3.
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5.7. Amorphous Silica

5.7 Amorphous Silica
Figure 5.38 shows the three particle structure factor of two-dimensional amorphous silica that
was placed on top of a graphene subtrate. The first peak at q ⇡ 0.25Å�1 is broader and
represents the atomic distances in the specimen. One finds that the three particle structure
factor has a non-vanishing modulus for q between 0.2Å�1 and 0.3Å�1, just as in S(2). For
crystalline silica one would expect sharp peaks at 60� and 120� due to its 6-fold symmetry.
For amorphous silica, we found the peaks to also be present at those angles. However they
are smeared out.
The peaks at q ⇡ 0.5Å�1 are sharper and due to the graphene substrate [Kum+10]. This
can be verified by analysing subimages. Figure 5.39 shows the three particle structure factors
for the areas inside the boxes in figure 5.38. The yellow box consists only of the graphene
substrate hence. The peaks are only at q ⇡ 0.5Å�1 for 60� and 120�. The red box also leads
to peaks only at q ⇡ 0.5Å�1 but here there are multiple peaks with 60� distance between
them. This stems most likely from this area consisting of a graphene bilayer where the layers
are rotated with respect to each other. The blue box shows the same silica peaks that were
also present in the whole image but also the graphene peaks even though the substrate is
not visible inside the box.
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Figure 5.38: Three particle structure factor for amorphous silica. Image data taken
from [Hua+12]. The areas in the coloured squares are analysed separately below.

Other images of amorphous silica with their three particle structure factors are shown in
appendix B.
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Figure 5.39: The three particle structure factors for the different subimages in fig-
ure 5.38. The left image corresponds to the blue box, the middle to the red and the
right image to the yellow box.

5.8 Amorphous Carbon
In figure 5.40, the three particle structure factor for a specimen consisting of amorphous
carbon with a gold nanocluster placed upon it is shown. The three particle structure shows a
strong peak at q ⇡ 0.42Å�1 and � = 120° and some weaker peaks at some other angles for
the same reciprocal lattice vector. By performing an isolated analysis of an area consisting
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Figure 5.40: An image of amorphous carbon with a gold nanocluster placed on top of
it and the resulting three particle structure factor. The areas in the boxes are analyzed
separately below.

solely of carbon and an area that consists mostly of the gold nanocluster, one can conclude
that for this particular example no meaningful structural information can be obtained from
the three particle structure factor. This is shown in figure 5.41.
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Figure 5.41: The left image shows the three particle structure factor for the blue box
in figure 5.40. The right image shows the three particle structure factor for the red box.

By comparison with section 5.5 it follows that the carbon specimen was likely too thick for
the three particle structure factor to show any structure.
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Chapter 6

Conclusion

For the first time we were able to extract the three particle structure factor from a TEM im-
age of amorphous silica. We also introduced a new normalization technique which improves
the signal-to-noise ratio and makes more features visible in the three particle structure fac-
tor.
For a specimen of amorphous carbon, no meaningful information about the three particle
structure of carbon could be extracted. Only the gold nanocluster that was placed on top of
it showed a relevant signal. Simulations with variable thickness show that this method is very
sensitive to the thickness of specimen. To obtain meaningful results the specimen thickness
has to remain below some thickness threshold.
In MD simulations it was shown that the three particle structure factor obtained from TEM
images is able to show differences in structures that are indistinguishable from the pair
distribution functions. This demonstrates that the three particle structure factor contains
additional informations that cannot be obtained from the pair distributions alone.
From the investigations in this thesis it is apparent that the three particle structure factor
can play a role in the classification of amorphous materials.
In recent years amorphous 2d materials have gained increasing interest [Zha+19; YHL20].
Examples are amorphous boron nitrite which can be used for ultrathin electronic devices
[Yan+15] and amorphous molybdenum disulfide which can be used for lithium ion batteries
[Son+19]. Since for thin specimens the three particle structure factor can be determined
most easily, those materials present themselves as ideal candidates for the determination of
the three particle structure factor.
Future work could provide more insight into the relation of the shape of three particle struc-
ture factor and physical properties of the specimen.

65



Chapter 6. Conclusion

66



Appendix A

Normalization factor of the averaged
three particle structure factor

In the following it will be shown that the normalziation factor in eq. (5.8) following from the
conditions |~q1| = |~q2| = q and ^(~q1, ~q2) = � is given by A(q,�) = 2⇡q2. The vectors ~q1 and
~q2 are represented in the polar-like coordinates defined in figure 5.1 with the parametrizations

~q1 = q1

�
cos(�+ ✓)

sin(�+ ✓)

�
, (A.1)

~q2 = q2

�
cos ✓

sin ✓

�
. (A.2)

The Jacobian of this transformation is

J =




cos(�+ ✓) 0 �q1 sin(�+ ✓) �q1 sin(�+ ✓)

sin(�+ ✓) 0 q1 cos(�+ ✓) q1 cos(�+ ✓)

0 cos ✓ 0 �q2 sin ✓

0 sin ✓ 0 q2 cos ✓


 (A.3)

and its determinant is given by

det J = det




cos(�+ ✓) 0 �q1 sin(�+ ✓) �q1 sin(�+ ✓)

sin(�+ ✓) 0 q1 cos(�+ ✓) q1 cos(�+ ✓)

0 cos ✓ 0 �q2 sin ✓

0 sin ✓ 0 q2 cos ✓


 , (A.4)
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= � det




cos(�+ ✓) �q1 sin(�+ ✓) 0 �q1 sin(�+ ✓)

sin(�+ ✓) q1 cos(�+ ✓) 0 q1 cos(�+ ✓)

0 0 cos ✓ �q2 sin ✓

0 0 sin ✓ q2 cos ✓


 , (A.5)

= � det

�
cos(�+ ✓) �q1 sin(�+ ✓)

sin(�+ ✓) q1 cos(�+ ✓)

�
det

�
cos ✓ �q2 sin ✓

sin ✓ q2 cos ✓

�
, (A.6)

= �q1q2. (A.7)

The area of the hypersurface is then given by

A(q,�) =

�

|~q1|=|~q2|=q
^(~q1,~q2)=�

d
2q1d

2q2 =

� 2⇡

0
| det J|d✓ =

� 2⇡

0
q2d✓ = 2⇡q2. (A.8)
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Appendix B

Amorphous Silica

In the following the three particle structure factor will be obtained for additional images of
amorphous silica. In every image amorphous silica is shown on top of a graphene substrate.
This is analogous to section 5.7.
Figure B.1 shows the same three peaks from the amorphous silica as figure 5.38. At q ⇡

0.5Å�1, there are only two peaks at 60° and 120°. This is due to the graphene subtrate
consistring of a true monolayer and not a bilayer like in figure B.1. The white area in the
bottom right corner stems from the fact that q3 can exceed the reciprocal space of the image
as was discussed in section 5.1.1.
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Figure B.1: Three particle structure factor for amorphous silica. Image data taken from
[Hua+12].

In figure B.2 only the two graphene peaks are visible. Only when reducing the q range to
values up to 0.5Å�1 the silica peaks become visible since they are almost two magnitudes
smaller. This is shown in figure B.3.
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Figure B.2: Three particle structure factor for amorphous silica. Image data taken from
[Hua+12].

Figure B.3: Same image as figure B.2 but with the q-axis reduced to [0.1Å�1, 0.5Å�1].
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In figure B.4 again two graphene peaks are visible. Additionally, there are only two silica
peaks. Only when reducing the q range to values up to 0.5Å�1 the third silica peak becomes
visible. This is shown in figure B.5.
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Figure B.4: Three particle structure factor for amorphous silica. Image data taken from
[Hua+12].

In figure B.6 two graphene peaks and three silica peaks are visible. Since the silica peaks are
almost invisible they are also shown in figure B.7 with a reduced q range.
In figure B.8 there are additional peaks for the graphene substrate which are likely stemming
from an additional graphene layer that is rotated to the other layer.
In figure B.9 two graphene peaks and three silica peaks are clearly visible.
When comparing all images, the height as well as the width of the peaks varies with the
image. This could stem from the specimens having a differing amount of order or from the
specimens consisting of a different amount of silica.
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Figure B.5: Same image as figure B.4 but with the q-axis reduced to [0.1Å�1, 0.5Å�1].
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Figure B.6: Three particle structure factor for amorphous silica. Image data taken from
[Hua+12].
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Figure B.7: Same image as figure B.6 but with the q-axis reduced to [0.1Å�1, 0.5Å�1].
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Figure B.8: Three particle structure factor for amorphous silica. Image data taken from
[Hua+12].
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Figure B.9: Three particle structure factor for amorphous silica. Image data taken from
[Hua+12].
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Appendix C

Implementation

In this appendix, some non-trivial aspects of computing the three particle structure factor
will be discussed.

C.1 Discretization

The structure factor is obtained by calculating the Fourier transform of the measured inten-
sities1,

Ii j = F [I]i j , i 2 [0, N), j 2 [0,M), (C.1)

where N and M are the number of pixels along the x and y axis. The three particle structure
factor is then defined as

Ŝ(3)
i jkl = Ŝi j Ŝkl Ŝ�i�k,�j�l . (C.2)

Since Fourier transforms are periodic, one can evaluate the last factor in (C.2) by taking
S(1)
�i�k,�j�l = S(1)

N�i�k,M�j�l .
Since S(3)

i jkl consists of N2
·M2 different values, which is 1012 for one megapixel image size

and quadratically increasing, it is not advisable to calculate all values beforehand. Instead
we have constructed a function object2 that stores a reference to the structure factor and
calculates the values when needed.

1In this chapter the discretized version of all functions will be used. Hence

Ii j := I(�qx · i ,�qy · j),

where �qi = 1/Li is the inverse dimension of the image.
2http://en.cppreference.com/w/cpp/concept/FunctionObject
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Appendix C. Implementation

C.2 Normalization
To obtain the denominator in eq. (5.6), one has to take the average over all values of I
that have the same |~q|. Rather than searching for all i , j that correspond to a given |~q|, a
different approach was taken.
Two histograms are constructed. The histograms have a fill method taking the q-value and
the fill weight. One for summing the values of I for each q bin and one for counting the
number of these values. The basic idea is shown in the pseudo code shown in procedure 1.
The method q(ix, iy) returns the length of the reciprocal lattice vector corresponding to the

Procedure 1 Calculation of the radially averaged intensity.
for all ix do

for all iy do
values.fill(q(ix, iy), |I(ix, iy)|)
counts.fill(q(ix, iy), 1)

end for
end for
for all bin do

I_averaged[bin] = values[bin] / counts[bin]
end for

pixel at (ix,iy). This approach can also easily be performed in parallel on multiple CPU cores
by constructing the histograms for each thread and afterwards collecting all histograms into
one3. This approach was inspired by [Hak95].

C.3 Three Particle Structure Factor
The calculation of the averaged three particle structure factor follows the same ideas as
described above. Instead of iterating over all ~q1 and then searching for all ~q2 with the same
length, one iterates linearly over the image and fills two histograms. For ~q2, one can reduce
the iteration space to the region where q2,x , q2,y  |~q1| to reduce the number of unused
iterations. This can also be made parallel by using reduction.

3This is also known as a reduction.
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C.3. Three Particle Structure Factor

Procedure 2 Calculation of the averaged three particle structure factor.
for all ix in [-N/2, N/2) do

for all iy in [-M/2, M/2) do
for all jx in [-jxmax, jxmax) do

for all jy in [-jymax, jymax) do
if q(ix, iy) = q(jx,jy) then

values.fill(q(ix, iy), phi(ix,iy,jx,jy), Ŝ3(ix,iy,jx,jy))
counts.fill(q(ix, iy), phi(ix,iy,jx,jy), 1)

end if
end for

end for
end for

end for
for all qbin do

for all phibin do
Ŝ3_averaged(qbin, phibin) = values(qbin, phibin) / counts(qbin,phibin)

end for
end for
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